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Electrostatic interactions in biological DNA-related systems
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In this perspective article, we focus on recent developments in the theory of charge effects in

biological DNA-related systems. The electrostatic effects on different levels of DNA organization

are considered, including the DNA–DNA interactions, DNA complexation with cationic lipid

membranes, DNA condensates and DNA-dense cholesteric phases, protein–DNA recognition,

DNA wrapping in nucleosomes, and inter-nucleosomal interactions. For these systems,

we develop a theoretical framework to describe the physical-chemical mechanisms of structure

formation and anticipate some biological consequences. General biophysical principles of DNA

compaction in chromatin fibers and DNA spooling inside viral capsids are discussed in the end,

with emphasis on electrostatic aspects.

1. Introduction

Many constituents of living cells often bear large charges on

their surfaces. The list includes nucleic acids,1 cellular lipid

membranes,2 DNA binding3,4 and architectural5,6 proteins,

natural ion channels7 and pores,8 elements of cytoskeleton

networks,9 and molecular motors.10 ES interactions on the

nanoscale often dominate the physical forces acting between

these components in the last 1–3 nm prior to surface–surface

contact, governing their spontaneous assembly and long-

range spatial ordering. There has been a number of excellent

reviews covering the general principles of ES behavior of

nucleic acids,11,12 proteins,13–18 lipid membranes,2,19,20 and

some other bio-soft-matter systems.21 Salt- and pH-sensitivity

of ES forces provides a useful handle for cells to direct and

tune the pathways of many biological processes. Among them

are, in particular, the DNA–DNA,11 protein–DNA22 and

protein–protein ES interactions,23 DNA compactification into

higher-order structures,24,25 DNA spooling inside viruses,26

actin aggregation into bundles,27 RNA folding,12,28 and ion

translocation through membrane pores.29 ES forces modulate

the structure and functioning of several sub-cellular supra-

molecular assemblies30,31 and, on a higher level, affect cell–cell

interactions in tissues and with substrates.32

Over the last several years, ES mechanisms of some DNA-

related phenomena mentioned have been developed in our group.

General physical principles of the classical PB theory often

provide an adequate description of ES properties of molecules

in solution and macromolecular complexes. In this perspective,

we avoid complicated algebra: all analytical expressions, details of

their derivation, and regimes of applicability of the models used

can be found in original papers. We rather focus on underlying

physical mechanisms, comparing and contrasting the system

behavior under different conditions. We often treat ES forces

in dense, weakly fluctuating structures and complexes, where

entropic effects are often rather weak and can be neglected.

When applicable, we also touch on non-ES effects due to e.g.,

hydration33 and electrodynamic34 forces. Because of space limita-

tions, we primarily focus on latest ES-motivated developments

from other groups, trying to position our research in this context.

Every section below starts with a short introduction to the

subject, followed by a presentation of basic theoretical concepts

and main results, and supplemented by some perspectives for

future developments and possible model improvements. We

start with description of ES effects in dense DNA assemblies

and condensates. Using the theoretical concepts introduced

for a pair of DNA duplexes, the focus is then shifted to
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52425 Jülich, Germany. E-mail: a.cherstvy@gmail.com

A. G. Cherstvy

Andrey Cherstvy received his
Diploma in theoretical physics
from Belarus State University
in 1998 and PhD in theoretical
biophysics from Düsseldorf
University in 2002. After two
PostDoc terms, at the IFF-2
Institute in the Research
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DNA–protein ES interactions, DNA wrapping in NCPs, and

protein-mediated DNA looping. The main directions of our

future DNA-focused ES research are explained in the end, in

particular, the structure of 30 nm chromatin fibers mediated

by inter-nucleosomal interactions, the peculiarities of DNA

packing inside viral shells, and some features of self-assembly

of viral capsid proteins.

2. DNA–DNA ES forces: repulsion vs. attraction

B-DNA is one of the most highly charged biological helices,

with one elementary charge e0 per Bnm2 on DNA surface in

standard pH and physiological [salt] conditions. The phosphate

negative groups are located on the DNA periphery, forming a

duplex with 10–10.5 bp per helical turn of H E 34 Å and non-

hydrated ‘‘dry’’ DNA radius of a E 9 Å. More that B75% of

DNA charge is neutralized by counterions adsorbed onto

DNA from solution. The Manning theory of counterion

condensation35–37 predicts yM = 76% of charge compensation

for monovalent (z = 1) and yM = 92% for tri-valent (z = 3)

cations. In the DNA model as a thin long linear PE at

vanishing [salt], the neutralization fraction is predicted to be

yM = 1 � 1/(zx), (1)

where x is the ratio of the Bjerrum length (lB E 7.14 Å in water

at room temperature) to the axial PE charge–charge separa-

tion, b E 1.7 Å. Recent translocation experiments of

DNA chains through nm-sized solid-state nano-pores enabled

measuring the neutralization fractions for DNA,38–40 often in

good agreement with the Manning theory.

DNA structure offers well-defined sites for counterion binding.

Depending on the chemical nature and valence, cations bind

preferentially in DNA grooves, on DNA strands, or both,

see ref. 11. Spatial distribution and binding equilibrium of

adsorbed counterions define their pattern on the DNA surface

that, in turn, dictates the features of DNA–DNA ES forces.

Fig. 1 Schematic model representation of cations-decorated ds-DNA (a) and interacting hom vs. non-hom DNA sequences (b, c). Figure is

reprinted from ref. 80, subject to APS-2001 Copyright.

Fig. 2 Theoretically predicted (a) and experimentally measured (b) DNA–DNA forces in dense DNA assembly with 50 mM of MnCl2 at a

varying T. The region of DNA–DNA attraction at R = 28–32 Å in experiments corresponds to a spontaneous collapse of DNA lattice (in this

region DNA–DNA energy increases with R). The case of no azimuthal frustrations on DNA lattice was assumed, i.e., cos df � 0 for all DNA

pairs. Parameters: y = 0.85, n0 = 50 mM. Figure is reprinted from ref. 81, subject to ACS-2002 Copyright.
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This pattern of charges also affects the intrinsic DNA helical

structure and the particular form DNA adopts in solution.41

DNA–DNA ES forces are believed to dominate the inter-

molecular interactions for parallel DNA duplexes in the last

20 Å prior to surface-to-surface contact, because of still

relatively large residual DNA charge density after the counter-

ion condensation.

DNA–DNA hydration force created by overlapping patterns

of structured water molecules on DNA surfaces is another

possible alternative.42 Close similarities in the magnitude and

decay length of repulsive forces in the last 1–2 nm prior to

contact measured in simple-salt solutions for DNAs, several

net-neutral helical polymers43,44 and lipid membranes19,45

speak in favor of the hydration force picture. Van der Waals

attractive interactions, particularly important for inter-

acting of lipid bilayers with large lateral charge mobility and

dynamically generated charge fluctuations, seem to have a

smaller effect on the forces between DNAs, with their rather

static pattern of negative charges. The extreme sensitivity of

measured DNA–DNA forces to the nature and valence of

added cations, not supposed to affect strongly the close-range

hydration forces,19 favors however an ES mechanism of

DNA–DNA force generation. In particular, the DNA–DNA

attraction detected with multi-valent cations can be quantitatively

rationalized in the ES models, see below.

The patterns of condensed cations bear some correlations to

the helical symmetry of DNA phosphates, forming a lattice of

alternating positive–negative charges along the DNA axis,

Fig. 1. ES forces between these periodic arrays of charges

might turn from repulsion to attraction for well-neutralized

DNA duplexes. Attractive DNA–DNA forces have been

systematically measured in solutions of some di- and many

tri-valent cations at E1 nm between DNA surfaces,46–48, 55

Fig. 2, while purely repulsive ES forces are detected in solutions

of monovalent salts.49 The list of DNA condensing agents

includes many multivalent cations (cohex3+,50 spermine4+,51

spermidine3+52), some highly positively charged proteins

(poly-Lysine,53,54 poly-Arginine,42 protamines,56 H1 histones57),

as well as concentrated solutions of neutral polymers (PEG).

The latter are excluded from the DNA phase because of their

size, exerting an external osmotic pressure onto the DNA

lattice.47 Some counterions in this list interact with DNA in

natural environments, such as spermidine3+ that is present in

many bacteria at 1–3 mM concentrations,58 protamines that

are abundant in sperm heads, as well as putrescine2+ and

spermidine3+ that are vital for DNA compaction in some

T-even bacteriophages.59

A number of theoretical models on different levels of

sophistication have been developed in the last two decades

to offer physical interpretation of DNA–DNA attraction,

including the recent advances.60–63 In one group of models,

the spatio-temporal correlations of cations originate from the

inherent DNA structure and DNA–DNA attraction is possible

via a ‘‘charge zipper effect’’. In other models, beyond the PB

limit, the correlated fluctuations in counterion density profiles

give rise to ES DNA–DNA attraction,64–67 even for DNAs

modelled as a uniformly charged rods. The period of oscillatory

charge density waves on the PE surfaces in these models

is largely decoupled from intrinsic DNA charge periodicity.

To save space, we address the reader to a comprehensive

recent review11 focused primarily on ES forces between

DNA duplexes. It provides broad coverage, physical comparison,

and analysis of applicability regimes for various models of

PE-PE like-charge attraction. DNA–DNA attraction has also

been extensively investigated by computer simulations, see

e.g. ref. 68–73, in different models for DNA grooved structure,

counterion shape and binding specificity, as well as solvent

models.

Although the helicity effect on the distribution of ES potential

near a single DNA in solution was realized long ago, see

e.g. ref. 74, the exact theory of ES forces between two long

parallel double-helical macromolecules has been developed

only in 1997 by A. Kornyshev and S. Leikin in a seminal

paper.75 This elegant, albeit mathematically involved linear PB

theory explicitly accounts for DNA helical structure and its

low-dielectric hydrophobic core, with permittivity ec B 2. The

model assumes the Manning fraction of cations irreversibly

adsorbed in DNA grooves or on DNA strands, while the

remaining DNA charge is screened by electrolyte ions in the

linear, DH manner. DNA ES potential renormalized in this

fashion often does not exceed 25 mV, rendering the linear PB

model applicable for description of interacting clouds of

mobile charges around DNAs.

Both DNA phosphate groups and the condensed cations in

the middle of DNA grooves are often modelled as thin

continuous helical lines of charges, defining the level of

coarse-graining in the theory. Thermal smearing of DNA helical

pattern can be incorporated in the model via a Debye–Waller

factor11 which reduces the magnitude of helical interaction

coefficients a1,2, see below.

Cations’ partitioning between DNA grooves is set in the

model by the parameter 0 o f o 1, the fraction of cations

adsorbed in DNA minor groove. The theory predicts ES

attraction between well-neutralized DNAs with the majority

of cations adsorbed in the major groove, an effect pioneered in

ref. 76. This arrangement of charges facilitates the periodic

positive-negative charge alternation along the DNA axis. In

physical terms, the attraction emerges from a zipper-like ES

matching of phosphate groups of one DNA with the cations

adsorbed in a regular fashion in grooves of another DNA.

Correlated ES potential barriers generate charge interlocking

along the DNA–DNA contact. For DNA–DNA separations

of R = 28–35 Å the ES helix–helix attraction overwhelms the

image-force and direct DH charge repulsion77 that renders net

DNA–DNA ES forces attractive. The mathematical apparatus

implemented for derivation of ES DNA–DNA forces, ES and

chemical details of counterion-DNA binding, as well as the

applicability regimes of this mean-field continuum DH-Bjerrum

theory are discussed in detail in ref. 11.

Further developments of the theory enabled to incorporate

the fine, realistic details of a DNA structure, such as the

discrete nature of adsorbed cations78 and sequence-specific

pattern of twist angles79 between the adjacent DNA bps.80

The models for interaction- and T-mediated rearrangements

of condensed cations on DNA surfaces,81 torsional flexibility

of DNA backbone,82 soliton-like DNA twist deformations,83

and DNA helical ‘‘straightening’’ in dense DNA crystals84

have also been developed. ES forces between non-parallel
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long85 and finite-length DNA duplexes86 were elucidated and

the detailed statistical theory of dense DNA assemblies has

been developed.87

Many outcomes of the theory are in quantitative agreement

with the experimental data available for dense DNA assemblies.

These include in particular the decay length of measured

DNA–DNA repulsion in simple salt and DNA–DNA attrac-

tion at R = 28–32 Å with multivalent cations, see ref. 81 and

Fig. 2. Also, the picture of DNA azimuthal frustrations,82,88

DNA torsional straightening,89 and a reduced positional order

in dense DNA lattices90 have been rationalized by this theory.

Recent theoretical developments unravelled the effect of DNA

thermal undulations onto DNA–DNA forces,91,92 with a

conclusion that helicity-mediated DNA–DNA ES forces

might be enhanced in dense DNA columnar assemblies at

finite T. The effect of binding-unbinding equilibrium of

finite-sized cations on intermolecular forces has recently also

been clarified in a rigorous self-consistent investigation.93

Several important biological implications of the predicted ES

duplex–duplex forces were analyzed in the recent perspective

article.94

DNA–DNA ES interaction energy in electrolyte solution

can be approximated as a sum of the first helical interaction

harmonics11

E(R,L) E L[a0(R) � a1(R)cos df + a2(R)cos 2df], (2)

where the ES interaction of uniformly charged rods of length

L enters in the first term, while helix-specific forces are

described by a1,2 4 0 terms. These coefficients decay nearly

exponentially with separation R, Fig. 3, and their values

depend on the cations’ partitioning on DNA and DNA charge

compensation fraction y as follows76, 82

a0ðRÞ ¼
8p2�s2a2

e
ð1� yÞ2K0ðkRÞ
½kaK1ðkaÞ�2

"

�
X1

n;m¼�1

~f ðn; y; f Þ2K2
n�mðknRÞI 0mðknaÞ

½knaK 0nðknaÞ�
2K 0mðknaÞ

#

am¼1;2ðRÞ ¼
16p2�s2a2

e

~f ðm; y; f Þ2K0ðkmRÞ
½kmaK 0mðkmaÞ�

2

ð3Þ

Here, the parameter f describes the partitioning of cations

between DNA grooves (at f = 0 all cations are adsorbed in

the major groove), f(̃n,y,f) = fy + (�1)n(1 � f)y � cos(n ~f),
~fs E 0.4p, is the azimuthal half-width of the DNA

minor groove, �s is the bare surface charge density of DNA

phosphates, and Kn(x), In(x), Kn
0(x), In

0(x) are the modified

Bessel functions of the order n and their derivatives.

For ideally-helical DNAs, the interaction energy scales with

the DNA length L, while for randomly-sequenced fragments a

more complicated dependence is anticipated, see section 6.

With the adsorbed cations residing prevalently in the DNA

major groove and for large y values, the a1-term responsible

for ES helix-helix attraction grows. The decay lengths for

an=1,2 ES contributions,

1=kn ¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þ n2ð2p=HÞ2

q
; ð4Þ

not only contain the DH screening length in 1 : 1 simple-salt

solution with [salt] of n0, lD ¼ 1=k ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8plBn0
p

, but also

depend on the DNA helical repeat length H.

A complicated picture of DNA–DNA azimuthal frustrations

in dense hexagonal lattices88 emerges from a XY-spin like cos

df � cos 2df dependence of DNA–DNA interaction potential

on the mutual DNA rotation angle df. Azimuthal DNA–DNA

interactions have to be optimized over 6 DNA molecules on a

lattice that inevitably ‘‘frustrates’’ it.95,96 The frustrated Potts

DNA azimuthal states are often being formed88 reminiscent of

those for magnetic spin systems.

We mention here that, contrary to the majority of divalent

cations including Ca2+ and Mg2+, Mn2+ and Cd2+ are

capable of generating DNA–DNA attraction under osmotic

stress of PEG47 and in DNA superhelical plies.97 The latter

situation imposes an additional confinement onto the DNA

strands ‘‘jiggling and wiggling’’ in solution. Both techniques

assist to overcome the long-range DH repulsive branch of the

interaction potential and enhance helix-specific DNA–DNA

forces screened with a shorter length, 1/k1. The short-range

branch of DNA–DNA forces originates in the theory from the

image-charge ES repulsion of charges on one DNA from

the image charges of the same sign induced in the core of

the neighboring molecule.

Note that the predicted DNA–DNA short-range repulsion,

see Fig. 2, is shifted to somewhat smaller DNA–DNA separa-

tions by 3–5 Å, as compared to the measured DNA pressure–

distance curves. A tentative explanation is that the first

DNA tight hydration shell, not included in the model, might

effectively increase the physical DNA diameter by the size of

the water molecule, preventing direct DNA–DNA contacts at

R E 20 Å.

The effects of water structuring in hydration shells around

the DNA is one of several challenges for this ES theory.

Namely, the most interesting features of the intermolecular

forces, including the DNA–DNA attraction, emerge at DNA

densities when the shells of ‘‘structured waters’’ on DNA

surfaces are likely to overlap. Also, a distance-dependent

‘‘effective’’ dielectric permittivity on the length-scales of 1–2

water diameters,13,15,98 a modified decay of electric fields close

to DNA, finite diameter and specific geometrical form of

Fig. 3 Dependence of ES helical interaction harmonics for typical

DNA model parameters: y = 0.8, f = 0.3, a = 9 Å, 1/k = 8 Å. The

solid curves correspond to two DNAs in solution, while the results in

dense DNA lattices with the Donnan ionic equilibrium taken into

account are plotted as the dashed curves.
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DNA-condensing cations (e.g. linear flexible polyamine chains

vs. compact cohex3+), as well as a limited applicability of the

PB model, all these factors necessitate the development of

more accurate ES theories close to the DNA surface. The

effects of solvation99–101 around the DNA also require a

detailed microscopic treatment of changes in dielectric environ-

ments and polarization states upon counterion binding to

DNA. These factors also pose lots of complications for quanti-

tative computer simulation-based prediction of DNA–DNA

ES forces. Similar obstacles in the description of ES forces

on the nano-scale also emerge in the analytical modelling of

e.g. DNA–protein, DNA–membrane, and protein–protein

complexes, as discussed below.

Calculations of ES forces between other charged helical bio-

molecules require separate consideration. For instance, attractive

RNA–RNA interactions have not been studied systematically,

although the counterion condensation on ds-RNAs can be

more efficient than on ds-DNAs.102 For f-actin bundles,

localized counterions follow the underlying charge symmetry

to a smaller extent than for DNA, forming rather an organized

1D charge density waves that couple neighboring filaments

into a bundle.103 Similar to DNA, interaction-induced twist

distortions of f-actin filaments have been detected in dense

molecular assemblies.9 For filamentous viruses, with a multi-

stranded helical distribution of relatively large amino acid

blocks,104 often some charge ‘‘pre-averaging’’ is required to

construct effective charge entities and to derive interaction

potentials.

3. DNA toroidal condensation

One biological manifestation of cation-mediated DNA–DNA

attractive forces is DNA condensation into compact toroidal-

like structures in vivo (bacteria, viruses, sperm cells) and

in vitro.105 Some bacteria pack their DNAs into robust toroids

to minimize the frequency of ds-DNA breaks.106 These radio-

resistant bacteria retain strongly elevated [Mn2+] in their cells

to regulate the packaging of chromatin, via likely attractive

DNA–DNA interactions.107 In mammalian sperm cells, very

long DNA is condensed by highly-basic Arg-rich proteins

protamines into an assembly of interconnected small toroids,

visualized by the AFM technique in ref. 108. DNA compac-

tion inside T5 bacteriophage in the presence of spermine4+

also exhibits toroidal-like arrangements for a part of the DNA

spool, that likely optimize the energetics of DNA packing.109

In vitro, DNA toroids with cohex3+ visualized by the

cryo-EM reveal a spool-like DNA organization into a torus

with B50 nm outer and B15 nm inner radius,110 with nearly

hexagonal DNA local lattice order, Fig. 4. In case when several

DNAs comprise a toroid, the most frequently encountered

condensates contain an optimal number of DNA molecules.

Often, almost hexagonal toroidal cross-sections are detected,

with completely filled outer DNA shells that correspond to the

most stable aggregates. DNA–DNA separations in toroids are

often R E 28 Å, being in the range of DNA–DNA attraction

as measured by the osmotic stress and as predicted by the

theory of DNA–DNA ES interactions, see Fig. 2.

Note here that in another example of dense DNA assembly,

in 3D DNA origami structures, very small DNA–DNA

separations of R E 22–25 Å are typically realized.111,112 A

successful assembly process requires B10–20 mM of divalent

MgCl2 salt, that is likely to reduce the ES repulsion of

DNA strands during the assembly process driven by the

chemical energy of the association of complementary ss-DNA

fragments.

Utilizing these facts, we constructed a simple model of DNA

toroid growth by generations.113 Due to a finite DNA bending

persistence length lp,
114,115 DNA toroidal structures are often

preferred over rod-like or spherical DNA condensates.116

During the first stage of compaction, the initial DNA circular

loop is thermally nucleated and stabilized, with the curvature

radii Blp. Toroids’ growth in the model is controlled by an

interplay of ES DNA–DNA attractive forces and DNA elastic

deformation energy.113

As the toroidal cross-section grows, the fraction of

missing DNA–DNA attractive ‘‘bonds’’ on the toroid surface

progressively decreases. This improves the ES attractive

energy gain per unit length of DNA compacted, approaching

the value for a DNA columnar phase, where the pair DNA–DNA

interaction energy is enhanced 3 times due to 6 neighboring

DNAs. On the other hand, as toroidal cross-section grows, the

DNA wrapping near the inner ‘‘hole’’ is accompanied by a

higher bending energy. The optimal toroidal radius K and

thickness Th follow the scaling relations K p|E0|
�2/5L1/5lp

2/5

and Th p|E0|
+1/5L2/5lp

1/5,113 as a function of the DNA–DNA

attraction strength at an optimal DNA density E0 = E(Ropt)

and for a DNA of length L. According to the DNA–DNA

ES theory,11 see eqn (2), in the presence of DNA-condensing

cations the DNA–DNA cohesive energy can reach E0 =

�(0.01–0.1) kBT per bp along the DNA–DNA contact. It

plays the role of surface tension controlling the toroidal

dimensions, see Fig. 5. The model shows that as the DNA

persistence length decreases and DNA–DNA attraction increases,

the toroids become ‘‘fat’’: their mean radius is reduced and the

thickness grows.

Several models of DNA toroidal condensation for non-

hexagonal and non-circular cross-sections were employed in

the literature.117–121 We also want to mention that, although

locally the lattice of wrapped DNA preserves the hexagonal

symmetry to maximize the attraction energy gain from inter-

molecular contacts, the path taken by a continuous long DNA

strand upon wrapping in toroids is still under debate.122,123 A

similar question emerges for DNA packing inside the viral

capsids, see section 12.

Fig. 4 Cryo-EM images of DNA toroids constructed from 2–3 DNAs

(E48.5 kbp, l-phage DNA) in 0.2 mM solution of cohex3+ (A, B). The

mean K and inner k toroidal radii are indicated. One possible model of

defect-free DNA spooling into a torus of generation n=7 (C). Image is

reprinted from ref. 113, with permission of IOP.
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Recent single-molecule optical tweezers manipulation experi-

ments have enabled to decipher the physical mechanisms

behind the toroidal stability and DNA condensation dynamics.124

In particular, a step-wise unwrapping of DNA from toroids by

the applied force has been detected, corresponding to multiple

DNA loops released from the condensate. The number of

turns released was shown to be a function of the applied

tension of 1–10 pN and salt-mediated DNA–DNA attraction.

Theoretical mechanical125 and statistical126 models of force-

induced DNA unwrapping from DNA toroidal aggregates

have also been developed in recent years.

One intriguing perspective is DNA globular and toroidal

condensation on positively charged surfaces. Some mechanical

studies of toroidal compression between wetting and non-

wetting surfaces have been performed in the past,127 without

accounting however for ES effects inside condensates and on

condensate-surface interphase. DNA condensation in 2D on

positively charged surfaces128 and membranes is expected to

follow a different pathway and results in different final morpho-

logies, as compared to 3D DNA aggregation.

Recently, a coil-globule DNA transition on unsupported

CL membranes has been reported.129 The DNA globules of

B0.1–0.4 mm in size emerge in 1 : 1 salt solely due to CL

charges mobile on 2D membrane. They serve as counterions

for DNA, compensating its charge along the DNA–membrane

contact. The precise morphology of the condensates could not

be resolved,129 but the hydrodynamic radii of DNA globules

were dramatically reduced with the increasing fraction of CL

in the membrane. One can suggest that CL positive patches get

bound to the deposited DNA, progressively wrapping and

compacting DNA coil into a globule. The membrane deforma-

tions required for this process are vital, because supported

membranes with the same lipid composition do not feature

such coil-globule DNA compaction.130 Mixing and rearrange-

ment of membrane lipids should also contribute, similar to

lipid charge adjustment in DNA-(CL membranes) complexes

reviewed in the next section.

4. DNA complexes with lipid membranes

The self-assembly of CL membranes with oppositely charged

bio-macromolecules has recently been studied experimentally

for DNA,131 f-actin,132 microtubules,133 and some filamentous

viruses.134 Dense DNA-CL-membrane assemblies are promising

non-viral transfection vectors for gene therapy applications,135

targeting nowadays some types of cancer.136

The surface charge density on positively charged CL

membranes, +0.3–1 e0/nm
2, is often comparable to that

of negatively charged DNA and ES forces dominate their

complexation into different phases. Depending on the membrane

charge density, flexibility, and lipid composition, dense

well-ordered lamellar La
c 131 and inverted-hexagonal HII

c 137

phases are commonly observed, Fig. 6. The latter are preferred

for artificially soft or intrinsically pre-curved membranes,

when a tight wrapping of lipid charged heads around the DNA

molecules takes place on a lattice. For the DNA–membrane

lamellar phase, ordered DNA layers alternate with CL

membranes, while for f-actin, due to a mismatch in the charge

densities, the unit cell of the lamellar stack consists of two

negative f-actin layers on both sides of a positively charged

CL-membrane.

For DNA-CL complexes, the most stable assemblies often

occur at the isoelectric point of exact charge matching of the

DNA and CL membrane.138 The process is accompanied by

an almost complete release of condensed counterions from the

DNA andmembrane surfaces.139 Concomitantly, the translational

entropy of ‘‘evaporated’’ counterions is maximized. The

DNA–DNA separations measured in DNA-CL complexes

are in the range 25 Å o R o 60 Å and in simple salt solution

they often fit the picture of counterion-free assemblies.

Fig. 5 Mean K and inner k radii of DNA toroids of generation n, as

obtained at relatively strong DNA–DNA attraction of E0 = �0.05
kBT/Å.113 The saw-tooth variation of toroidal dimensions is due to the

growth-by-generation model implemented.

Fig. 6 Schematics of 2D DNA condensation in the lamellar DNA-CL-membrane phase with divalent cations (a). Inverted hexagonal HII
c phase

of DNA-(CL membrane) complexation (b). Part (a) of the figure is reprinted from ref. 156, copyright 2000-NAS, USA.
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The ES stabilization mechanism of DNA–membrane

complexes based on numerical solutions of non-linear PB

equation was established a decade ago with non-fluctuating

rod-like DNAs140–143 and refined for more realistic setups

in recent coarse-grained computer simulations.144–148 For the

lamellar complexes, particular attention has been paid to

ES-driven DNA-mediated adjustment of the CL charge density

profile149 and membrane undulations150 that might help to

improve DNA–membrane charge matching.

Recently, we developed a similar ES model based on the

exact solutions of linear PB theory, with the dielectric boundaries

(DNA-solvent and membrane-water) and DNA helicity taken

explicitly into account.151 Within this approach, both for

La
c phase with planar membranes and for HII

c phase with

membranes wrapped around the DNA, the distribution of ES

potential in the electrolyte has been calculated. We restored

the variation of the complex ES energy as a function of DNA

lattice density and CL fraction on the membrane. Both appear

to exhibit non-monotonic behavior, in good agreement with

numerical results of the nonlinear PB model.141 The energy

minimum computed from the model roughly corresponds

to electro-neutral assemblies.151 For the lamellar phase, the

energy well near the minimum describes the ES compressibility

of the DNA lattice. The scaling law for the compressibility

modulus obtained, Bcomp p 1/R2, agrees well with experi-

mental data available.152,153 For La
c phase, the ES energy of

DNA-induced undulatory membrane deformations can be

included in an advanced model.

The laws of DNA–DNA ES interactions along and across

the CL membranes were also examined in the model.151 For

instance, for two thin rods on a ‘‘salty’’ interface with mobile

charges154 one can predict a power-law decay of ES inter-

actions, in contrast to a nearly exponential decay of rod-rod

ES screening in 3D, see Fig. 7. The confinement of electrolyte

between the adjacent membrane layers155 also modifies the law

of screening for charges interacting along the membrane.

Namely, from the exponential decay of the ES potential of a

point charge at small distances d, it turns into 1/d3 power-law

decay at large distances, when the electrolyte in inter-membrane

space is rendered quasi-2D. ES interactions across a low-

dielectric membrane are also renormalized in a nontrivial

fashion.151 All these features affect the properties of DNA

transversal and longitudinal correlations in DNA-CL lamellar

phases as measured in ref. 153.

The theory of DNA–DNA duplex–duplex ES interactions

also enables to rationalize151 the DNA–DNA separations

measured in La
c phases in the presence of some divalent

cations (Mg2+, Co2+, and Ca2+), that are capable of

triggering DNA condensation in this 2D DNA–membrane

system156 but not in 3D DNA solution. It has been observed

that at a critical concentration of divalent salt of B20–60 mM

the DNA–DNA separations drop abruptly from E45 Å for

nearly electro-neutral complexes down to ‘‘universal’’ compac-

tion density with R E 29 Å. Also for multivalent spermine3+

and spermidine4+ cations, the DNA–DNA separations

in DNA-CL phase are close to those in 3D lipid-free DNA

condensates157 and agree with the predictions of the DNA–

DNA ES interactions theory,11,81 see Fig. 8. One can conclude

that the 2D geometry of DNA-CL La
c phase facilitates

DNA–DNA ES counterion-mediated attraction, making

the attraction possible even with divalent cations and at a

lower DNA charge neutralization fractions, measured to be

y E 0.63 o yM.156

A perspective for future research is to enrich the physical

understanding of DNA release from sub-mm sized DNA-CL

complexes and their translocation into cell cytoplasm across a

negatively charged cellular membrane.136,158 Both processes

are necessary for efficient gene delivery, with the transfection

efficiency159 of DNA-CL complexes still remaining low as

compared to viral-based gene carriers.136 It is known for

instance that spermine3+ and spermidine4+ not only condense

DNAs in DNA-CL complexes, but can also trigger DNA

release from the complexes via DNA condensation into dense

aggregates in solution. Another pathway for DNA release is

to design the lipid membranes being unstable in particular

cellular cytoplasm environments (e.g. via addition of special,

‘‘helper’’ lipids).

Fig. 7 Energy density of rod–rod ES repulsions along a salty

membrane with the inverse Debye length 1/ks and in 3D electrolyte.

Fig. 8 Optimal DNA–DNA separations as measured in dense DNA

precipitates with spermine4+ experimentally157 (dots) and as predicted

theoretically151 based on the theory of DNA–DNA ES interactions.76

The theory curves with the Donnan saturation (dashed curve, see next

section for details) are more realistic, while the solid curves are

calculated for unchanged external salt levels also inside the DNA

lattice. The amount of added multivalent cations varied in the experi-

ments was assumed in the model to contribute only to a charge in

screening: no effects of [spermine] on DNA charge fraction (1 � y) and
of competitive adsorption of multi- vs. monovalent cations on DNA

were taken into account. The inset depicts the predicted ESDNA–DNA

energy in the local energy minimum. Parameters: y = 80, 70% of

adsorbed cations reside in DNA major groove that gives f = 0.3.

I thank E. Raspaud for providing the experimental data.
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5. DNA cholesteric phases

DNA chirality on the nano-scale160 manifests itself via DNA–

DNA interactions in the formation of twisted,B160–350mgml�1

dense LC DNA phases on the micro-scale.161–166 Cholesteric

phases also emerge upon assembly of other bio-helices, e.g.,

collagen fibers and filamentous viruses167,168 and guanosine.169

Some polypeptides also feature LC phases. Nature uses the

ability of DNA to form chiral phases to pack the genomes in

some bacteriophages,170 bacteria,171 and in the sperm of many

vertebrates.172

Typically, left-handed DNA cholesteric phases are detected,

with the cholesteric pitch of P B 1–4 mm for B150 bp long

DNA fragments obtained from NCPs.173 The pitch dependences

on [salt], ambient temperature T, DNA lattice density, and

external osmotic stress are however pretty complex functions.

For example, the pitch P decreases at higher [NaCl] in the

range 0.2–1 M.173 It reaches P B 20 mm values for DNA

phases with some multivalent cations174 and can be reversed

by addition of short positively charged polymers such as

poly-lysine and chitosan.

Several theories of DNA cholesteric ordering have been

developed based on the helical nature of the DNA charge

pattern175,176 in order to rationalize these and other features in

the system behavior. Some geometrical models imply that

the right-handed pitch is favored by DNA–DNA steric

hindrance,177 while left-handed cholesteric phases should

originate from ES interactions.104,178 Other, purely ES models

treat DNA charge helicity explicitly and predict right-handed

twist direction to be favored for two right-handed DNAs in

close contact.86 Such twisting direction ensures (in the contact

region of skewed DNAs) a more parallel and thus more

ES-favorable arrangement of negative phosphate strands of

one partially neutralized DNA with the ‘‘strands’’ of adsorbed

counterions on a neighboring DNA.11 This causes however a

right-handed twist in DNA cholesterics, contrary to the majority

of experimental observations.

Based on the theory of ES interactions of two skewed

DNAs,85 we have examined the ES-stability of DNA cholesteric

phases via calculating the strength of DNA–DNA azimuthal

correlations,179 see Fig. 9. The DNA triad model was imple-

mented, in the ground-state, with no fluctuations, and with a

perfect DNA azimuthal register on a lattice.86 The theory

predicts a non-monotonic pitch dependence on DNA density

for E150 bp DNA fragments, in agreement with experimental

data.173 Also, the range of DNA densities of R = 35–45 Å

predicted is often close to the measured stability domains of

DNA cholesterics, Fig. 10. This indicates that longer-range ES

forces, rather than short-range steric hindrance of grooved

DNA surfaces, are responsible for DNA LC ordering.

Strong DNA–DNA azimuthal correlations are essential for the

formation of DNA cholesterics. The ESmodel developed predicts

that these correlations are reduced both at small and large DNA

lattice densities. In the first situation, it happens due to a natural

decay of DNA–DNA ES interactions, while in the small-R region

the inherent azimuthal frustrations of DNA–DNA interaction

potential destroy the DNA orientational order.

The existing ES theory of DNA cholesterics86 has beenmodified

to incorporate the Donnan electrochemical equilibrium of

ions180 in DNA lattices. It appears to be particularly impor-

tant at low [electrolyte], as follows from the equation for

renormalized screening length inside a DNA assembly179

lDon
D � lD 1þ 4lBl

2
Dð1� yÞ

bðR2
ffiffiffi
3
p

=ð2pÞ � a2Þ

 !2
2
4

3
5
�1=4

: ð5Þ

Thus, in dense electro-neutral DNA assemblies the DNA

lattice density itself dictates the ionic conditions between

DNAs, see Fig. 11.

Despite the good agreement for the pitch value, the direc-

tion of winding of DNA cholesteric layers and shift of stability

domains at different [salt], see Fig. 10, cannot be rationalized

by this ES theory in the current form. A right-handed pitch is

predicted at relevant DNA densities of R B 35–45 Å, with a

possible change to left-handedness at very dense DNA packing

or for special counterion patterns on the DNA.175 In the

model of dense LC phases with thermally undulating rather

than straight DNAs, a right-to-left pitch inversion might

emerge from an enhanced contribution of ES image forces.

Fig. 9 Stability domain of DNA cholesterics. Azimuthal correlations

of E150 bp DNA fragments are strong inside the green domain, as

predicted by the ES DNA–DNA interaction theory86 with the Donnan

equilibrium.179 The energy of azimuthal DNA rotation on a hexagonal

lattice exceeds kBT in the green region. The LC twist elastic constant is

K22 o 0 inside the red domain, the DNA azimuthal rigidity constant

is kf o 0 for magenta and blue domains (all these regions are

non-physical). Parameters: lD = 7 Å, f = 0.3.

Fig. 10 DNA cholesteric pitch, as calculated with (dashed) and

without (solid curve) the Donnan equilibrium on the DNA lattice.179

The DNA assembly is pressurized externally to retain a proper [DNA].

The experimental points for DNA cholesteric phases of 146 bp

fragments are taken from Fig. 5a of ref. 173. Parameters: f = 0.3,

y = 0.65, and lD = 7 Å that corresponds to B0.2 M of NaCl.Pu
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The latter can favor the opposite sense of DNA–DNA crossing,

compared to the direct duplex–duplex ES forces. This

conjecture however requires a detailed future analysis.181

A major breakthrough in understanding the LCDNA phases

has been published recently.182 Namely, an inversion of the

cholesteric handedness of dense LC DNA phases ofB6–20 bp

short DNA fragments was revealed as possible. Subtle changes

in the DNA sequence and DNA fragment length were shown

to be capable to trigger this inversion. These short DNA

fragments stack on each other forming elongated DNAs with

a sequence-specific 3D structure.183–185 For the DNA stacking

method that produces more regular helical DNA strands,

predominantly left-handed LC phases were observed, similar

to those for E150 bp fragments and longer DNAs. Right-

handed DNA cholesterics were observed for short sequences

and more azimuthally flexible stacking connections of these

nano-DNA rods.

The analysis of data (for a variety of stacked DNA oligomers,

at different [DNA] controlled by sample dehydration) enabled

the authors to reconcile the results in terms of a single physical

parameter.182 Namely, for DNA lattices with isotropic-

nematic phase transition below E620 mg ml�1, the left-

handed DNA cholesterics are being formed. DNA sequences

that experience this transition at larger [DNA] give rise to

right-handed DNA LC phases. Thus, for DNA–DNA distances

ofRr 32 Å the right-handed DNA–DNA crossings seem to be

favored186 and the LC twist is right-handed for the majority of

DNA sequences shorter than 14 bp.182

Also, a general tendency has been detected182 that shorter DNA

oligomers form cholesterics with a shorter, sub-mm pitch. This

fact is consistent with the ES theory86 being also similar to the

P(L) variation for longer DNAmolecules.187 A pitch ofB0.3 mm
was detected, much shorter than 2–4 mm measured for B150 bp

fragments.

The systematic analysis of [salt] and T-dependence revealed

also several unexplained features. Some sequences exhibit for

example a pitch reversal at [DNA] E 620 m ml�1. Also, for the

majority of DNA oligomers the pitch increases with T, indicating

an unwinding of cholesteric structures, regardless of its handed-

ness. For many sequences, the pitch was almost insensitive to

[salt], contrary to a strong P([salt]) dependence for E150 bp

DNAs measured in ref. 173. All in all, this detailed investigation

of twisted phases of nano-DNAs182 enriched enormously the

widely accepted view of ‘‘left-handed-only’’ DNA cholesterics,

challenging future theoretical modelling of DNA twisted phases

based on the ES theories of sequence-specific DNA–DNA

interactions.

6. DNA–DNA ES sequence recognition

So far, the ES forces between ideally-helical parallel or skewed

DNA duplexes have been described. The locality of inter-

molecular ES potential gives also rise to the same strength of

ES interactions for DNA fragments hom in sequence but not

ideally-helical. Below, the sequence effects on DNA–DNA ES

forces are overviewed. To save space, we touch on several

subjects only, referring the reader to an excellent recent perspective

article94 that covers all aspects of the ES theory of DNA–DNA

recognition and also suggests biological phenomena where it is

of potential importance. One immediate application of the

theory is to provide a physical rationale188,189 for recognition

and pairing of hom genes on genomic ds-DNA molecules190–192

during the cell division.

The physical mechanism of ES DNA–DNA sequence recog-

nition has been pioneered in ref. 80 for parallel torsionally

rigid DNAs and later extended for DNAs with a realistic value

of torsional rigidity in ref. 82. The ES recognition emerges in

the model solely due to the inherent bp-specific non-idealities

of the DNA helical structure, as extracted from a detailed

statistical analysis of structural data on DNA–DNA and

DNA–protein crystals.193,194 In particular, the DNA bp twist

angles are known to exhibit strong variations in DNA–protein

crystals79,195 fluctuating in the range of 28–401 that is equivalent

to E36 � 51 deviations.

In the theory, these variations decay along randomly-

sequenced DNAs with the DNA helical coherence length that

is lc = H/(10DO2)E 45 nm at a typical value DO E 51. These

DNA non-idealities strongly affect DNA–DNA ES forces. A

finite DNA twist persistence length ltw E 75 nm allows some

interaction-induced DNA torsional adjustments to take place.

They restore to some extent the helical register along sequence-

unrelated DNA fragments and render the DNA–DNA ES

attraction possible again for well-neutralized duplexes.82

For torsionally-rigid DNA fragments of length L, with the

condition of azimuthally free ends, the ES recognition energy

in the leading a1-approximation is: 80,196

DE(L) E a1lc[L/lc + 2e�L/(2lc) � 2]. (6)

In another limit of torsionally adaptable, very soft DNA

duplexes, the recognition energy is also described by a simple

formula196

DEðLÞ � a1
lt
2lc

L� lt
2
ð1� e�2L=ltÞ

� �
; ð7Þ

where ltðRÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C=½2a1ðRÞ�

p
is the R-dependent DNA

torsional adaptation length. For the standard DNA twist

modulus of C = 750kBTÅ, the exact analytical expressions

for DE(L) are however quite cumbersome.82 Roughly, at relevant

parameters, the theory predicts that two DNA fragments with

unrelated sequences attract each other nearly twice as weak as

two hom DNA sequences, see Fig. 12a.

Fig. 11 Effective screening length in a dense DNA assembly for

different [salt] in the bulk solution, as calculated within the cell model

according to eqn (5).
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The ES recognition energy of DNA hom sequences grows

linearly with the DNA length in contact,82 resembling thereby

some properties of DNA hom recombination monitored

in vitro in the absence of specific DNA-pairing proteins, see

Fig. 12c. ES recognition energy exceeds several kBT for closely

aligned DNA fragments of B200–500 bp in length. This

energy is large enough to ensure a stable pairing of hom

DNAs at ambient temperatures. It might also be sufficient to

trigger un-pairing of two DNA single strands, required for

initial steps of hom recombination.

When pulling two parallel DNA molecules with hom bp

domains in them, the ES recognition energy well emerging

near the homology locus has recently been theoretically

computed in ref. 188. For very closely juxtaposed DNAs at

R = 30 Å, recognition energies of up to 5–10kBT and pinning

forces of DNA hom fragments near the bottom of the recogni-

tion well B2 pN have been predicted for typical DNA para-

meters, see Fig. 13.

Sequence-specific DNA recognition and pairing between

intact duplexes was indeed observed experimentally for NCP-

free yeast hom DNA chromosomal loci, in the absence of any

recA-family proteins.197,198 It was attributed to some transient

sequence-specific DNA–DNA forces, capable of initiating and

maintaining the proximity of hom DNA fragments at separa-

tions as large asB100–300 nm.

Recently, several experimental techniques were utilized to

elucidate the properties of DNA–DNA hom pairing in denser

arrangements.199–201 In one study on dense DNA cholesteric

spherullites, the segregation of B300 bp DNA fragments with

identical bp sequences into separate LC populations has been

clearly monitored.200 This was a first proof of direct DNA–DNA

recognition, based exclusively on DNA bp-sequence informa-

tion. The effect was attributed to more favorable interactions

between DNA hom fragments as compared to non-related ones.

ES DNA–DNA bp-specific forces, as predicted by the theory,188

are likely to be responsible for the observed segregation of

hom sequences at these relatively high [DNA] corresponding

to R = 32–40 Å.

In another study, single-molecule magnetic tweezer measure-

ments revealed an efficient sequence-specific pairing of l-ds-DNA

molecules with hom regions longer than B5 kbp, at [salt] and

[DNA] close to those in vivo.201 The paired structures of hom

DNAs were sheared by F E 10–20 pN forces and pairing was

more profound in the presence of MgCl2, indicative of the ES

nature of this effect. Some other properties, such as strong

enhancement of pairing efficiency with [simple salt] up to 1 M

as well as non-monotonic T-dependence favor however rather

some non-Coulombic picture for the pairing forces.202 Also, in

experiments, the precision of hom DNA–DNA register along

the paired DNAs is often B2–5 mm, being much larger than

the width of ES DNA–DNA recognition energy well in the

theory, that is Blc E 10–50 nm,188 see Fig. 13. The width in

experiments is also independent of the length of paired hom

DNA segments. Future developments of this highly promising

Fig. 12 (a) Theoretical results for the ES interaction energy in a pair of hom DNAs (thin curve), randomly-sequenced torsionally rigid DNA

fragments (dot-dashed curve), and randomly-sequenced DNA fragments with realistic twist rigidity C (solid curve). All are plotted at R = 30 Å

between the DNA axes. (b) The corresponding DNA–DNA ES recognition energy. Parameters: lD = 7 Å, y = 0.8, f = 0.3, and ltw E 750 Å.

(c) Measured frequency of hom recombination events in the T4 phage.206 It exhibits a minimal length of DNA homology E50 bp necessary for

recombination to start and a linear growth of recombination frequency with DNA homology length. The latter resembles a linear growth of ES

DNA–DNA recognition energy for long sequences, as illustrated in part (b). The images are reprinted from ref. 82 with permission of ACS and

from ref. 206 with permission of Elsevier.

Fig. 13 Pictorial shape of the ES recognition energy well for the

process of sliding of DNAs with a hom domain, as obtained from

eqn (1) of ref. 188 for two torsionally rigid DNAs. DNA hom

segments are marked in green, while non-hom DNA sections are in

red. DNA hom fragments are pinned near the bottom of the well by a

stronger ES attraction, relative to the rest of the DNA. Parameters:

lc =100 Å, R=30 Å, y=0.8, f=0.3, 1/k=7 Å that gives the value

a1 E 0.015kBT/Å. The helical coherence length for DNAs in solutions

and wet fibers used in this plot,B10–20 nm, is much shorter than that

in DNA crystals, lc = 50–100 nm,84 where DNA duplexes are

‘‘straightened’’ by mutual interactions.
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technique might provide more information on the axial

proximity of paired hom DNAs and thus enable us to infer

the effective ‘‘action range’’ of the sequence-specific DNA–DNA

forces monitored.

We do believe that DNA–DNA helix-specific ES forces can

govern DNA sequence recognition in dense DNA phases,200 at

high DNA densities and strongly suppressed DNA fluctua-

tions. DNA–DNA hom associations in vivo, are however often

maintained at much larger separations and occur between

fluctuating DNAs.203,204 The pairing remains efficient at

DNA–DNA distances much longer than the screening length

that inherently limits the action radius of DNA–DNA ES

forces. The DNA–DNA hom pairing process should there-

fore also involve some recognition mechanisms other than the

direct DNA–DNA ES forces,205 probably including protein-

mediated DNA–DNA contacts.

7. DNA–DNA close-range friction

Modern bio-nano-tribology applications necessitate a detailed

understanding of frictional forces between bio-molecules on

the nano-scale.207–209 For DNA, recent advances in single-

molecule manipulation techniques have allowed measuring the

forces required to pull one DNA over another in a tight

superhelical DNA ply, the so-called dual optical trap apparatus.

Tight winding of two DNAs in the ply implemented in this

set-up can facilitate their interactions.210,211

For shearing the DNA ply, in the presence of DNA-

associated DNA-bridging H-NS proteins, frictional forces up

to B25 pN were detected212 They emerge through disruption

of the DNA–protein–DNA bridges formed every several

H along the DNA ply. Also, when some small proteins bind

to ds-DNAs and sterically impede DNA pulling, the frictional

forces of B2–5 pN are detected.212 For ‘‘bare’’ DNAs,

one could expect that inherent DNA helicity on the scale of

H= 3.4 nm might itself generate some friction. With the same

apparatus, no measurable friction was however detected:213

the forces remained o1 pN, independent of the length of

the DNA ply, the DNA pulling speed, and the presence of

DNA-condensing (spermine4+) cations in the solution. The

diameters of DNA superhelical plies in experiments were

estimated as B5–10 nm.

Using the theory of DNA–DNA ES forces from section 2,

we have examined different regimes for DNA–DNA nano-

friction depending on the character of the DNA sequence.214

For ideally helical non-fluctuating and closely juxtaposed

DNAs, DNA–DNA ES friction emerges due to spatial correla-

tions of ES potential along the DNA surfaces, Fig. 14. At

relevant salt conditions, this effect is only pronounced in the

first B10 Å from the DNA surface. The ES frictional force in

this regime oscillates with a period of 3.4 nm and its magnitude

grows linearly with the DNA length L. Namely, the static

friction force is Ffr = 2pa1L/H. For a slow DNA pulling

speed, this gives rise to a stick-slip motion on the nano-

scale.214

DNA–DNA friction however remains rather low. Even

for very tight DNA plies, with diameters of 2R = 40 Å and

for DNA parameters favoring DNA–DNA ES attraction

(larger a1 values), the upper estimate for possible friction for

a ply with N = L/H = 10 DNA turns is only E4 pN.

Several effects are likely to reduce this upper limit even

further. It is the case in the model of pulling non-ideally helical

DNAs that are realized for non-related bp-sequence. For such

molecules, the ‘‘corrugations’’ in the DNA helical structure

progressively accumulate with the DNA length80 and the ES

potential variations along the DNA–DNA contact become

de-correlated, as discussed in section 6. This, in turn, strongly

impedes DNA–DNA ES friction that attains in this limit an

exponential decay with the pulling distance of one DNA with

respect to another in the ply. As the DNA–DNA ES interactions

decay exponentially with separation R, it is not surprising that

for DNA plies that are typically much thicker than 2RE 40 Å,

being formed in solution by thermally fluctuating DNAs with

quasi-random sequences, no measurable friction has been

detected in DNA-pulling experiments.213

The situation might however change, when tighter DNA

plies are realized (for instance, by larger static stretching forces

applied to DNA ends) and for special DNA sequences

with some degree of bp-homology. One example is the DNA

molecules designed to contain repetitive bp hom blocks with a

length of B50–300 bp. Then, one could expect some homology-

mediated DNA pinning events upon DNA pulling at the positions

when these hom blocks on two DNAs overlap the most. Theory

predicts188 that these pinned states have the half-width ofBlc, see
Fig. 13. It makes a detection of such a pinning more amenable to

the current experimental technique213 with a resolution of

several DNA helical repeatsH. On the contrary, the resolution

of at least H/2 is necessary to probe the ES DNA–DNA

friction predicted above, that stems from DNA helicity on

the length-scale of 3.4 nm.

One potential effect of the predicted DNA–DNA friction is on

DNA ejection from ds-DNA phages, when astonishingly densely

packed DNA strands have to slide passing each other upon

reorganization of DNA layers inside the capsid, see section 12.

8. DNA melting and hybridization in dense lattices

Upon heating up toE50–100 1C, depending on the GC-content

and bp sequence, DNA molecules melt cooperatively in solu-

tion and their strands separate. Being thoroughly studied at

low [DNA], see classical 215,216 and also recent studies,217–221

Fig. 14 Schematics of ES potential barriers F(z) near the DNA

surface. The negative DNA phosphate strands are shown in red, the

counterions adsorbed in the DNA major groove are depicted as blue

helices.
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the phenomenon of DNA melting in dense assemblies, when

intermolecular forces become comparable to the internal

DNA binding energies, remains not completely understood.

Some ES effects on DNA melting and hybridization pheno-

mena in dense DNA lattices are discussed below.

A DNA melting

The effects of DNA sequence on DNA melting in dense

hexagonal assemblies are discussed here, within a simple thermo-

dynamical model developed in ref. 222. In particular, it is

straightforward to show that under conditions favoring duplex–

duplex attraction, ideally helical hom DNAs melt at higher

T due to stabilization of ds-regions223 mediated by DNA–DNA

ES attraction. For hom DNA fragments, our model predicts

a rise of the melting temperature Tm (typically by 3–101 at

R = 23–28 Å between DNAs in the assembly) and more

cooperative DNA melting transition. The shift of Tm scales

with the strength of DNA–DNA ES attraction, namely

DTm p 3|a0 � a1|. It can thus be controlled in feasible future

melting experiments in DNA dense phases via addition of

attraction-mediating cations, e.g. with enhanced binding into

the DNA major groove.

Also, the model predicts a change in the character of melting

transition, from the second- to the first-order at a critical

strength of DNA–DNA attraction,222 see Fig. 15. Then, at the

melting point the fraction of helical DNA regions exhibits a

jump-like change. At the isotropic-to-cholesteric DNA phase

transition, at a moderate [DNA] of E100–150 mg ml�1, a

clear indication of Tm jumps by several degrees was observed

and quantified already long ago.224

Recently, for dense aggregates of 10–50 nm GNPs linked by

short DNA fragments225 an extremely sharp DNA melting

transition has also been monitored, with a width of transition

of 1–21 as compared toB10–201 for DNA melting in solution.

This enhanced DNA melting cooperativity was attributed

to short-range DNA–DNA interactions that trigger an

accumulation of ions from electrolyte in the overlapping ES

double layers around the molecules,226, in a Donnan-like

fashion. For dense DNA bundles connecting DNA-

functionalized GNPs,227 with DNA–DNA distances of R =

25–40 Å, a higher local [salt] near the DNAs are realized,

which in turn tends to stabilize the DNA ds-state and rise the

melting temperature. The effective increase of Tm at these

DNA densities was calculated to be 5–201,226 based on a linear

increase of Tm on log[[salt]].225 Once the melting of DNA

bundle connecting two GNPs starts, it progressively releases

the excess counterions thus destabilizing the remaining ds-DNAs.

This might cause sharp melting of the entire GNPs-DNAs

assembly, as indeed detected in experiments.225 Recently,

sharper melting and higher Tm values have also been measured

for a dense DNA hybrid of just a pair (!) of short DNA

duplexes.228

Our DNA melting model for dense aggregates of identical

DNA helices does account for the Donnan equilibrium in the

DNA lattice, that would generate a corresponding [Na+]-

induced rise of DNA melting temperature.229 The additional

Tm shifts illustrated in Fig. 15 are however solely due to

DNA–DNA sequence-specific ES attraction that appears also

to be capable of inducing abrupt changes in the average DNA

helicity.

For bp random ds-DNA sequences externally pressurized to

form dense DNA assemblies, one expects222 on the contrary

destabilization of ds-DNA by DNA–DNA ES length-dependent

interactions.80 The physical mechanism here is more formidable.

Namely, the melted ss domains/bubbles are going to be

created on ds-DNAs to optimize unfavorable ES repulsions

predicted to occur for bp-random DNA stretches longer than

1– 2lc,
82 see the dot-dashed curve in Fig. 12a. The melting

transition becomes less cooperative in this case. An experimental

support of some of these theoretical findings might come from

recent Tm-measurements in strongly confined wet DNA films.230

B DNA hybridization and detection

One way to detect DNA strand separation and hybridization

is to monitor the signal changes of a charge-responsive

biosensor231 functionalized with arrays of ss-DNA molecules.

Recently, an ES theory of signal generation on the surface of a

field-effect biosensor upon DNA hybridization on relatively

dense lattices of end-tethered probe ss-DNAs has been developed

in our group.232 The sensor surface was first functionalized in

experiments with a dense layer of GNPs of 4–6 nm in diameter.

Each GNP was then decorated by 2–5 probe ss-DNA fragments

of 20–30 bp in length. The procedure allowed us to enhance the

rates of DNA hybridization considerably, in agreement with

recent predictions.233

The range of model parameters was determined when the

ES potential variations predicted on the sensor surface upon

DNA hybridization (by linear and non-linear PB models)

agree with experimentally measured 90–120 mV of voltage

change. The key quantities are the density of ss-DNA lattice

on the sensor surface and effective counterion concentration in

solution between ss- and ds-DNAs. To improve the reproducibility

of sensor signals and reduce the effects of disturbing factors,

the detection of DNA hybridization in a differential mode was

Fig. 15 Melting profiles predicted for long hom DNAs in the

hexagonal assembly at varying DNA densities. The dots on the curves

indicate the melting temperatures for a corresponding first-order

transition. At this point, an abrupt charge in DNA helicity occurs

between stable branches of DNA melting curve, due to a Z-shaped

DNA melting isotherm realized at large enough DNA–DNA attrac-

tion strengths. The parameters for DNA–DNA ES forces are the same

as in Fig. 13. The figure is reprinted from ref. 222, subject to ACS-2005

Copyright.
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performed.232 It was carried out at high [salt] during the DNA

hybridization process and at low [salt] upon the readout of the

sensor output signals.

For situations, when the probe ss-DNA lattice is immobilized

directly on the sensor surface as dense DNA micro-arrays,234

the ES effects upon hybridization of complementary target

ss-DNAs from solution have also been elucidated.235 Here,

the ES effects primarily originate from redistribution of

mobile ions via the Donnan equilibrium. Both techniques

can be employed for a fast and cheap label-free detection

of relatively short DNA fragments from unknown DNA

mixtures, suggesting new ways of controlling hybridization

kinetics and efficiency, as required for various biological and

biomedical applications.

Note that the experimental apparatus developed232,235 is

only amenable for implementation for relatively short DNA

fragments, L o 30–50 bp. DNA micro-arrays of short oligo-

nucleotides allow more precise control over a single-bp DNA

sequence mismatch and ensure fast DNA hybridization

kinetics. The hybridization efficiency for longer DNA sequences

is reduced considerably, together with the accuracy of output

signals. Positive voltages applied on the sensor surface

might speed up the kinetics of ss-DNAs association and

improve the regularity of ds-DNA lattices generated after

DNA hybridization.236 Relatively high DNA lattice densities

are required for controllable read-out of signal differences

upon DNA hybridization, typically B1015–1017ss-DNAs/m2.

Efficient hybridization of longer sequences becomes problematic

at these ss-DNA densities, because of steric hindrance of probe

and target DNA fragments and the ES constraints imposed.

9. DNA–protein ES recognition: models and

reality

A Protein–DNA recognition

Despite enormous experimental and theoretical efforts in the

last decades, the laws governing recognition of DNA-binding

proteins and their cognate sites on ds-DNA still remain obscure.

The shape complementarity of protein a-helices fitted into the

DNA major groove237 and protein–DNA charge matching238

often drive the formation of complexes. Several types of

interactions might contribute to protein–DNA binding,

with ES, HB formation, and hydrophobic contacts being often

the dominant ones The formation of non-specific and specific

complexes of a protein with DNA can be directed by inter-

actions of different types. Protein structures and their DNA

recognition domains are extremely diverse which makes it

extremely complicated to establish universal principles of the

DNA–protein recognition.

A number of small DNA-binding proteins (transcription

factors) can locate their targets on DNA with rates that

are much faster than allowed by the thermal diffusion in 3D

solution, e.g., up to 102–3 times faster for the lac repressor.239,240

Being capable of such speedy scanning of DNA, these proteins

often recognize DNA sequences with high precision, tolerating

little bp-mismatch. We address the reader to recent perspectives

on facilitated protein diffusion on DNA,241–246 without discussing

many facets of this interesting dynamical problem here.

The ES forces are known to dominate the non-specific

binding for a number of DNA–protein complexes, e.g. weakly

bound lac repressor.247–249 The DNA-binding domains of

many small DNA-binding proteins contain positively charged

patches that ensure the recognition of features in DNA ES

surface potential and DNA–protein ES attraction,250 even for

net negatively charged proteins such as the lac repressor. For

relatively large protein assemblies, the situation is quite similar.

For RNA Polymerase II, for instance, a strongly positively

charged cleft/saddle has been identified in the crystal structure

along a path taken by DNA-RNA hybrid upon transcription.31

Also for the ribosome, the basic protein residues are located in

the structure protrusions expected to be involved in the binding

of tRNA/mRNA during translation.30

Indeed, Lys+ and Arg+ residues in DNA–protein complexes

are often located within only several Å from negative DNA

phosphates, see Fig. 16. ES DNA–protein interactions are

however believed to bear little specificity to DNA sequence,251

just providing a protein–DNA proximity and allowing more

sequence-specific and orientation-dependent HB contacts to

recognize the patterns of HB donors and acceptors inside DNA

bases.252 It is however hard to guess a priori to what extent this

conjecture is valid for a particular DNA–protein complex.

Fig. 16 The distribution of ES potential on DNA–protein complexes of specifically bound lac repressor 1l1m.pdb (a), zinc finger ZIF268 1aay.pdb

(b), leucine zipper GCN4 1ysa.pdb (c), and 146 bp NCP 1aoi.pdb (d). The structures are visualized by MDL Chime and Protein Explorer, using the

PDB files of complexes. Images are not to scale.
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B Analytical results

To have some rough estimates at hand, a simple 1D physical

model of DNA–protein ES recognition based on the comple-

mentarity of their charge patterns has been constructed.253

DNA and protein charge lattices were set to fully commensurate

for the cognate site being de-correlated for all other sequences

on the DNA, see Fig. 17. In the model, some random charge

displacements along the DNA Dn and protein dm axes mimic

the sequence specificity of charge positioning on DNA and on

the protein. Our ‘‘model protein’’ is thus attracted stronger to

this ‘‘commensurate’’ DNA segment. ES recognition energy

well near this target site has been derived based on the linear

PB theory.253 For typical parameters (a dozen of positive

charges on a protein that are about R = 1 nm away from

the DNA) the recognition well amounts to E3–10kBT in

depth and a couple of nm in width, see Fig. 18. Therefore,

this short-range ES well cannot serve as a ‘‘funnel’’ that would

direct the diffusing proteins from far away on the DNA to this

charge-hom binding site. This well thus does not contribute

strongly to a facilitation of protein diffusion and other dynamical

mechanisms have to be responsible for it.

In this linear ES model, the depth of the ES well scales

linearly with the number of charges in the homology domain.

It is also proportional to the magnitude of charge deviations

from their quasi-periodic positions on the lattice, described by

parameter O2 = hDn
2i + hdm2i. At [salt] = 0, the well depth

decreases with the protein–DNA separation R as p1/R3,

while in the presence of screening the decay is exponential,

pe�R/lD. For weak charge fluctuations and in the absence of

salt the model returns an elegant expression for the ES

recognition energy well253

DEðDzÞ ¼ � kBTlBMO2e
2ec

R2 � 2Dz2

ðR2 þ Dz2Þ5=2
: ð8Þ

HereM is the number of charges in the hom domains and Dz is
the mutual protein–DNA sliding distance with respect to

complete homology overlap at Dz = 0.

Similar to exact calculations, this expression also features

barriers on both sides of the recognition well. In this 1D model,

the well for the complete match of the DNA and protein hom

lattices is accompanied by energetic barriers. These disappear

in a model with charge displacements perpendicular to the

DNA–protein plane.254

The protein–DNA ES recognition well then resembles the

DNA–DNA barrier-free ES hom recognition well sketched in

Fig. 13. Random twist ‘‘fluctuations’’ of DNA charges occur

also perpendicular to the DNA–DNA plane. Generalization

of this 1D model for protein and DNA charge displacements

for 2D/3D situation is more realistic and computationally

feasible. Some specific and not fully random charge displace-

ment laws can mimic interactions between particular charge

patterns. The recognition energies in this case become however

hard to handle analytically. Note that the calculation of this

DNA–protein recognition well is methodologically similar to

that for the DNA–DNA ES recognition funnel discussed

above.188

A short-range ES well derived is capable of slowing down

the protein diffusion, provoking protein trapping for Bms-ms

near this ‘‘hom’’ site on the DNA.253 This time is enough to

trigger some conformational changes in the protein and DNA

structures that might induce stronger (chemical or HB) protein

binding to this particular DNA fragment. Our hypothesis is a

two-step mechanism of recognition for some DNA–protein

complexes. First, a DNA-binding protein scans the DNA ES

surface looking for a charge-complementary site. In this

‘‘searching’’ mode, the protein structure is flexible and adaptable

to the lattice of interaction sites on the DNA.When the commen-

surate DNA fragment is found, the interaction-induced folding

solidifies the protein structure switching it into a ‘‘binding’’

mode that enables stronger/specific contacts with DNA.3 This

locus on DNA might serve as a promoter sequence for initial

pause/binding of processive DNA-binding proteins such as

RNA Polymerase and also provide specific targets for binding

of transcription factors such as the lac repressor. Cumulative

ES and HB contacts form rigid specifically bound DNA–protein

complexes.

A similar two-step recognition mechanism was recently

observed for some zinc-finger proteins.255 Using the crystal

structures and molecular dynamics simulations, a pre-organized

assembly of protein side-chains was detected that forms an ES

‘‘hot spot’’ for recognition of the interior of DNA grooves.

Only DNA–protein complexes with this ES pocket were found

to form tightly bound structures, first via non-specific interactions

Fig. 17 Schematic 1D-model of ‘‘protein–DNA’’ ES recognition. The

charge positions on the DNA and protein vary in a random fashion

prescribed by dm and Dn about the quasi-periodic positions on the 1D

lattice zn = nb.

Fig. 18 ES recognition energy well upon sliding of ‘‘protein’’ over

‘‘DNA’’ lattice with the homology section at Dz = 0. Parameters:

M= 11 charges in hom region, DNA–protein separation is R= 10 Å,

O2 = 2 Å2. The charges are assumed to interact through a weakly-

polarizable low-dielectric medium between DNA and the protein with

a dielectric constant ec = 2. The dashed curve is the zero-salt limit, the

solid one is for 1/k = 7 Å when the recognition energy is reduced.
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of amino acids with DNA phosphates that are later amplified

by HB formation with DNA bases.255

Such two-step docking is also present for some protein–protein

complexes. The assembly pathway into the native structure is

directed by ‘‘anchoring’’ of a shape-complementary relatively

rigid ‘‘key’’ domain of one protein into a ‘‘lock’’ domain in the

surface of another protein.256 This process is accompanied by

a large burial of solvent accessible surface area and water

release. This amplifies further docking of protein surfaces into

a tight complex.

C Bioinformatic analysis of PDB structures of DNA–protein

complexes

To validate this analytical protein–DNA recognition model253

for different classes of DNA-binding proteins, an analysis of

biochemical structural details available via the PDB for protein-

DNA crystal structures has been performed. The distribu-

tion of NH2
+ groups on Arg+ and Lys+ residues in the

DNA-binding domains of DNA–protein complexes has been

analyzed.257 In particular, large structural complexes were

studied, such as the NCPs of eukaryotes5 and the architectural

proteins of prokaryotes,258 both involving an extensive DNA

wrapping around the protein cores. The DNA binding in these

complexes is known to have a large ES contribution.

Using a home-written computer code for extracting the

coordinates of the DNA phosphate groups PO4
� and protein

N+ and O� charges from the PDB files, we could analyse

the distances from N+ atoms on Arg+ and Lys+ that are

within E7 Å from the closest (s1) and next closest (s2) DNA

phosphates on the same strand, see Fig. 19. The statistics of

the ES contacts and salt bridges in DNA–protein complexes

can thus be restored. Smaller cut-off distances of 3–5 Å can

also be used in the analysis, to minimize the contribution of

DNA charges from the neighboring strand across the DNA

narrow groove. Note that fluctuation-induced uncertainties in

the positions of protein charges in crystals of DNA–protein

complexes are oftenB1–2 Å, still much smaller that the relevant

periodicity in the problem, the P�–P� distance sph E 7 Å along

the B-DNA helical strand.

Histone positive charges in the NCPs are mainly localized in

the outer ‘‘ring’’, close to wrapped DNA, see Fig. 16d, while

negative Asp� and Glu� residues are rather inside the NCP

core. Our analysis demonstrates that N+ atoms on Arg+ and

Lys+ track the positions of individual DNA phosphates, as

visualized in the histogram of s1 � s2 for all N+ charges in

the DNA vicinity, Fig. 20. The bimodal distributions were

detected both for individual NCPs (good statistics can be

achieved for a single particle) and for the entire family of

146 bp long complexes.257 This indicates that N+ on Lys and

Arg are encountered more often close to one of DNA P�

charges than between the two, maximizing thereby the ES

attraction of this imprinted pattern of charges to the DNA.

As the DNA structure and positions of the DNA phosphates

are strongly correlated to the bp sequence,79 the detected

‘‘charge tracking’’ for particular DNA sequences wrapped in

the NCPs yields a conclusion about sequence-specificity of

DNA–protein ES interactions. This supports our model hypo-

thesis about commensurate charge lattices on the DNA target

sequence and on the protein. For NCPs, this fact can contri-

bute to NCP positioning on genomic DNAs,259 interfering with

the known mechanism of sequence-specific DNA bendability

believed to govern this process.260,261

A specificity of the ES binding of histones’ Arg and Lys in

DNA grooves has recently been also discovered by other

groups.262 The ES-directed localization of N+ from Arg in

the minor grooves in AT-rich DNA regions was confirmed by

a detailed analysis of a number of DNA–protein complexes

also in ref. 263. It was emphasized that for DNA sequences

wrapped in NCPs the AT-tracts have particularly narrow

minor grooves due to the spatial proximity of negative DNA

phosphate strands, forming thus ‘‘attractive’’ sites for Arg+/

Lys+ binding. Arg was claimed to be preferred over Lys in the

minor grooves because of a lower self-energy cost to remove a

larger guanidinium group of Arg+ from its hydrated state in

solution and bring it in contact to the DNA, than to do the

same for a smaller ammonium group of the Lys+ residue.263

The reason is the Born ES self-energy that scales inversely

Fig. 19 Definition of s1,2 distances for protein positive charges

(in blue) which are closer than rB lBE 7 Å to negative DNA phosphates

(red helix).

Fig. 20 Bimodal distribution of s1 � s2 distances for in total 14 NCPs

that indicates ES recognition of individual DNA phosphates by the

closest N+ atoms on Arg and Lys residues of histone proteins.
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proportional to the ‘‘ion’’ radius264–268 (see also recent numerical

studies on the hydration of small organic molecules269,270 and

polypeptides271–273).

Being valid for large structural complexes, the ES comple-

mentarity recognition model however fails for small DNA–

protein complexes, with simple standard motifs of DNA recogni-

tion (e.g., helix-turn-helix, zinc finger, and leucine zipper). For a

large set of small proteins from these families, we could not detect

any statistical preference in the distribution of Lys+ and Arg+

close to DNA phosphates in protein–DNA complexes. To make

a more definite conclusion, some redundant structures are to be

excluded from the analysis and a grouping into smaller, more

specific protein sub-families is to be performed.

As a tentative explanation one can suggest however that for

large complexes, with B30–100 ES DNA–protein contacts, the

ES energy gain being ES-commensurate can reach B10–30 kBT

and proteins appear to use it for sequence-specific binding to

DNA. For small protein–DNA complexes, with only B3–10 ES

contacts and much weaker ES binding, other interactions

(such as HBs) are likely to direct the recognition of specific

DNA sequences.

D Approximations and perspectives

It is interesting to mention that ES DNA–protein commen-

surability for the NCPs and their prokaryotic analogs resembles

a zipper-like positioning of positive and negative amino acids

along the interfaces of many protein–protein complexes.23,274

Long-range ES attractive forces between commensurate

charge patches on the protein surfaces were shown indeed to

enhance the protein–protein association in solutions,275–277

being capable to achieve rates of 1010�11/M/s, often beyond

the diffusion-controlled limit. These rates are close to the

optimal association rates measured for a specific binding of

the lac repressor to its operator site on long (!) DNAs at 0.1 M

of simple salt.239 These rates are achieved however without a

presence of a 1D-track for protein diffusion like in facilitated

association of proteins with a target on DNA. For protein–

protein association, despite the hydrophobic residues often

dominating the overall binding affinity,278 these non-charged

amino acids might be too abundant to provide proper binding

specificity.238 The latter might in turn stem from charge

patchiness and propensity of HB formation between the

residues along the contact surface of the bound proteins.279,280

Several issues offer a perspective for future studies. First,

for evaluation of ES binding energies for DNA–protein

complexes, on top of the statistical analysis of charge patterns

described above, one needs to guess281,282 a rather small

dielectric constant ec in the space between DNA and protein.

Because of dielectric saturation effects in strongly confined

waters hydrated on the charged objects, its value can vary

widely, ec B 2–30,13,16 so does the ES interaction energy.283

Another important ES issue is the actual charged state of

ionizable protein groups in a particular environment of

DNA–protein complexes, with the pKa value being affected

by the local ES potential, [salt], local dielectric permittivity,

etc.13,284,285

Non-ES van der Waals and HB contacts, as well as the

entropic terms associated with water release and counterion

evaporation upon DNA–protein binding, are to be quantified

in the future models as well. To make a definite conclusion

about the mechanism of binding specificity286 for a given DNA–

protein complex, the ES preference of Arg/Lys positioning

with respect to DNA phosphates has to be accompanied by

the analysis of HB formation propensity between protein

residues and the sites inside DNA bases.252 Also, one has to

keep in mind that the protein (and DNA) structures in crystals

exposed to special crystallization buffers287 might measurably

differ from structures stable in physiologically relevant

solutions.

There exists an opinion in the literature that ES contacts

of charged residues in protein–DNA complexes4 and along

protein–protein interfaces13 might actually destabilize their

binding. Namely, a release of structured and ES-favored

H2O shells around the constituents often accompanies the

complex formation.4,288 And, it is possible that protein and

DNA charged groups complexed together via ES attraction

do not fully compensate for energetic loses upon their

‘‘ES desolvation’’. The latter depends crucially on the e-value
assigned to a protein and its surface. For DNA–protein

complexes, the entropic effects of released condensed cations

from DNA, with the number defined by the slope of log[binding

constant] on log[salt], are often presented as the main driving

force for complexation. Here, the situation is rather similar to

counterion release from DNA-(CL membrane) complexes

considered in section 4. In both cases, we however tend to

think that the direct ES attraction between the oppositely

charged system components governs the complex formation,

rather that a concomitant entropic free energy gain due to

release of condensed counterions.

10. DNA wrapping in NCPs

NCP is a basic unit of DNA compactification in eukaryotic

genomes. The octamer of histone proteins has an overall charge

ofQE+150–230 e0 (depending on many factors) andE146 bp

DNA fragment with a bare charge of E�300 e0 wraps

around it in a left-handed super-helical manner.5 The ES

forces largely dictate the complexation of these highly charged

components. NCPs are known to be stable only in a limited

range of [simple salt] close to B0.1 M.289At smaller [salt] the

DNA becomes stiffer due to ES contribution to its bending

persistence length,290,291 see also ref. 292–296. At high [salt],

on the other hand, the ES DNA-(histone core) affinity is

attenuated by screening. Both tendencies disfavor DNA

wrapping into stable NCP particles. The positive charge of

the histone core (without highly basic histone tails and H1

linker histones) is thus B30–50% smaller than the DNA

negative charge.

The idea of NCP overcharging based on asymmetric DNA

charge neutralization, which generates a spontaneous DNA

curvature towards the core, was suggested long ago,297 see

Fig. 21. The possibility of spontaneous DNA bending has been

confirmed experimentally for DNA fragments designed so that

the phosphate groups are neutralized on one side of the

DNA.298 Recently, the subject of PE-sphere wrapping and

induced overcharging299 has been investigated in a number of

computer simulation300–304 and theoretical305 studies.
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Experimentally, the DNA complexation with cationic

poly-lysine coated nano-spheres, intended to mimic the DNA-

histone assembly, has revealed however strongly undercharged

complexed for the particles of NCP-relevant size.306 Several

mean-field PB theories were implemented to study the

complexation of semiflexible PEs with oppositely charged

spheres, as a model for NCP formation.307,308 Some analytical

studies predicted a gigantic, up to 10–30 times, sphere over-

charging by a thin PE chain wrapped around it, at an optimal

[salt] of B0.1 M.309 More accurate ES PB modelling of

complexes of thin PEs with oppositely charged spherical310

and cylindrical311 macro-ions however gave rise to a more physical

conclusion, namely that undercharged or close to charge-neutral

complexes are energetically favored.

For a PE of finite thickness, a quantitative model of NCP

overcharging has been constructed by asymmetrically neutralized

semiflexible PE chain.312 It allowed to analyse the point of PE

wrapping-unwrapping transition in terms of PE persistence

length and [salt]. Realistic DNA elastic parameters, DNA

and histone charges, and some mobility of protein charges

were taken into account. The model demonstrated that ES

repulsion of non-compensated charges on the outer DNA/PE

surface provokes its spontaneous wrapping, with the final

complex overcharging degrees relevant to NCPs.

11. NCP–NCP ES interactions and 30 nm

chromatin fibers

A DNA compaction into chromatin

NCP-mediated DNA compaction in eukaryotic chromatin

provides the physical basis for enormous 104–6 compactifica-

tion ‘‘power’’ often required to pack meter-long genomes in

Bmm-sized cell nucleus.24 This process takes place on several

hierarchical levels, with the initial stage being the so-called

30-nm chromatin fiber, an organized and structured array of

NCPs connected by a single DNA strand. The structure and

regularity of 30 nm fiber is highly sensitive to many biologically

relevant factors: ionic environment (including the balance of

mono-, di-, and multivalent cations25), DNA linker length,313

the concentration of linker histones because of pronounced

effects of NCP/H1 charge stoichiometry,314,315 the charge state

of histone tails,316 etc. It is still debated what conditions favor

solenoidal317 vs. zig-zag318,319 arrangements of NCPs in

chromatin fibers for an array of identical NCPs. Inherent

randomness in structure of histone cores and poly-dispersity

of DNA linker lengths render the native chromatin fiber

structures even more irregular. Some groups even doubt the

existence of regular chromatin fibers in vivo.320

On higher levels of eukaryotic chromatin compaction,321–324

the fiber structure becomes even less certain.325 Fiber organiza-

tion in condensed metaphase chromosomes for instance involves

a variety of different proteins. The list includes the structure

maintenance326 proteins, condensin (with often highly basic

DNA binding interface327) and cohesin, as well as chromo-

some scaffolding proteins. Different models of DNA compaction

on this scale exist, including various looping scenarios. In

the interphase, when eukaryotic chromosomes are largely

de-compacted, one can distinguish hetero- and eu-chromatin

that differ in the density of compaction of genetic material

and levels of DNA transcription. During chromosome

de-condensation, a number of proteins are likely to be involved

in the process too. In addition, upon transition from interphase

to metaphase, the concentrations of Ca2+ and Mg2+ cations in

the cytoplasm are known to rise several times25 pointing out a

possible ES pathway of chromosomal compaction via counterion-

mediated DNA–DNA and NCP–NCP interactions.

In vitro, recent fiber reconstitution experiments provided a

great deal of essential information about inherent stability,

NCP linear density, and, rather important, on diameters of

chromatin fibers for various lengths of DNA linker.328 The

H1-containing fibers visualized by the cryo-EM have indeed

supported the solenoidal model, with the fiber diameter

varying with DNA linker length (being 34 nm for 30–60 bp

and 44 nm for 70–90 bp long DNA linkers). High degrees of

fiber axial compaction are achieved via inter-digitated assembly

of neighboring NCPs on the fiber periphery, maintained

via favorable NCP–NCP interactions. The energetics of

DNA-histone,329 H1-NCP,330 and NCP–NCP331 contacts is

therefore vital for physical understanding of fiber structure

and stability.

B Dense phases of NCPs

Similar to unwrapping of DNA toroids, that enabled to

rationalize their stability,124 recent measurements of force-

induced stretching of chromatin fibers revealed the NCP–NCP

cohesive energy of E3.4332 and later E14 kBT,
333 depending

on concentrations of mono- and divalent cations. The ionic

conditions dramatically influence also the forces required to

disrupt the NCP–NCP contacts in chromatin fibers (typically

B2–5 pN) and to induce DNA unwrapping from NCPs

(B6–20 pN). These cohesive energies ensure fiber stability,

but at the same time allow for some ‘‘unwrapping plasticity’’334

and ‘‘breathing dynamics’’ of complexed NCPs,335 both required

for DNA transcription to take place in the fiber.336–340

For top-to-bottom NCP–NCP contacts, the interactions are

not ES and likely hydrophobic, providing the stability of NCP

columns that are formed in solutions even at high [salt] and

in different buffers.341 This NCP–NCP stacking governs the

formation of NCP columns also in NCP crystals,342 semi-

crystalline NCP phases,343 as well as in NCP arcs and multi-

layered helices.344 The side-to-side contacts, with the wrapped

DNA duplexes being often in close contact, on the contrary

are likely ES in nature, see Fig. 22. For instance, close

Fig. 21 Model for NCP overcharging by a wrapped PE chain with a

finite diameter.
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similarities in condensation and re-solubilization of DNA

molecules and NCPs in the presence of multivalent cations

support this statement. These [salt]-dependent ES contacts

control the richness of mesophases formed in vitro by isolated

NCPs in solutions at different [salt].345

The presence of 8 highly basic Arg/Lys-rich flexible N-terminal

histone tails was associated with the NCP aggregation

via ‘‘tail-bridging’’ effect in some experiments,346 computer

simulations,347–349 and theoretical models.310,350 Tails-mediated

NCP–NCP attraction,351 present at elevated [salt] only, seems

however to be not very specific with respect to mutual NCP–

NCP orientations and as such is not likely to generate highly-

structured chromatin fibers. Conversely, the close-range

DNA-mediated ES side-to-side NCP–NCP contacts might be

capable of doing so.

The stability of a number of dense NCP phases formed

in vitro (inverse hexagonal, lamella-columnar, columnar

hexagonal, etc.), see Fig. 3 in ref. 352, is modulated by

NCP–NCP interactions. In particular, the formation NCP

lamella-like bilayers of NCP columns341 at 3–30 mM of NaCl

and moderate 3–25 atm of external PEG pressure, is dictated

by side-to-side DNA-mediated NCP–NCP contacts. DNAs on

contacting NCPs are separated by only 5–15 Å of water, that is

within one Debye length. NCPs are oriented in NCP columns

so that their dyad axes point on average perpendicular to the

bilayer plane and the NCP sides with 2 DNA turns are hidden

inside the bilayer. The NCP dyad orientations are distributed

however within �E351 from this preferred direction.341 On

the contrary, the NCPs in non-interacting NCP columns in

solution assume arbitrary azimuthal orientations. Stronger

contacts of NCP sides with two turns of the wrapped DNA

inside the bilayer govern the bilayer formation and are likely

to dictate the peculiar azimuthal NCP frustrations observed in

bilayers.341

C NCP–NCP ES interactions and salt effects

Wrapped DNA duplexes render the side-to-side NCP–NCP

ES forces strongly azimuthally anisotropic. Crystal structures

of NCPs exhibit close to 8 full DNA helical turns per one

superhelical turn of DNA winding. DNA positive/negative

charge zipper along the NCP–NCP side-to-side contact

modulates the inter-NCP azimuthal interactions with a period

of Ep/4, see Fig. 23. Note that DNA turns in NCPs are

separated by the same ‘‘magic’’ E25–28 Å, where parallel

DNA duplexes attract each other in dense assemblies with

MnCl2, and 2 wrapped DNA turns bear a strong register in

the NCP.353

For a particular case of NCPs with parallel axes, it has been

demonstrated that this azimuthal dependence of side-to-side

NCP–NCP contacts gives rise to a quantization of possible

NCP orientations in nucleosomal bilayers, with the periodicity

ofE451.354 The azimuthal optimization of side-to-side contacts

of neighbouring NCPs in NCP bilayers resembles an azimuthal

adaptation of short DNA fragments in columns of nano-DNAs

in DNA cholesteric phases from section 5.182 Both effects

originate from helix-specific DNA–DNA ES interactions.

Roughly speaking, the DNA contribution to NCP–NCP ES

interaction energy is 4 times stronger for the NCP sides with

2 DNA turns than for 1-DNA-turn sides. For 2 NCPs with

parallel axes, one can evaluate the ES forces and attraction-

repulsion phase diagram, see Fig. 24. We have implemented a

simple model with the ES double-layer repulsion for spherical

histone cores (assumed to be uniformly charged sphere with

the charge Q). For DNA part, the Derjaguin approximation

was used for computing ES forces acting between bent DNA

double helices, locally interacting according to eqn (2).

For a typical histone charge Q = +220e0, in physiological

salt conditions, the model predicts for 2 : 2 DNA–DNA

contacts the maximal NCP–NCP attractive forces of 2 pN

for y = 0.8, f = 0.3 (typical parameters used in DNA–DNA

ES theory, as in Fig. 24). The NCP–NCP attraction reaches

8 pN at y = 0.9, f = 0.3, and even 60 pN at y = 0.8, f = 0

(stronger DNA–DNA attraction due to binding of cations

into the major groove76). As the histone positive charge grows,

the DH repulsion of NCP cores overwhelms DNA–DNA ES

attraction. Thus, at larger Q/e0 values, the NCP–NCP attrac-

tion region at 25–35 Å between DNAs along the NCP–NCP

contact disappears, see the inset in Fig. 24.

Helix-specific DNA-mediated ES attractions of 2 : 2 vs. 1 : 1

sides of NCPs are likely to cause NCP bilayer formation and

NCP azimuthal frustrations. One cannot however exclude the

possibility that histone tails bridge neighboring NCPs in NCP

bilayers in azimuthally dependent manner, as suggested in

ref. 341. In typical conditions, the range of DNA-mediated

and tails-mediated NCP–NCP ES interactions might overlap,

thus being hard to distinguish. Histone tails also follow the

symmetry of DNA in NCPs, protruding into solution through

the aligned DNA minor grooves of DNA super-helix.

In NCP crystals, the NCPs are densely packed, with the

neighboring particles often contacting side-to-side by their

Fig. 22 Schematics of inter-nucleosomal interactions, with positive

histone cores shown in blue and super-helically wrapped DNA strand

depicted in red. The orientation of NCPs corresponds to a 2 : 2

DNA–DNA contact.

Fig. 23 A model for NCP–NCP interactions modulated by charge

periodicity of the wrapped DNA. Zipper-like charge motif is viewed

along the DNA superhelical axis, for prevalent counterion adsorption

into the DNA major groove. The data of NCP 1aoi.pdb structure was

used. The image is reproduced from ref. 354 with permission of IOP.
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DNAs. DNA-mediated interactions therefore have a profound

effect on NCP crystal structure. It might differ strongly from one

species to another,331 being a sensitive function of the crystalli-

zation buffer. For instance, the NCP crystals of yeast reveal an

alternating pattern of 2 : 2 and 1 : 1 DNA–DNA contacts along

the packed NCP columns, similarly to the case of NCP

bilayers. The symmetry of frog’s NCP crystals is different,

without distinct NCP columns being formed, see ref. 331.

MnCl2 appears essential for NCP crystallization, being

present at E30–70 mM in crystallization buffers5,355 with

Mn2+ cations occupying well-defined positions inNCP crystals.356

These cations stabilize histone-histone contacts: e.g. in yeast NCP

crystals they are believed to be one of major driving forces for the

crystal formation.331 In NCP crystals of other species, Mn2+

might hardly be involved in histone-histone contacts, such as

NCP crystals of frog5 or human.357 The NCP crystals for all these

3 species however contain 5–10Mn2+ perNCP that are associated

with the DNA, see the green spheres in Fig. 16d. As we already

know from section 2, strong Mn2+ binding to DNA grooves

has a profound impact onto ES DNA–DNA forces that, in turn,

might tune the formation of stable NCP crystals via NCP–NCP

DNA-mediated side-side contacts.

D Implications for the fiber structure

To reconcile numerous observations for semi-dense NCP phases,

NCP crystals, and chromatin fibers, a rigorous theory of ES

NCP–NCP interactions has to be developed.358 For arbitrary

orientations of NCPs in space, it should take into account the

helicity of DNA charges, a heterogeneous359 distribution of

histone charges on the side and top/bottom NCP surfaces, a

low-dielectric core of histones and DNA,360,361 a screening of

coulombic interactions by electrolyte, and counterion condensa-

tion on NCPs. All this makes the development of such theory a

frontier problem of mathematical physics, even on the level of the

linear PB theory. Some aspects of it might be similar to the

assembly of patchy colloidal spheres.362

With this NCP–NCP ES potential available, one can

analyze the energetics, structure, and packing density of NCPs

regularly arranged into chromatin fibers of different geometries.

Being modulated by salt-dependent interactions, the chromatin

fibers of different geometries might be stable in different salt

buffers. Predictive power of such theory should however not be

over-estimated. The geometrical wedge-shape of NCPs344,363

and interaction-mediated364 constraints anticipated for isolated

NCPs will interfere with constraints of continuous DNA

‘‘wrapping’’ through the fiber structure. Looping and bending

of linker DNAs365 influenced by binding of linker H1/H5

histones is another stabilization mechanisms of a particular

forms of ‘‘30 nm’’ chromatin fibers.

With all these complications for analytical modelling

in mind, extensive computer simulations of fiber formation

performed in recent years,366–370 provide a comprehensive

complementary coverage on several intricate issues. With a

growing computer power, nowadays, more fine and important

details of NCP structure can be incorporated in large-

scale fiber simulations, rendering them more instructive and

probably superior to analytical, ‘‘model’’ calculations with

their limited applicability regimes.

12. DNA compaction inside viruses and assembly

of viral capsids

Viral shells are composed via organized self-assembly of capsid

proteins. One or several types of protein units are involved in

this process, assembling into pentamers and hexamers, to form

natural one-layer-thick (about 1–4 nm) protein nano-containers

that protect viral genomes. Often icosahedrally-shaped

spherical viruses range about 20-100 nm in size, with prevailing

ss-RNA viruses. Physical principles of capsomers’ organiza-

tion into these assemblies as well as the dynamical aspects of it

are currently under intense investigation from experimental,

simulational, and theoretical perspective. One source of infor-

mation about the mechanical stability of viruses stems from

recently developed nano-indentation technique, see Ref. 450.

It allows to discriminate the contributions into the elastic

modulus from the protein shell and nucleic acids packed

inside it. Particularly for ds-DNA viruses, the ionic effects

(mono- vs. DNA-condensing multi-valent cations) on the

virion stability, known to modulate the strength of protein-

protein contacts and compressibility of densely-compacted

viral genome, need a deeper physical understanding.

A DNA packaging

ES interactions of nucleic acids and capsid proteins are of

primary importance for DNA/RNA compaction inside viruses

and formation viral capsid shells. Many ds-DNA bacterio-

phages pack their DNA in amazingly dense and well-organized

fashion.371–374 DNA densities can reach DNA–DNA distances

ofRE 23–28 Å creating the osmotic pressures of up toB50 atm

inside them.375–377 Bacteriophages use these high pressures to

inject their DNA into the cell cytoplasm upon infection. At

such DNA packing densities, the effects of DNA helical

structure are going to be pronounced in DNA–DNA ES

forces, see Fig. 2.

Although the structures of viral capsids are well resolved in

many x-ray and cryo-EM studies,378–381 the precise packing

arrangement of DNA inside them is often poorly known.

Fig. 24 ES force between two NCPs with parallel axes, for a histone

charge of +220 e0. Optimal NCP azimuthal alignment is assumed

and R is the separation between DNA axes on two NCPs contacting

side-to-side (R = 2a = 18 Å corresponds to DNA–DNA contact).

Thick and thin curves correspond to 2 : 2 and 1 : 1 DNA–DNA

contacts, respectively. The ES NCP–NCP attraction-repulsion diagram

is shown in the insert. The values for DNA parameters are: y = 0.8,

f = 0.3, 1/k = 7 Å, consistently through the paper.
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Typical for ds-DNA viruses are the concentric rings of

DNA,382–385 with DNA layers that are closer to the viral shell

being better resolved by the cryo-EM image reconstruction,

see Fig. 25. It corresponds to a co-axial inverse-spool model of

DNA packing, with the outer (more ordered) shells of DNA

spool being filled first. Average DNA–DNA separations in

viruses increase when shorter DNAs are being packed inside,

due to DNA–DNA repulsive ES and entropic forces. Re-

cently, oriented DNA toroids condensed with spermine4+

inside T4 bacterio-phages386 and DNA ‘‘domain-wall’’ transi-

tions upon DNA ejection from T5 phages387 have been clearly

visualized by cryo-EM imaging.

As the capsids of many (but not all) ds-DNA viruses are

penetrable for small ions,59 the presence of di- and tri-valent

cations in solution can render the DNA–DNA ES forces inside

the capsids more attractive. This will ease DNA packaging

into and inhibit DNA ejection from such viruses. The latter

fact can be a promising mechanism to "lock" the genome

inside a capsid reducing the infective power of a particular

ds-DNA virus. Indeed, only 1 mM of spermine4+ in a buffer

blocks nearly 90% of DNA inside l-phage capsids.388 External
osmotic pressure can also inhibit DNA release from the

capsid.389

Several models of DNA compaction inside ds-DNA viruses

have been developed in recent theoretical390–393 and computer

simulation studies,394–396 including treatments of mechanical

and DNA–DNA ES energies. To parameterize DNA–DNA

repulsions at 5–25 Å between the surfaces, a simple exponential

function has been typically used to fit the magnitude and decay

length of DNA–DNA forces, as measured in dense columnar

DNA assemblies.47 Note also recent theoretical397,398 and

computer simulation399–401 advances that uncover the principles

of biopolymer organization upon confinement in applications

to DNA packing inside viral shells.

B Capsid self-assembly and shell elasticity

The self-assembly of viral capsomers, driven primarily by a

burial of proteins’ hydrophobic surfaces,402,403 typically yields

mono-disperse viral shells. Some DNA-based viruses however

assemble into polymorphic structures (e.g., polyoma- and

HBV-virus), with transitions between different forms triggered

by the pH level and some divalent cations thought to stabilize

the ES contacts between capsid proteins.404–406 Capsids with

different morphologies (for polyomavirus, e.g., icosahedral,

octahedral, and tubular shapes) are realized due to different

possible stable contacts of capsomer proteins. The shells of

other viruses (e.g. CCMV-virus) require proper levels of

divalent cations for their stability: the capsids swell without

Ca2+ and at elevated pH levels.407–409 Many ss-RNA viruses

compact their genomes using strongly basic flexible protein

arms on the inner side of capsid proteins that provoke

adsorption of flexible ss-RNA genome.410–413 All these facts

underline the importance of ES forces for DNA/RNA packaging

and capsid self-assembly, producing a growing number of

theoretical studies on this hot topic in the last years.414–419

A number of theoretical420–422 and computational423–426

models exist for the capsid self-assembly. Some theories focus

on the competition of attractive hydrophobic and repulsive

ES interactions427 acting on a homogeneous capsid surface.

Experimentally, some strengthening of inter-capsomer cohesive

interactions has indeed been observed for the assembly of

HBV shells at higher concentrations of simple salt, due to a

stronger screening of ES capsomer–capsomer repulsion.403

Intrinsic curvature of capsomer–capsomer junctions predisposes

the final size of capsids to be formed, while a flexibility of these

connections permits the formation of shells of different sizes, e.g.

for in vitro capsid assembly around artificial cores428,429 and

polymers.398

Capsomers of many viruses bear rather high electric charges

on their surfaces and contain ionizable groups,430 that are

often distributed quite non-uniformly, see Fig. 26. The effects

of charge patchiness on capsomer assembly, shell morphology,

and shells’ mechanical properties have however not yet been

studied theoretically. The inter-capsomer ES forces emerge via

interaction of positively (Arg, Lys) and negatively (Asp, Glu)

charged residues along the contact of protein sub-units. Short-

ranged ES contacts (salt bridges) can occur as well for amino

acids separated by less than 3–5 Å.431

The elastic response of viral capsids has been investigated in

recent experimental,432 several theoretical,433–436 and computer

simulation437–440 studies. The Young moduli for a number of

DNA phages (l, f29, etc.) were measured by a groundbreaking

AFM nano-indentation technique,441 with elastic constants of

up to B1.8 GPa detected442 close to that of hard plastics. A

bimodal distribution of the elastic constants identified for

phi29 phage has been attributed to weaker protein–protein

contacts in the equatorial regions of the shell. It indicates

Fig. 25 The result of 3D reconstruction of cryo-EM images with the DNA layers visible inside P22 virus (a), with DNA layers being more ordered

near the portal region (b, bottom). Images are the gift from Dr J. Johnson.
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non-completely equivalent443 interaction environments for

capsomers on the shell surface. Another plausible explanation

is that these two distinct values of elastic constants can reflect a

different response of capsomer contacts for different pentamer

and hexamer contacts realized in the capsid structure. Upon

addition of Mg2+, the spring constant of DNA-filled l-phage
capsids was shown to drop considerably,444 indicating a

reduced DNA–DNA mutual repulsion or cationic effects onto

inter-capsomer ES contacts.445

For some ss-RNA viruses, the Young moduli are much

smaller, e.g. E170 MPa for CCMV-virus.446 The capsids of

ss-RNA viruses do not need to sustain high pressures to

protect their genomes inside, like ds-DNA bacteriophages

do, with the doubly-charged ds-DNA inside that is in addition

much less bendable and often densely packed. Swollen CCMV

capsids, obtained at high pH levels and with no divalent

cations, are even softer than that, see ref. 450. ss-RNA viruses

typically sustain appreciably smaller AFM cantilever forces

before breaking, as compared to ds-DNA bacteriophages,

about 1 vs. 3 nN. To reconcile these observations and to provide

a comparative analysis for different viruses, e.g., ds-DNA phages

vs. ss-DNA viruses, a detailed molecular model is required

that would couple the features of individual capsomer–capsomer

contacts to capsid elastic constants and material properties. A

tendency has been found in nano-indentation studies that capsids

with extensive protein contacts (phages lambda and phi29)

give rise to much more rigid shells, as compared to loosely

assembled capsomers on the shells of relatively soft capsids

(CCMV and HBV viruses). On the other hand, sometimes

capsids of similar size and structure might exhibit a several-

fold difference in their force-indentation response450.

C Perspectives and outlook

In future, we plan to implement the DNA–DNA continuum

ES theory from section 2 for the packing problems of semi-

flexible DNA-like PE chains in small cavities inside the viral

shells. The effects of the varying [salt], specific DNA-condensing

cations, different DNA lengths and capsid sizes are going to be

considered. The underlying theory75,81 is to be modified via

proper boundary conditions to describe a ‘‘deformed toroid’’

conformation of spooling DNAs. The growth mechanism of

DNA spool inside the capsids of different shapes, DNA-mediated

ES repulsive pressures accumulated during this process, and the

forces imposed on DNA upon its ejection377 can be evaluated.

Cholesteric ES effects onto DNA packing properties can also

be studied, section 5. For all these processes, at the DNA

packing densities relevant for ds-DNA-viruses, the inherent

DNA helical structure is going to have a large impact. At

gigantic [DNA] maintained in many ds-DNA viruses, the

cation-specific ES forces, rather than hydration forces as suggested

in some recent exprimental studies 444, 445, are likely to dominate

the DNA-DNA interactions, see Fig. 2. The dynamical aspects of

DNA packaging, such as the time of DNA release from the

capsid447 through a thin channel448,449 and pauses in DNA

packing/ejection caused by necessary rearrangements of DNA

spool399 are another hot topics of the research.

The organization of flexible ss-RNAs inside viruses with

non-uniformly charged capsid interior is also important to

understand. The landscape of positive residues on the inner capsid

surface can be extracted from PDB data of the capsomers.

They interact via screened Coulomb potentials with flexible

ss-RNA chains inside the shell. Here, our theory of PE adsorp-

tion onto oppositely charged obstacles451–453 can be modified

to incorporate the charge patchiness454,455 and a concave

shape of adsorbing surfaces. The outcomes of such an extension

for the thickness of adsorbed PE layers and critical adsorption

conditions can be compared with experimental data available

for ss-RNA layering profiles close to viral shells410 and for the

charge stoichiometry of (basic tails) vs. (negative ss-RNA).411

A detailed analysis of inter-capsomer ES interactions can be

performed, disregarded in many coarse-grained models of capsid

self-assembly. The details of charge patterns on nano-scale

along the contact of capsomers can be extracted from their

PDB/VDB entries, similarly to analysis of DNA–protein

complexes in section 9c. For different viruses, the ES inter-

actions of capsomers and energetic costs of deformations of

inter-capsomer connections (for in-plane rotation and out-of

plane bending of pentamers and hexamers) can then be

enumerated and parameterized. The strength of ES adhesion

and hydrophobic contacts of capsomers might be compared with

the general tendencies of (strongly overestimated456) capsomer–

capsomer affinities listed in the VDB.

Fig. 26 Distribution of the ES potential (positive in blue and negative in red) on a pentameric unit of CCMV virus. The views shown are from the

inside and outside of the capsid. The structure is visualized with MDL Chime and Protein Explorer using 1cwp.pdb entry.
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Inter-capsomer interaction potentials will be used to examine

capsomers’ optimal arrangements on the shell surfaces for

different symmetries of subunit positioning. One can start

with a phenomenological model of capsid self-assembly,

with azimuthally-dependent inter-capsomer potentials and

elastic contacts. With more realistic energy parameterization

based on molecular structure data, one can revise numerically

the capsid self-assembly for different shell morphologies

(spherical, icosahedral, octahedral) and environmental con-

ditions ([salt], pH). Optimal capsomer arrangements follow

from minimization of the sum of interaction and deformation

energies. The elastic penalties of dihedral out-of-plane deforma-

tions and azimuthal in-plane capsomer rotations are to be

accounted for. Sampling of assembled conformations can

hopefully produce an optimal viral structure.

The elastic properties of empty shells can later be addressed

by the theory, both for highly and weakly charged shells. One

can anticipate for instance smaller elastic constants for the

shells with pronounced polymorphic behavior. The impact

of tightly packed ds-DNA and loosely confined ss-RNA

onto elastic stiffness of full virions upon their squeezing is

important to tackle as well. Intuitively, capsids with a larger

electric charge have to be harder to bend and buckle. All

these speculations remain to be validated by theoretical and

computational modelling,457–460 and probably checked in

future experiments.

One technique for a comparative analysis of protein–protein

contacts is mutation experiments. A number of experimental

studies revealed that a substitution of amino acids along the

contact of capsomer proteins can impair the infectivity

of some viruses,461,462 including destabilizing mutations.

Interactions of amino acids across such chemically

modified capsomers’ interfaces often involve a tunable ES

component.463,464 Understanding of its implications is

important for rational design of viral capsids with particular

physico-chemical properties, used in modern medicine as

nano-containers for drug and gene delivery purposes.

13. Conclusions

In this perspective, we focused on recent developments

and new viewpoints on ES effects for a number of biological

DNA-related systems. Several experimental achievements and

DNA-related phenomena discovered in the last years are

overviewed, which challenge theoretical and computational

modelling. In the course of presentation, as the systems

become more complex, it is progressively harder to unravel

the physical principles behind their functioning. Some analytical

insights from our recent developments are discussed, that

uncover the general principles behind charge-mediated

DNA–DNA, DNA–protein, and NCP–NCP interactions.

The PE models of DNA and statistical analysis of structure

information on proteins have also been applied to some

nanotechnology applications, principles of bio-molecular

DNA–protein recognition, and self-assembly.

Despite inherent limitations of mean-field PB-like theories

of DNA, the biophysical approaches developed often enabled

us to rationalize the system’s structural properties as dictated

by intermolecular forces. The conceptual frameworks

proposed in the paper allowed us to anticipate the physical

effects in DNA-related systems that are still too large for

modern ab initio computer simulations. Clearly, more work

is to be done to achieve a quantitative understanding of all

these complex phenomena. In particular, the behavior of inter-

connected NCPs in chromatin fibers, DNA packaging in

phage heads, and self-assembly of viral shells feature lots of

important biological details to be incorporated in future

theoretical models.

Abbreviations

ES electrostatic

HB hydrogen bond

PE polyelectrolyte

PB Poisson–Boltzmann

PEG polyethylene glycol

DH Debye–Hückel

EM electron microscopy

AFM atomic force microscopy

bp base pair

kbp kilo base pair

[DNA] DNA concentration

[salt] salt concentration

ds double stranded

ss single stranded

CL cationic lipids

LC liquid-crystalline

GNP gold nano-particle

hom homologous

NCP nucleosome core particle

PDB Protein Data Bank

VDB Viper Data Bank
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347 F. Mühlbacher, et al., Europhys. Lett., 2006, 73, 135.
348 N. Korolev, et al., Adv. Colloid Interface Sci., 2010, 158, 32.
349 Y. Yang, A. P. Lyubartsev, N. Korolev and L. Nordenskiold,

Biophys. J., 2009, 96, 2082.
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