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Abstract

Load frequency control (LFC) scheme of modern power systems tends to employ open communication networks to transmit con-
trol/measurement signals, which makes the LFC scheme more vulnerable to cyber-attacks such as a denial-of-service (DoS) attack.
The DoS attack prevents signal transmission and degrades the performance of or even results in instability in the LFC scheme. This
paper proposes a switching system-based approach to the LFC scheme of a multi-area power system that is resilient to DoS attacks.
After modelling the LFC scheme under DoS attacks as switching subsystems based on the duration of DoS attacks, a new stability
criterion in terms of the duration and frequency of DoS attacks is developed. The derived criterion can be used to calculate the
maximum duration and frequency of DoS attacks that the LFC system with a given proportional-integral (PI)-type controller can
tolerate and to determine the control gains of the PI-type controller for a given duration and frequency of DoS attack. Moreover,
a resilient LFC scheme is proposed based on a dual-loop communication channel equipped with the designed PI controller. The
effectiveness of the proposed LFC scheme is evaluated on a traditional three-area power system and a deregulated three-area power
system under DoS attacks.
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1. Introduction

As one of the most essential operational functions of power
systems, load frequency control (LFC) is widely used for fre-
quency regulation (Kudur [1994], Sharma et al. [2019]). In an
interconnected power system, the main objective of LFC is to
restore the balance between load and generation in each control
area (Khodabakhshian et al. [2008], Jiang et al. [2012]). The
configuration of power system becomes complex with the ad-
vancement and usage of distributed generators, and the conven-
tional power system is evolving towards a deregulated and com-
petitive power system (Shayeghi et al. [2009]). The changes in
the power system introduce new challenges to the operation of
LFC system. The primary problem is the stability of the LFC
system under an open communication network (Zhang et al.
[2013a]), which is investigated in this paper. In addition, un-
certainties and low inertia due to the intermitted and uncertain
generation of renewable energy sources (Alhelou et al. [2018])
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and the high penetration of renewable energy sources(Shang-
Guan et al. [2020]), respectively, are challenges.

Traditionally, an LFC scheme employs dedicated channel-
s to transmit control signals and measurements (Zhang et al.
[2013b]). However, with the existence of geographically dis-
tributed generators and the increased competition among third
party or bilateral contracts in a modern electricity market, an
open communication infrastructure has been suggested for the
LFC scheme to support the increasingly decentralized proper-
ty of control services (referring to Shayeghi et al. [2007] and
Jin et al. [2019]). However, the use of information and com-
munication technologies in the power system makes the system
more vulnerable to various network attacks, as reported in Teu-
mim [2010]. Such attacks may have a serious impact on power
system stability and even social stability. Typical cases include
when the management system of supervisory control and da-
ta acquisition distribution in Ukraine was attacked by a foreign
attacker, as noted in Lee et al. [2016], and when an Iranian nu-
clear power station at Natanz was attacked by the StuxNet virus,
as reported in Farwell et al. [2011]. The Ukrainian blackout af-
fected approximately 225, 000 customers, while the attacks in
Iran resulted in 60% of the hosts being damaged. Therefore,
it is urgent to address the adverse effects caused by network
attacks with an effective LFC scheme.

A denial-of-service (DoS) attack is a network attack. The at-
tack corrupts availability by blocking the transmission medium,
which results in the loss of useful information. To date, manyEmail address: ljiang@liv.ac.uk (Lin Jiang) 



researchers have applied significant effort to the LFC scheme
regarding defence against DoS attacks. Regarding DoS attack-
s as networked induced sent disturbances, some robust LFC
schemes for interconnected power systems have been develope-
d in Zhang et al. [2013a], Liu et al. [2016], Saxena et al. [2017]
and Alhelou et al. [2019]. Zhang et al. [2013a] proposed a
delay-dependent H∞ LFC scheme so that the scheme can with-
stand certain time delays caused by data packet dropout and/or
disordering in communication channels. Liu et al. [2016] and
Saxena et al. [2017] presented a robust distributed model pre-
dictive control-based LFC scheme against power system dy-
namic uncertainties. Additionally, an unknown input functional
observer-based optimal LFC approach was introduced to handle
network attacks in Alhelou et al. [2019]. However, such robust
schemes did not consider the detailed model of a DoS attack in
the design of the LFC scheme.

Different from the above schemes, some literature has sug-
gested the introduction of DoS attacks into the modeling of
LFC schemes. For example, by modelling DoS attacks as a
switching on/ off event of a switch system, Liu et al. [2013]
proved that the existence of DoS attacks makes the dynamics
of a power system unstable, including convergence and steady-
state errors. By considering the effect of energy-limited DoS
attacks, Peng et al. [2016] designed a resilient event-triggered-
based LFC scheme that allows a degree of packet loss from DoS
attacks. Further work can be found in Zhou et al. [2019] and Liu
et al. [2019]. Cheng et al. [2020] noted that both studies in Liu
et al. [2013] and Peng et al. [2016] employ a single loop LFC
scheme without additional control, and thus, a resilient design
of an additional control law for a multi-area power system is
proposed. However, the above methods focus on the stabili-
ty analysis of the LFC scheme, considering only the durations
of the DoS attacks. The useful and significant information of
DoS attacks, the attack frequency, has not yet been introduced
in the design of an LFC scheme. As reported in Help Net Se-
curity [2018], the distributed DoS attack frequency experienced
40% year-on-year growth in 2018 according to Corero Network
Security. Therefore, both the frequency and duration of DoS at-
tacks need to be considered in the LFC.

For this, Shang-Guan et al. [2020] investigated the stability
and controller design of LFC for a simple single area power
system under DoS attacks. However, the modeling and anal-
ysis method of a single-area power system is only applicable
to situations where the entire power system is regarded as a
control region, such as an independent small power grid or an
isolated power grid. Additionally, modern power systems are
often interconnected and controlled through different control
areas. In a single-area power system, maintaining frequency
at a prescribed value is the only goal of LFC, while except for
the frequency, the power exchanges through tie lines between
different areas also need to be maintained at a prescribed value
in a multi-area power system (Pandey et al. [2013]). Moreover,
from the single-area power system to the multi-area power sys-
tem, the dimensions of the system have increased significantly,
and there are also inter-area coupling connections. This great-
ly increases the difficulty of modelling and design. Therefore,
extending the research scheme of a single-area power system

in Shang-Guan et al. [2020] to a multi-area power system rep-
resents a more realistic power system situation and also exists
more challenges.

Most importantly, a resilient LFC scheme should be able to
defend against a serious DoS attack. However, most of the
above proposed schemes can only withstand a certain level of
DoS attack according to stability analysis, for example Peng
et al. [2016]. For this purpose, a deep auto-encoder extreme
learning machine algorithm was introduced in Li et al. [2019]
to predict and supplement lost data and thus to ensure the nor-
mal operation of the LFC system. Such a scheme, however, re-
quires numerous computing spaces to predict the lost data based
on historical frequency records. Additionally, the scheme exe-
cutes actions for any DoS attack, and thus wastes communica-
tion and computing resources and lacks of flexibility. Peng et al.
[2016] employed a dual-loop communication network, includ-
ing a main channel and a standby channel, for the LFC scheme.
When the main channel suffers a serious DoS attack, the main
channel is switched to the standby channel. However, the attack
frequency has not been investigated in this work. Therefore,
how to design a resilient LFC scheme, that can defend against
certain levels of duration and frequency in DoS attacks and can
execute extra actions to face some serious DoS attacks has not
been fully investigated. This motivates this research effort.

Based on the above discussion, this paper investigates a
switching system-based resilient LFC scheme for a multi-area
power system against DoS attacks. The originality and contri-
butions of this paper can be summarized as follows:

1) The LFC of a multi-area power system is divided into dif-
ferent switching subsystems based on different durations of
DoS attacks. With the aid of the connection between adja-
cent subsystems, the switching system-based LFC scheme
model is established.

2) Based on Lyapunov stability theory, a novel stability condi-
tion for a switching system-based LFC scheme for a multi-
area power system is proposed in terms of the duration and
frequency of DoS attacks. The proposed criterion fully con-
siders the attack frequency. This is different from the exist-
ing methods in Peng et al. [2016] and Cheng et al. [2020],
which consider only the attack duration.

3) Based on the linear matrix inequality (LMI) technique, the
margins of the duration and frequency of a DoS attack for
an LFC scheme with a given proportional-integral (PI)-type
controller can be derived from the stability condition. Addi-
tionally, the PI-type controller gains of the LFC scheme can
be determined under a given frequency and duration of DoS
attack.

4) A resilient LFC scheme to defend against DoS attacks is
proposed for a multi-area power system. The scheme is e-
quipped with a dual-loop communication network including
the main and standby channels, where the designed PI con-
troller is installed. When the duration and frequency of DoS
attack detected by the main channel exceed the scheduled
values obtained for the stability condition, the main com-
munication channel is switched to the standby channel to
mitigate the impact of the serious DoS attack.
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The remainder of this paper is organized as follows. Sec-
tion 2 presents the switching LFC system model for a multi-
area power system. Section 3 proposes stability analysis and
controller design methods of the LFC scheme, and introduces
a DoS attack defence LFC scheme. In Section 4, case studies
based on a traditional three-area power system and a deregu-
lated three-area power system under DoS attacks are shown to
verify the effectiveness of the proposed scheme. The conclu-
sion is given in Section 5.

2. Switching LFC Model for Multi-Area Power System Un-
der Decentralized Control Strategy
This section introduces a switching LFC model for a multi-

area power system. To simplify the LFC design, the decentral-
ized control strategy is applied. Additionally, the exchange of
tie-line power in each area is regarded as a disturbance. That is,
only the local system information is related to the design LFC
scheme in every control area, and the LFC scheme design for
a multi-area power system can be treated as a repetitive LFC
scheme design for a single area power system. Therefore, at
first, a linear LFC model for a single control area in a multi-
area power system is introduced under an open communication
network. Then, a detailed description of modelling a switching
LFC model is illustrated under DoS attacks.

2.1. Modelling for multi-area power system
A multi-area power system includes N subareas, and these

subareas are interconnected by tie-lines. Each subarea has a
similar structure, including governor, turbine, rotating mass
and load, controller, and double-loop communication network.
For a modern power system under a deregulated environmen-
t, the power system comprises generation companies(Gencos)
and distribution companies (Discos). Each Genco can contract
with various Discos located in or out of the area to which the
Genco belongs. These bilateral contracts are visualized by an
augmented generation participation matrix (AGPM) Shayeghi
et al. [2006]. For an LFC scheme under a deregulated environ-
ment including p Discos and q Gencos in the ith control area,
the AGPM is given by

AGPM =


AGPM11 · · · AGPM1N

...
. . .

...
AGPMN1 · · · AGPMNN

 (1)

where

AGPMi j =


LPsi+1,z j+1 · · · LPsi+1,z j+p

.

.

.
. . .

.

.

.
LPsi+q,z j+1 · · · LPsi+q,z j+p


with si = q(i − 1) and z j = p( j − 1). LPi j shows the partici-
pation factor of Genco i in the total load following requirement
of Disco j based on the possible contracts. As shown in Fig.
1, the dotted lines in v1i, v3i and v4i show the new load de-
mand signals related to the possible bilateral contracts. The
details are as follows: v1i = ∆PLi + ∆Pdi =

∑p
j=1 ∆PL j−i +∑p

j=1 ∆PUL j−i, v3i =
∑N

k=1,k,i ∆Ptie,ik,sch, ∆Ptie,ik,sch =∑q
j=1

∑p
t=1LPsi+ j,zk+t∆PLt−k −

∑q
j=1

∑p
t=1LPsk+ j,zi+t∆PLt−i vT

4i =[
v4i,1 · · · v4i,k · · · v4i,q

]
, v4i,k =

∑N
j=1

∑p
t=1LPsi+k,z j+t∆PLt− j, and

∆Pmk−i = v4i,k + αki
∑p

j=1 ∆PUL j−i, where ∆PLi and ∆Pdi are
the total contracted and un-contracted demands in subarea i,
respectively; ∆PL j−i and ∆PUL j−i are the contracted and un-
contracted demands of Disco j in subarea i, respectively;
∆Ptie,ik,sch is the scheduled tie-line power exchange between
subareas i and k; and ∆Pm,k−i is the desired total power gen-
eration of Genco k in subarea i.

Then, we assume that all generators are equipped with a non-
reheat turbine. Treating v1i, v2i, v3i and v4i as disturbances in
the LFC scheme, we can express the LFC state-space model of
subarea i as follows (Zhang et al. [2013a]):{

˙̄xi(t) = Āi x̄i(t) + B̄iui(t) + F̄iω̄i(t)
ȳi(t) = C̄i x̄i(t)

(2)

where

x̄T
i =

[
∆ fi ∆Ptie−i ∆Pm1i · · · ∆Pmqi ∆Pv1i · · · ∆Pvqi

]
ui = ∆Pci, ω̄i = [v1i; v2i; v3i; v4i] , ȳi = ACEi

Āi =

[ A11i A12i 0
0 A22i A23i

A31i 0 A33i

]
, F̄i =


− 1

Mi
0 0 0

0 −2π 0 0
0 0 0 0
0 0 0 −A33i


B̄i =

[ 0
0

B3i

]
, A11i =

 −
Di
Mi

− 1
Mi

2π
∑Ni

j=1, j,i Ti j 0


A12i =

[
1

Mi
· · · 1

Mi
0 · · · 0

]
, B3i =

[
α1i

Tg1i
· · ·

αqi

Tgqi

]
, C̄i = [βi 1 0 0]

A22i = −A23i = diag
{
−1

Tch1i
· · ·
−1

Tchqi

}
, v2i =

N∑
j=1, j,i

Ti j∆ f j

A31i =

[
−1

RTg1i
· · · −1

RTgqi

0 · · · 0

]T

, A33i = diag
{
−1
Tg1i
· · ·
−1
Tgqi

}
and ∆ fi,∆Pmki,∆Pvki and ∆Pci are deviations of frequency, gen-
erator mechanical output, valve position, and control input in
subarea i, respectively; βi, Mi,Di,Tgki,Tchki,Rqi and αki repre-
sent the frequency bias factor, moment of inertia of the gen-
erator unit, generator unit damping coefficient, time constan-
t of the governor, time constant of the turbine, speed droop
and participation factor for generator k in subarea i, respec-
tively; ∆Ptie−i represents the tie-line power exchange; Ti j is
the tie-line synchronizing coefficient between subareas ith and
jth; and ACEi represents the ACE of the ith area of the pow-
er system and is the linear combination of ∆ fi and ∆Ptie−i, i.e.,
ACEi = βi∆ fi + ∆Ptie−i.

Different from the deregulated LFC scheme, a tradition-
al LFC scheme does not require contracts between Gencos
and Discos. Therefore, the LFC structure in the tradition-
al power system is represented by Fig. 1 without the dotted
lines in v1i, v3i and v4i. Therefore, the main difference be-
tween the traditional and deregulated LFC schemes is w̄i(t) and
F̄i. In the traditional LFC scheme, w̄i(t) = [∆Pdi; v2i] and

F̄i =

[
− 1

Mi
0 0 0

0 −2π 0 0

]T

. The balance point’s inner stabil-

ity of the system (2) is equivalent to the origin’s stability with
ω(t) = 0. Thus, the state-space model of subarea i studied in
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Figure 1: Structure of the ith control area of LFC scheme for a multi-area power system.

this paper can be summarized as follows{
˙̄xi(t) = Āi x̄i(t) + B̄iui(t)
ȳi(t) = C̄i x̄i(t)

(3)

2.2. Modelling for LFC under DoS attacks

The control action ui(t) in system (3) is implemented over a
sensor/acuator network. We assume that the sensor and actua-
tor are periodically time-triggered, while the controller is event-
triggered when sensor data are received. The control signal is
sampled using a zero-order holder device. kT k=0,1,2··· with sam-
pling period T of the sensor represents the sequence of time
instants at which it is desired to update the control action. In
the ideal situation where data can be sent and received at any
desired instant of time, the ideal control input applied to the
process is given by

ui(t) = Ki x̄i(kT ) (4)

where Ki is the controller gains.

2.2.1. DoS attacks
DoS attack is a cyber-attack, in which the perpetrator seeks to

make a machine or network resource unavailable to its intend-
ed users by temporarily or indefinitely disrupting the services
of a host connected to the Internet. In a sampled-data control
system, DoS attacks are referred to as the phenomenon that pre-
vents sampled data from being transmitted to the intended users
at each sampling time kT . Assume that the system is subjected
to a DoS attack as shown in Fig. 2. The DoS attack is repre-
sented by the attack duration and the attack frequency based on
Assumption 1 and Assumption 2, respectively.

Figure 2: Time slots of a sampled-data system with DoS attacks

Assumption 1: For a sampled-data system with a sam-
pling period T , the system is subjected to a DoS attack under
[kT, (k + m)T ) with m ∈ {1, 2, · · · ,mmax} and the sampled data
at sampling time {kT, (k + 1)T, · · · , (k + m − 1)T } is prevented

from being transmitted. Then, the durations of this attack are
defined as mT , and mmaxT is the largest of the durations.

Assumption 2: During a certain time period, `1 is the num-
ber of DoS attacks on the system, and `2 is the number of nor-
mal transmissions without DoS attacks. Then, the frequency of
DoS attacks is defined as `1

`1+`2
over this period.

2.2.2. LFC model with DoS attacks
In the LFC scheme, DoS attacks are referred to as the phe-

nomenon that prevents (4) from being executed at each desired
time kT . We assume that a case of DoS attack simultaneously
affecting both measurement and control channels is considered,
which means that data can neither sent nor received in the p-
resence of the DoS attack. When the system is under a DoS
attack, the ideal control input ui(t) of the actuator cannot be
guaranteed to be updated in a timely manner. Assume that the
actuator executes the input ui(kT ) when the DoS attacks end
during [kT, (k + m)T ).

Considering the influence of DoS attacks on the updating of
the actuator, a new sampling time t0, t1, · · · , tl, l = 0, 1, 2 · · ·
is defined as the updated time of the controller signals. Then,
the new sampling period of system (3) is hk = tk+1 − tk = mT
with m ∈ {1, 2, · · · ,mmax} and k = 0, 1, 2 · · · . Then, the LFC
state-space model (3) of subarea i can be rewritten as follows:{

˙̄xi(t) = Āi x̄i(t) + ηB̄iui(tk) + (1 − η)B̄iui(tk−1)
ȳi(t) = C̄i x̄i(t) t ∈ [tk, tk+1) (5)

where, η = 0 or 1, η = 0 denotes that the system is subjected to
DoS attacks, and η = 1 denotes that the system is not subject-
ed to DoS attacks. To alleviate the impact of DoS attacks, we
reconstruct the LFC system model in terms of the execution pe-
riod of the actuator. Assume that T0 = 1

n T with n = 1, 2, 3, · · ·
and T0 is the execution period of the actuator. Then, the sam-
pling period of system (5) is mnT0. The detailed time slots un-
der DoS attacks are shown in Fig. 3. From this diagram, it can
be seen that two control signals u (tk−1) and u (tk) exist simul-
taneously in the time interval of hk. Assume the durations of
the two control signals are $1(k)T0 and $0(k)T0, respectively.
That is hk = $1(k)T0 +$0(k)T0 = mnT0.Then system (5) can be rewritten the following discrete mod-
el. {

x̄i (tk+1)=Āi(hk)x̄i(tk)+B̄i (hk) ui (tk)+B̄i(hk−1)ui(tk−1)
ȳi(tk) = C̄i x̄i(tk) (6)
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Figure 3: Time slots of an LFC process under DoS attacks

where Āi (hk) = eĀihk , B̄i (hk) =
∫ hk

$1(k)T0
eĀi sB̄ids, B̄i (hk−1) =∫ $1(k)T0

0 eĀi sB̄ids. Defining Āoi=eĀiT0 , B̄oi=
∫ T0

0 eĀi sB̄ids, we can
obtain Āi (hk) = Āmn

oi , B̄i (hk) =
∑mn−1

j=$1(k) Ā j
oiB̄oi, and B̄i (hk−1) =∑$1(k)−1

j=0 Ā j
oiB̄oi. Then, system (6) is equivalent to
x̄i (tk+1) = Āmn

oi x̄i (tk) +
∑mn−1

j=$1(k) Ā j
oiB̄oiui (tk)

+
∑$1(k)−1

j=0 Ā j
oiB̄oiui (tk−1)

ȳi(tk) = C̄i x̄i(tk)
(7)

In the above model, $1(k) can take different values from an in-
tegral set {0, 1, 2, · · · ,mmaxn} to make the system (7) exist in d-
ifferent forms under sampling period hk. Taking σ (tk) = $1(k)
as a switching signal under interval [tk, tk+1), we can rewrite the
above system as the following switching system model.

S oi−σ(tk):
{

x̄i (tk+1)= Āmn
oi x̄i (tk)+B̄oi−σ(tk)ui (tk) + ˆ̄Boi−σ(tk)ui (tk−1)

ȳi(tk) = C̄i x̄i(tk)
(8)

where B̄oi−σ(tk) =
∑mn−1

j=$1(k) A j
oiB̄oi and ˆ̄Boi−σ(tk)=

∑$1(k)−1
j=0 Ā j

oiB̄oi,
and σ (tk) = {0, 1, 2, · · · ,mmaxn}. Note that if σ (tk) = 0,
the subsystem is not subjected to DoS attacks, and addition-
ally, B̄oi−0 =

∑n−1
j=0 A j

oiB̄oi and ˆ̄Boi−0 = 0. Moreover, when
σ (tk) = mn, the subsystem is subjected to DoS attacks dur-
ing the duration of mnT0 with m ∈ M, and now B̄oi−mn = 0 and
ˆ̄Boi−mn =

∑mn−1
j=0 Ā j

oiB̄oi.
Under the impact of switching law σ (tk), assume the subsys-

tem with σ (tk) = 0, meaning it is not subjected to DoS attacks,
is stable. When σ (tk) = 1, 2, · · · , the system becomes more
unstable. Assume that the total activation numbers of stable
and unstable subsystems over [t0, tk) are denoted n0 and Σmn

j=1n j,
respectively, where nσ(tk) represents the activation number of

subsystem σ(tk) over [t0, tk). fu =
Σmn

j=1n j

n0+Σmn
j=1n j

denotes the exist-
ing frequency of the unstable subsystems; then, the frequency
of the stable subsystem is 1 − fu. Combining the definition of
the DoS attack frequency, we regard the existing frequency fu
of unstable subsystems as the DoS attack frequency.

Finally, choose the following PI-type controller:

ui(tk) = −KPiȳi(tk) − KIi

∫
ȳi(tk) (9)

where KPi and KIi are the proportional gain and integral gain,
respectively.

Redefining xi(t) =
[
x̄T

i (t)
∫ t

0 ȳT
i (s)ds

]T
and yi(t) =[

ȳT
i (t)

∫ t
0 ȳT

i (s)ds
]T

and then combining the system (8) and
control law (9), we obtain the closed switching system for the

LFC scheme of subarea i as follows:

S ciσ(tk) :
{

xi (tk+1) = Ai−σ(tk)xi (tk) − Bi−σ(tk)xi (tk−1)
yi(tk) = Cixi(tk) (10)

where Ai−σ(tk) = Āmn
oi − B̄oi−σ(tk)KiCi, Bi−σ(tk) = ˆ̄Boi−σ(tk)KiCi,

Ki = [KPi KIi], Ci =

[
C̄i 0
0 1

]
, and Āi and B̄i are changed to

Āi =


A11i A12i 0 0

0 A22i A23i 0
A31i 0 A33i 0
βi 1 0 0

 , B̄i =


0
0

B3i
0

 .
3. Design of The Resilient LFC Scheme with DoS Attacks

In this section, a resilient design method of the LFC scheme
for a multi-area power system with DoS attacks is introduced.
The schematic diagram of the proposed scheme is shown in Fig.
4. The scheme is equipped with a dual-loop communication
network including the main (S1) and the standby (S2) channel-
s. The resilience to DoS attacks is revealed in two parts. The
first part is that the LFC centre installs a designed PI controller
that can withstand a certain degree of DoS attack. The second
part is the switch of the communication channel. When the du-
ration and frequency of the DoS attack detected by channel S1
exceed the preset values of duration and frequency, channel S1
is switched to channel S2 to mitigate the impact of the serious
DoS attack. To achieve the aims of the proposed scheme, an
exponential stability criterion that considers the frequency and
duration of DoS attacks and the updating period of ACE is first
presented to ensure the stability of the LFC scheme. Then, a
theorem of controller design is proposed based on the above
stability condition. Finally, a design procedure for the resilient
LFC scheme is described.

Figure 4: Schematic diagram of the proposed LFC scheme resilient to DoS
attacks

3.1. Exponential stability criterion of LFC scheme with DoS
attacks

Zhang et al. [2008] stated that the switching system allows
both stable and unstable subsystems to exist simultaneously. As
long as the frequency of the unstable subsystem is not greater
than an upper bound, switching system (10) can be guaranteed
to be stable. When the system is subjected to DoS attacks with
mnT0 durations, assume that system (10) has one stable sub-
system with switching signal σ (tk) = 0 and has mn unstable
subsystems with σ (tk) = {1, 2, · · · ,mn}. Then, we can derive
the following theorems.
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Theorem 1. Considering system (10), given the PI controller
gains Ki = [KPi KIi], sampling period of the actuator T0,
sampling period of the sensor T = nT0, maximal duration of
DoS attacks mT, exponential decay rate of stable subsystem
λ0 with σ (tk) = 0, exponential decay ratesof unstable sub-
system λp|p ∈ {1, 2, · · · ,mn} with σ (tk) = {1, 2, · · · ,mn} and
λb = max(λp), and prescribed scalars µ ≥ 1 and λ < 1 with
λ0 < λ < λb, if there exist appropriate matrixes P j ≥ 0, Q j ≥ 0,
and j ∈ {0, 1, 2, · · · ,mn} such that the following inequalities
hold

Ξ j =

[
AT

i− jP jAi− j − λ
2
j P j + Q j AT

i− jP jBi− j

BT
i− jP jAi− j BT

i− jP jBi− j − λ
2
j Q j

]
< 0

(11)

Pα ≤ µPβ,Qα ≤ µQβ, α, β ∈ {0, 1, 2, · · · ,mn} (12)

fu ≤
ln λ − ln λ0

ln λb − ln λ0
(13)

ln µ
2 ln(1/λ)

< Ta (14)

where Ta is the average dwell time as defined in Lemma 4 in
Appendix A, then system (10) is exponentially stable with an
exponential decay rate of ρ (λ,Ta) = λµ1/(2Ta).

The proof is shown in Appendix A.

Remark 1: In a real power system, the average dwell time
Ta cannot be determined in advance due to the variation in DoS
attacks. However, based on the definition of Ta in Lemma 4, we
can obtain Ta > T . Therefore, if the following inequality holds

ln u
2 ln(1/λ)

< T (15)

then it can guarantee inequality (14) holds no matter how the
DoS attacks change.

Theorem 1 provides a condition to evaluate the stability of
the LFC system. This condition fully considers the updating
period of ACE signals and the frequency and duration of DoS
attacks. To analyse the stability margin of the DoS attack fre-
quency and duration, Algorithm 1 is introduced to find the max-
imum attack frequency for a given PI controller and known
maximum attack duration.

Remark 2: DoS attacks are often considered as transmission
delays and then analysed by using the time-delay system the-
ory, as stated in Zhang et al. [2013b]. However, this method
does not fully consider the uncertainties of DoS attacks, that
is, the frequency of attacks and the uncertainty in the duration
of the attacks. Moreover, to analyse the margin of the time
delay, transmission delays are assumed to always exist in the
communication channel. However, the signal transmission is
not always affected by DoS attacks, and DoS attacks are not
always in the most severe state. Therefore, compared with the
method in Zhang et al. [2013b], the method proposed in this
paper, which takes into account the frequency and duration of
DoS attacks, can more accurately analyse the impact of DoS
attacks on system stability and design an effective LFC scheme
against DoS attacks.

Algorithm 1: Find maximum attack frequency fumax

Step 1: Preset system parameters Āi, B̄i, sampling periods T0 of actuator
and T = nT0 of sensor, largest attack duration mmaxT , scalar µ, and
λ0 = 0.05. Initialize fumax = 0

Step 2: While (λ0 < 1)
For k=1:mmaxn

Set λmin = 1, λmax = 10, λac = 0.001, ρ = 0.
while (λmax − λmin ≥ λac)
λk = (λmin + λmax)/2

For j=1:k
Obtain LMIs (11) and (12) under λ j.
End

If LMIs hold, λmax = λk , ρ = 1; else λmin = λk .
End
If ρ = 1, save λk = λmax; else, break.

End
If ρ = 1, λb = max{λk , k = 1, 2, ...,mmaxn}, then based
on (13) and (15) , calculate fu, λ.
If fu > fumax , set fumax = fu and save λ, λ0.
Clear array λk and set λ0 = λ0 + 0.05.

End
Step 3: Output fumax , λ, λ0.

3.2. Controller design for LFC scheme with DoS attacks

When PI controller Ki in system (10) is unknown, Theo-
rem 1 is no longer an LMI-based condition due to a product of
AT

i− jP jAi− j. To develop the gains of controller Ki, the following
Theorem 2 is constructed.

Theorem 2. Considering system (10), given sampling peri-
od of the actuator T0 , sampling period of the sensor T =

nT0, maximal duration of DoS attacks mT, exponential de-
cay rate of stable subsystem λ0 with σ (tk) = 0, exponential
decay rates of unstable subsystem λp|p ∈ {1, 2, · · · ,mn} with
σ (tk) = {1, 2, · · · ,mn} and λb = max(λp), and prescribed s-
calars µ ≥ 1 and λ < 1 with λ0 < λ < λb, if there exist appro-
priate matrices X, Υ, R j ≥ 0, S j ≥ 0, j ∈ {0, 1, 2, · · · ,mn}, such
that (13), (15) and the following inequalities hold

−λ2
jR j + S j 0 XT ĀT

oi− j + ΥT B̄T
oi− j

∗ −λ2
jS j ΥT ˆ̄BT

oi− j
∗ ∗ −X − XT + R j

 < 0 (16)

Rα ≤ µRβ, S α ≤ µS β, α, β ∈ {0, 1, 2, · · · ,mn} (17)

then system (10) is exponentially stable with an exponential de-
cay rate of ρ (λ,Ta) = λµ1/(2Ta), and the PI controller gains can
be calculated by

Ki = ΥX−1CT
i (CiCT

i )−1 (18)

The proof is given in Appendix B.

To design a resilient LFC scheme, we want the designed PI
controller to tolerate the maximal margins of attack frequency
and duration. However, if the values of the exponential decay
rate λ j are artificially selected, it is not guaranteed that the de-
signed controller can tolerate the maximal frequency and dura-
tion of DoS attacks. Here, similar to Algorithm 1, the desired
controller can be developed by finding a maximum attack fre-
quency. The corresponding Algorithm 2 is presented as follows.
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Algorithm 2: Find resilient controller Ki

Step 1: Preset system parameters Āi, B̄i, Ci, sampling periods T0 of actua-
tor and T = nT0 of sensor, largest attack duration mmaxT , scalar µ,
and λ0 = 0.05. Initialize fumax = 0

Step 2: While (λ0 < 1)
For k=1: mmaxn
λmin = 1, λmax = 10, λac = 0.001, ρ = 0.
while (λmax − λmin ≥ λac)
λk = (λmin + λmax)/2

For j=1:k
Obtain LMIs (16) and (17) under λ j.
End

If LMIs hold, λmax = λk , ρ = 1, and calculate
K̄i = ΥX−1CT

i (CiCT
i )−1; else, λmin = λk .

End
If ρ = 1, save λk = λmax and K̄i; else, break.

End
If ρ = 1, λb = max{λk , k = 1, 2, ...,mmaxn}, then based
on (18) and (20), calculate fu, λ.
If fu > fumax , set Ki = K̄i, fumax = fu, and save fu, λ, λ0.
Clear array λk and set λ0 = λ0 + 0.05.

End
Step 3: Output Ki, fumax , λ, λ0.

3.3. Design of the resilient LFC scheme for a multi-area power
system under DoS attacks

In this subsection, we introduce an algorithm to present the
design of a resilient LFC scheme for a multi-area power system
under DoS attacks. The details are shown in Algorithm 3. To
explain the procedure of the application of this algorithm, a flow
chart is also shown in Fig. 5.

Algorithm 3: Design resilient LFC scheme for multi-area power system

Step 1: Divide the power system into N control areas. Preset system pa-
rameters Āi, B̄i and Ci with i = 1, 2, ...,N.

Step 2: Based on Algorithm 2, design PI controllers in each control area,
and record the corresponding maximum attack duration mmax−i and
frequency fu−i that controllers can tolerate in each control area.
Then, equip the designed controllers to each control area.

Step 3: Install a double looped communication network in power system.
Step 4: A time-stamped technique is deployed to detect whether the trig-

gered packet is lost or not. During a certain period, detect and
record the real maximum duration mr−i and frequency fr−i of pack-
et loss.

Step 5: Compare mr−i and fr−i with mmax−i and fu−i respectively. If mr−i ≤

mmax−i and fr−i > fu−i, or mr−i > mmax−i, the communication
channel is switched from the main channel to the standby channel.
Also, an alarm is triggered. When mr−i ≤ mmax−i and fr−i ≤ fu−i,
the communication channel is switched to the main channel.

Remark 3: A dual-loop communication network is suggested
to be installed into the power system to improve the reliability
of the LFC scheme. Assume that the main channel and the s-
tandby channel are set exactly the same, and data are simultane-
ously transmitted over both channels. Also, assume that the two
channels can switch seamlessly when the main channel suffers
severe DoS attacks.

Remark 4: A time-stamped technique (referring to Peng et al.
[2016]) is used to detect information about DoS attacks. The
time-stamped technique can analyse the system data packet loss
due to the impact of DoS attacks and then obtain information
about the duration and frequency of DoS attacks. In addition,
information on DoS attacks can be obtained by evaluating the

feedback data from the field. For example, machine learning
algorithm (referring to Kumar et al. [2013]) is used to detect
the anomaly data, and then the information of DoS attacks can
be estimated by these anomaly data.

Figure 5: Procedure of application of the proposed LFC scheme resilient to
DoS attack

4. Case Studies

In this section, to illustrate the effectiveness of the proposed
approach, case studies have been carried out based on a tra-
ditional three-area power system and a deregulated three-area
power system. In each case, we focus on three aspects of the
proposed scheme, including the stability analysis, the controller
design, and the test of the DoS attack defence LFC scheme. The
details are as follows. The results of stability analysis and con-
troller design are calculated based on the MATLAB/YALMIP
toolbox, and the test of the DoS attack defence is simulated
based on the Simulink environment in MATLAB.

4.1. A traditional three-area power system

To illustrate the principle of the proposed method, first, a case
study is undertaken on a traditional three-area power system.
The detailed LFC structure is shown in Fig. 1 excluding the
dotted line connections, and its parameters are listed in Table
1 as reported in Zhou et al. [2019]. Moreover, we simulate the
system for load disturbances (in pu) in three areas as follows:
∆Pd1 =0.1,∆Pd2 = −0.08 t∈ [0, 100s)
∆Pd2 =0.006 sin(0.3t),∆Pd3 =0.1 t∈ [100s, 200s)
∆Pd1 =−0.02,∆Pd3 = −0.04 t∈ [200s, 300s]

(19)
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Table 1: Parameters of LFC scheme of the traditional three-area power system

Control Area Tch(s) Tg (s) R(Hz/pu) D(pu/Hz) M (pu·s) β (pu/Hz) α Ti j(pu/rad)
1 0.30 0.10 0.05 1.0 10 21.0 1.0 T12 = 0.20
2 0.40 0.17 0.05 1.5 12 21.5 1.0 T23 = 0.12
3 0.35 0.20 0.05 1.8 12 21.8 1.0 T13 = 0.25

4.1.1. Stability analysis
The stability of the LFC scheme is analysed in terms of the

attack frequency, attack durations and sampling periods. Due
to the usual update period of 2 − 4s in the LFC process in real
power system, we choose the sensor sampling period 2s, 3s, and
4s to analyse the stability.

Table 2: Acceptable frequencies of DoS attacks for different durations of DoS
attacks in Area 1 under different sampling periods

Duration 1T 2T 3T 4T 5T
T=0.002s 33.34% 14.12% 6.90% 3.95% 2.52%

T=0.2s 37.26% 15.71% 8.26% 5.28% 3.83%
T=2s 40.42% 21.96% 15.64% 12.64% 10.93%
T=3s 44.54% 25.94% 18.99% 15.64% 13.67%
T=4s 46.06% 28.18% 21.37% 17.89% 15.83%

Figure 6: Acceptable frequencies of DoS attacks in Area 1 for given PI con-
troller

First, for a given PI controller [KPi,KIi] = [0.1, 0.1] with
i = 1, 2, 3, the acceptable frequencies of DoS attacks of area 1
are calculated and listed in Table 2 based on Algorithm 1 with
n = 1 and µ = 1.001. For comparison with the proposed LFC
scheme in Peng et al. [2016], we give the results under smaller
sampling periods of T = 0.002s and 0.2s. The results for areas
2 and 3 are similar and omitted due to space limitations. To
analyse the data more intuitively, the results of area 1 are dis-
played as a bar chart in Fig. 6. It can be seen from the results of
Table 2 and Fig. 6 that the acceptable attack frequencies of the
given PI controller decrease with increasing maximum attack
duration. In addition, as the sampling period increases, the fre-
quency of DoS attacks that the controller can tolerate increases
under the unified attack duration. The results show that the pro-
posed method can simultaneously analyse the relationship be-
tween the duration and frequency of DoS attacks under smaller
or larger sampling periods. However, the method proposed in
Peng et al. [2016] can only analyse the relationship between the
attack duration and system stability. By substituting the system
parameters into the method in Peng et al. [2016], we obtain that
the maximum DoS attack duration is 4T under T = 0.002 s,
while the maximum DoS attack durations are shorter than 1T
under T ≥ 0.02 s. Therefore, with a larger sampling period,
the method in Peng et al. [2016] becomes unfeasible, while the
method proposed in this paper is still feasible. This illustrates

the effectiveness and superiority of the proposed method.

Figure 7: Relationship between the maximum attack frequencies and λ0 in three
areas under the sensor sampling period of T = 3s and the maximal attack dura-
tion of 1T

Figure 8: Maximum frequencies of DoS attacks in traditional three-area power
system for unknown PI controllers

Second, when the PI controllers are unknown, the maximum
acceptable attack frequencies are obtained by adjusting the ex-
ponential decay rate λ0 of the stable subsystem with switching
signal σ (tk) = 0. Specifically, we give the relationship between
the maximum acceptable frequencies and λ0 for three areas un-
der a sensor sampling period of T = 3s and maximal attack
duration of 1T , as shown in Fig. 7. From this figure, it can
be seen that with increasing λ0, the maximum attack frequen-
cies of the three areas increase first and then decrease. Area 2
reaches the maximum value at λ0 = 0.7, while areas 1 and 3
are maximized at λ0 = 0.75. In general, the results obtained
in the three areas are the same when λ0 ≥ 0.75, while the re-
sults of area 2 are the highest and the results of area 1 are the
lowest. The results under T = 1 s and T = 2 s are similar
and omitted due to space limitations. Through the repetition of
the above method, the results of the acceptable frequencies of
DoS attacks in three areas are developed based on Algorithm
2, which are listed in Table 3. Additionally, these results are
presented in Fig. 8 in a bar chart form. From these results, it
can be found that as the maximum duration of the DoS attack
increases, the maximum attack frequencies in the three areas
all decrease. Additionally, when the sampling period changes
from 2 s to 4 s, the maximum attack frequencies obtained in the
three area increase slightly. The maximum attack frequencies
in the three areas are almost the same under identical sampling
periods and attack durations. These results can be used to guide
the following controller design.
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Table 3: Acceptable frequency of DoS attacks for different durations of DoS attacks in traditional three-area power system under different sampling periods

Duration 1T 2T 3T 4T 5T
Period T=2s T=3s T=4s T=2s T=3s T=4s T=2s T=3s T=4s T=2s T=3s T=4s T=2s T=3s T=4s
Area 1 43.92% 46.06% 47.61% 25.16% 28.18% 30.07% 17.58% 21.31% 23.31% 13.95% 17.83% 20.00% 11.97% 15.76% 18.12%
Area 2 43.92% 47.61% 48.49% 25.16% 29.96% 31.42% 17.58% 23.22% 24.88% 13.95% 19.79% 21.54% 11.97% 17.78% 19.45%
Area 3 43.92% 46.06% 48.49% 25.16% 28.59% 31.24% 17.58% 21.59% 24.88% 13.95% 18.11% 21.45% 11.97% 15.99% 19.38%

4.1.2. Controller design
The updated period of measurements and control signals in

the LFC process is set to T = 3s. That is the sampling period
of the sensor of this system is 3 s. Additionally, the execution
period of the actuator in the LFC process is set to T0 = 1s,
which means that n = T/T0 = 3. Based on the above stability
analysis, to develop a maximum acceptable frequency for DoS
attacks, the PI controller gains are calculated by selecting the
exponential decay rates λ0 = 0.75, 0.7, 0.75 of the stable sub-
system in the three areas based on Algorithm 2. The obtained
controller gains in the three areas are K1 = [0.0741 0.1379],
K2 = [0.0893 0.1623], and K3 = [0.0741 0.1379], respectively.

Figure 9: Detailed diagram of DoS attacks, DoS1 and DoS2

Figure 10: Responses of system frequency deviation in three areas under two
DoS attacks and load disturbances

To validate the effectiveness of the proposed controller, as-
sume that two DoS attacks, as shown in Fig. 9, are applied
in each control area. In Fig. 9(a), the maximum duration of
the DoS attack (named DoS1) is 5T during a period of 300 s.
The frequency of DoS1 can be calculated by fu =

Σmn
j=1n j

n0+Σmn
j=1n j

=

9
9+(300−9×15)/3 = 14.06%. Similarly, these parameters are 3T
and 20.24%, respectively, in Fig. 9 (b) (called DoS2). The

three-area power system is tested under these two DoS attacks
and load disturbances (19). The responses of frequency ∆ f and
control input ∆Pc of the system are shown in Figs. 10 and 11,
respectively. Sub-figures (a) and (b) represent the impacts of
DoS1 and DoS2 on the power system, respectively. From Figs.
10 and 11, it can be found that the system frequency deviation is
driven to zero under the action of the designed controller, and
the control input deviation tends to a constant value. This il-
lustrates that the controller designed in this paper can maintain
the balance between generation and load under these two DoS
attacks and load disturbances (19).

Figure 11: Responses of control input deviation in three areas under two DoS
attacks and load disturbances

4.1.3. Test of DoS attack defence
Based on the above designed controller, we test the scheme

of DoS attack defence as introduced in Algorithm 3. Assume
that the sampling period of the sensor of this system is T = 3 s,
and the execution period of the actuator in the LFC process is
set to T0 = 1 s, which means n = T/T0 = 3. Additionally,
the detection period is set to 60 s, and the DoS attack shown
in Fig. 12 occurs in the LFC process. The DoS attack has real
maximum duration of 4T and frequency of fr = 38.45% during
interval [0, 60] s, 5T and fr = 30.00% in [60, 180] s, and 5T and
fr = 12.50% in [180, 240] s, and there are no DoS attacks dur-
ing [240, 300] s. A comparison of the results obtained in Table
3 shows that the detected attack frequencies exceed the sched-
uled values at t = 60, 120, 180 s. Therefore, the main commu-
nication channel (S1) is switched to the standby communication
channel (S2) at times 60, 120, 180 s, and the standby channel
is switched to the main channel at t = 240 s. When the power
system is subjected to load disturbances (19), the responses of
the system frequency deviation in the three areas are shown in
Fig. 13. To highlight the effectiveness of the proposed scheme,
we also show the responses of the system frequency deviation
under no DoS attack defence action in Fig. 13. Compared to the
two responses in Fig. 13, it is not difficult to find that when the
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Table 4: Parameters of LFC scheme of deregulated three-area power system

k-i: the kth generator of area i Control area
1-1 2-1 1-2 2-2 1-3 2-3 1 2 3

Tch(s) 0.32 0.30 0.30 0.32 0.31 0.34 M (pu·s) 0.1667 0.2084 0.1600
Tg (s) 0.06 0.08 0.06 0.07 0.08 0.06 D(pu/Hz) 0.0084 0.0084 0.0080

R(Hz/pu) 2.4 2.5 2.5 2.7 2.8 2.4 β (pu/Hz) 0.4250 0.3966 0.3522
α 0.5 0.5 0.5 0.5 0.6 0.4 Ti j(pu/rad) T12 = 0.245,T13 = 0.212,T23 = 0

load fluctuates at t = 100 s, the strategy of switching the chan-
nel to the standby channel without a DoS attack significantly
improves the control performance, which reduces the duration
and peak value of the frequency fluctuation.

Figure 12: Detailed diagram of DoS attacks

Figure 13: Responses of system frequency deviation in three areas with and
without DoS attack defense scheme

4.2. A deregulated three-area power system
To investigate the feasibility of the proposed approach on

a deregulated power market environment, a case study is un-
dertaken based on a deregulated three-area power system. The
LFC structure for the three-area power system is shown in Fig.
1 with dotted line connections. Each area of the power system
comprises two Gencos and two Discos, and their parameters are
listed in Table 4 (Shayeghi et al. [2006]).

4.2.1. Stability analysis
The Parameters are set to sensor sampling periods of T = 2

s, 3 s and 4s , n = 1 and µ = 1.001. First, the stability

of the power system is analysed under a given PI controller
[KPi,KIi] = [0.1, 0.1] with i = 1, 2, 3. The acceptable frequen-
cies of DoS attacks in area 2 are developed based on Algorithm
1. These results are given in Table 5, and are shown as a bar
chart in Fig. 14. The results of areas 1 and 3 are similar and
omitted due to space limitations. Similar to the results in tradi-
tional three-area power systems, the values of acceptable max-
imum attack frequency increase slightly under the same max-
imum attack duration when the sampling period changes from
2 s to 4 s. In addition, with increasing maximum attack dura-
tion, the values of the acceptable maximum attack frequency
decrease under the same sampling period.

Table 5: Acceptable frequency of DoS attacks for different durations of DoS
attacks in Area 2 under different sampling periods

Durations 1T 2T 3T 4T 5T
T=2s 40.42% 21.96% 15.57% 12.61% 10.88%
T=3s 44.54% 25.94% 19.05% 15.67% 13.69%
T=4s 46.06% 28.32% 21.37% 17.92% 15.85%

Figure 14: Acceptable frequency of DoS attacks in Area 2 under given PI con-
troller

Second, the stability of power system is analysed under an
unknown PI controller. With the aid of Algorithm 2, the ac-
ceptable frequencies of DoS attacks in three areas are calculat-
ed and are shown in Table 6 and as a bar chart in Fig. 15. From
these results, the relationship among the system stability and
the attack frequency, attack durations and sampling periods is
similar to the relationship obtained in the above analysis for a
given PI controller.

4.2.2. Controller Design
The sampling period of the sensor and the execution period

of the actuator in the LFC process are set to T = 3 s and T0 = 1
s, respectively, which means n = T/T0 = 3. With the maxi-
mum attack duration set to 5T and with the use of the method
in Algorithm 2, PI controller gains of K1 = [0.0411 0.2304],
K2 = [0.0758 0.2653], and K3 = [0.0894 0.2654] in three areas
are derived where the exponential decay rates of the stable sub-
system in three areasλ0 are 0.55, 0.45, and 0.45, respectively.

To show the effectiveness of the proposed controller,
the power system is tested in combination with Poolco
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Table 6: Acceptable frequency of DoS attacks for different durations of DoS attacks in deregulated three-area power system under different sampling periods

Duration 1T 2T 3T 4T 5T
Period T=2s T=3s T=4s T=2s T=3s T=4s T=2s T=3s T=4s T=2s T=3s T=4s T=2s T=3s T=4s
Area 1 48.49% 49.49% 49.88% 31.42% 33.88% 36.13% 24.96% 27.94% 30.74% 21.56% 24.74% 27.73% 19.47% 22.69% 25.76%
Area 2 49.49% 49.88% 49.93% 33.88% 36.13% 36.13% 27.94% 30.72% 30.74% 24.74% 27.68% 27.73% 22.69% 25.74% 25.76%
Area 3 49.49% 49.88% 49.88% 33.70% 36.13% 36.13% 27.91% 30.72% 30.74% 24.74% 27.68% 27.73% 22.67% 25.74% 25.76%

Figure 15: Acceptable frequencies of DoS attacks in deregulated three-area
power system under unknown PI controllers

and bilateral-based transactions in a deregulated environment
Shayeghi et al. [2006]. The generation rate constraints of each
control area are assumed to be±0.1 pu/min as given in Shayeghi
et al. [2006]. Additionally, we assume that all the Discos con-
tract with the Gencos as the following AGPM:

AGPM =



0.25 0 0.25 0 0.5 0
0.5 0.25 0 0.25 0 0
0 0.5 0.25 0 0 0

0.25 0 0.5 0.75 0 0
0 0.25 0 0 0.5 0
0 0 0 0 0 1


.

Assume that the contracted demands of the Discos ∆PL j−i with
i = 1, 2, 3 and j = 1, 2 exist in each area, and their values
change from 0.05 pu in t ∈ [60, 150] s to 0.1 pu in t ∈ [150, 300]
s. Additionally, Disco 1 in area 1 and area 2 and Disco 2 in area
3 demand 0.05 pu, 0.04 pu, and 0.03 pu, respectively, as an un-
contracted load in t ∈ [0, 150]s, and their values change to -0.05
pu, -0.04 pu, and -0.03pu, respectively, in t ∈ [150, 300]s.

Figure 16: Detailed diagram of DoS attacks in deregulated power system

Then, the closed-loop system is tested for two DoS attack-
s shown in Fig. 16. The responses of the frequency deviation

∆ f , control input ∆Pc, and generator mechanical output ∆Pm of
the power system are shown in Figs. 17-19. In Fig. 16(a), the
maximum durations and frequencies of the DoS attack (named
DoS3) are 3T and 27.53% respectively, while they are 5T and
19.64%, respectively, in Fig. 16(b) (called DoS4) during the
period of 300 s. Sub-figures (a) and (b) in Figs. 17-19 repre-
sent the impacts of DoS3 and DoS4 on the power system, re-
spectively. From the results, it can be found that the frequency
deviations of the three areas are driven back to zero after un-
balanced generation and load, and the control input deviations
of the three areas are adjusted to constant values. Additional-
ly, the actual generated powers of the Gencos properly reach
their desired values as calculated by the definition of ∆Pmk−i.
Specifically, ∆Pm1−1 = ∆Pm2−1 = 0.075 pu, ∆Pm1−2 = 0.065 pu,
∆Pm2−2 = 0.140 pu, ∆Pm1−3 = 0.057 pu, and ∆Pm2−3 = 0.088 pu
after t > 150 s. Noted that the values of maximum durations
and frequencies of the two DoS attacks are no greater than the
corresponding theoretical margin obtained in Table 6.These re-
sults show the effectiveness of the designed controller and the
accuracy of the stability analysis in Table 6.

Figure 17: Frequency deviation of deregulated three-area power system under
two DoS attacks. (a): DoS3; (b): DoS4.

4.2.3. Test of DoS attack defence
Here, based on the above designed controller, the LFC

scheme of DoS attack defence proposed in Algorithm 3 is tested
in a deregulated three-area power system. Similarly, the sam-
pling period of the sensor and the execution period of the actu-
ator are set to T = 3 s and T0 = 1 s, respectively, which means
n = T/T0 = 3. The detection period is set to 60 s. Addition-
ally, assume that the power system is subjected to DoS attack,
as shown in Fig. 20. The DoS attack has a maximum duration
of 3T and frequency of fr = 54.55% during interval [0, 60] s,
then 5T and fr = 28.57% in [60, 120] s, 5T and fr = 33.33%
in [120, 180] s, and 5T and fr = 12.50% in [180, 240] s, and
there no DoS attack during [240, 300] s. Note that the sched-
uled maximum durations and frequencies are 3T, fu = 27.94%
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Figure 18: Control input deviation of deregulated three-area power system un-
der two DoS attacks. (a): DoS3; (b): DoS4.

and 5T, fu = 22.64%, as listed in Table 6. Therefore, the de-
tected attack frequencies of this DoS attack are greater than the
scheduled values at times t = 60, 120, 180 s. According to
Algorithm 3, the communication channel switches from main
channel (S1) to standby channel (S2) during interval [60, 240]
s. Then, the standby channel (S2) is switched to the main chan-
nel (S1) at t = 240 s.

Figure 19: Deviation of generation of Gencos in deregulated three-area power
system under two DoS attacks. (a): DoS3; (b): DoS4.

When the power system is subjected to the contracted and un-
contracted demands of the Discos as described in the above con-
troller design, the responses of system frequency deviation are
given by using and not using the proposed defence scheme. The
responses are shown in Fig. 21. When the demand fluctuates at
60 s and 150 s, the system frequency deviation is quickly driven
back to zero after using the proposed LFC scheme. However,
when the proposed LFC scheme is not used, it is difficult to re-
store the balance between power generation and demand during
[60, 150] s. Additionally, after the change in demand at 150 s,
it takes more time to drive the frequency back to zero and the
frequency fluctuation is severe. Therefore, the difference in the
control performance with and without shows the advantages of
the proposed LFC scheme in defending against DoS attacks. In
addition, it can be found that the system frequency still changes

Figure 20: Detailed diagram of DoS attack in deregulated power system

significantly at the time instants of 0, 60 and 150 s. The obvious
spur in the frequency is caused by the changes in the contract-
ed and un-contracted demands of the Discos. At these points,
regardless of whether the DoS attack defence scheme is used,
there is a large frequency change.

4.3. Discussion

1) The stability analysis results of the LFC scheme obtained
through switching system theory are still conservative. In the
tests of the DoS attacks defence in the above two cases, when
the communication channel is not switched, it is not difficult to
find that although the detected DoS attack frequency exceeds
the scheduled value, resulting in a drastic frequency response
and a long recovery time, the system remains stable. This shows
that the upper bound calculated in this paper is not an accurate
margin of what that the LFC scheme can withstand.

2) In this paper, the design of an LFC scheme ignores the p-
resence of communication delays in the transmission of control
signals and measurements. However, the delays are inevitable
and may affect the performance of the LFC scheme, as noted
in Zhang et al. [2013a] and Zhang et al. [2013b]. Therefore,
in the future, we will improve the proposed LFC scheme by
considering communication delays.

3) In the test of the DoS attacks defence in the deregulated
three-area power system, if the DoS attack is detected with a
period of 300 s, it can obtain the maximum attack duration and
frequency with 5T and 20.63%, respectively. As listed in Ta-
ble 6, the values of the attack duration and frequency do not
exceed the scheduled value. There is no action to switch chan-
nels at this time. This worsens the effect of the proposed LFC,
but the whole system can still maintain the frequency stability.
However, when 60 s is used as the detection period in the simu-
lation, the impact of the doS attacks on the frequency response
is largely mitigated. Therefore, the selection of the detection
period affects the control performance of the proposed control
scheme. A small detection period may cause frequent channel
switching, while a large detection period may degrade the fre-
quency response performance.

4) As stated in Sun et al. [2020a], the event-triggered com-
munication scheme has significant impacts on the reduce of the
communication burden of the communication network. It has
been used to conserve network sources in the LFC scheme in
Peng et al. [2018]. In the future, how to effectively defend a-
gainst DoS attacks in LFC schemes based on event-triggered
communication scheme deserves further study. Moreover, the
finite-time control method has been widely used to ensure the
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Figure 21: Responses of system frequency deviation in deregulated three-area power system with and without DoS attack defence scheme

control performance of the system within the finite time (Sun
et al. [2019, 2020b]). In practical power systems, the regulation
of frequency and voltage needs to be adjusted to a prescribed
value in a limited time. Ensuring the frequency stability of the
system in a limited time under DoS attacks needs to be further
studied in the future.

5. Conclusion

In this paper, a resilient LFC scheme for a multi-area power
system for defence against DoS attacks was investigated based
on switching system theory. By analysing the duration and fre-
quency of DoS attacks, we developed the stability condition
of the LFC scheme under DoS attacks. Additionally, the PI
controller gains of the LFC scheme that can resist DoS attack-
s with a certain duration and frequency could be determined
based on this stability condition. To be able to defend against
serious DoS attacks, the resilient LFC scheme was proposed
based on the designed PI controller and the dual-loop commu-
nication network equipped with this controller. When there is
a serious DoS attack in the main communication channel, the
communication channel is switched from the main channel to
the standby channel to mitigate the impact of the DoS attack.
Simulation tests have been undertaken on the traditional three-
area power system and the deregulated three-area power sys-
tem. The simulation results have shown that the LFC scheme
with the designed PI controller can tolerate DoS attacks with a
certain degree of duration and frequency. Additionally, when
a serious DoS attack occurs on the main communication chan-
nel, the proposed resilient LFC scheme can be implemented to
switch the main communication channel to a standby channel
to mitigate the impact of DoS attacks.

In the future, combined with the proposed method, the
event-triggered communication scheme and finite-time control
method will be considered as potential future research direc-
tions for LFC schemes under DoS attacks.

Appendix A. Proof for theorem 1
Firstly, some lemmas are shown as follows.

Lemma 3: System (10) is said to be exponentially stable
with exponential decay rate λ if for every finite initial state
x (t0) ∈ <n, there exist positive constants c and λ < 1 such
that the following inequality holds

‖x (tk)‖ ≤ cλtk ‖x (t0)‖ . (A.1)

Lemma 4: [Zhai et al. [2002]]For any switching signalσ(tk)
and any tk ≥ 1, let Nσ[t0, tk) denote the number of switching
points of σ(tk) over the time interval [t0, tk). If Nσ[t0, tk) ≤ N0 +

(tk − t0)/Ta holds for N0 ≥ 0 and Ta > 0, then Ta is called the
average dwell time and N0 the chatter bound.

The subsystem with switching signal σ (tk) = j of system
(10) is S ci− j : xi (tk+1) = Ai− jxi (tk) + Bi− jxi (tk−1) , j ∈ H.
Choose the following Lyapunov functional for subsystem j.

Vi− j (tk)=xT
i (tk) P jxi (tk) + xT

i (tk−1) Q jxi (tk−1) (A.2)

Denote η(tk) = [xT
i (tk), xT

i (tk−1)]T . Then by using inequal-
ity (11), one can obtain that Vi− j (tk+1) − λ2

jVi− j (tk) =

xT
i (tk+1) P jxi (tk+1) + xT

i (tk) Q jxi (tk) − λ2
j x

T
i (tk) P jxi (tk) −

λ2
j x

T
i (tk−1) Q jxi (tk−1) = ηT (tk) Ξ jη (tk) < 0. That is to say

V j (tk+1) < λ2
jV j (tk) . (A.3)

Then, for the whole switching system (10), we choose the
Lyapunov functional: Vi−σ(tk) (tk) = xT

i (tk) Pσ(tk)xi (tk) +

xT
i (tk−1) Qσ(tk)xi (tk−1). For the switching signal σ(tk), we let

tk1 < · · · < tkl, l ≥ 1 denote the switching points of σ(tk) during
the time interval [t0, tk). Noted that the state of system (10) does
not jump at the switching points. Then by applying inequality
(12), one can obtain

Vi−σ(tkl) (tkl) ≤ µVi−σ(tk(l−1)) (tkl) . (A.4)

The inequality (13) can be rewritten as follows:
n0∑mn
j=1 n j

≥
ln λb − ln λ
ln λ − ln λ0

(A.5)

13



Combining λ0 < λ and (A.5), one can obtain that∑mn
j=0 n j ln λ j =

∑0
j=0 n j ln λ j +

∑mn
j=1 n j ln λ j

≤ n0 ln λ0 +
(∑mn

j=1 n j

)
ln λb ≤

∑mn
j=0 n j ln λ. Such inequali-

ty implies
∏mn

j=0 λ
2n j

j ≤ λ2tk . By combining (A.3)–(A.5) and

Lemma 5, obtain by induction Vi−σ(tk)(tk)<λ2(tk−tkl)
σ(tkl)

Vi−σ(tkl)(tkl) ≤

µλ2(tk−tkl)
σ(tkl)

Vi−σ(tk(l−1))(tkl) · · ·≤

µNσ[t0,tk)λ2(tk−tkl)
σ(tkl )

λ
2(tkl−tk(l−1))
σ(tk(l−1)) · · ·λ

2(tk1−t0)
σ(t0) Vi−σ(t0) (t0) =

µNσ[t0,tk) ∏mn
j=0 λ

2n j

j Vi−σ(t0) (t0)≤ µNσ[t0,tk)λ2tk Vi−σ(t0) (t0)
= ρ2tk (λ,Ta) Vi−σ(t0) (t0), where ρ (λ,Ta) = λµ1/(2Ta).
Then, we can obtain that ξ1 ‖x (tk)‖2 ≤ Vi−σ(tk) (tk) <

ρ2tk (λ,Ta) ξ2 ‖x (t0)‖2, where ξ1 = min λmin

(
P j

)
and ξ2 =

max(λmax

(
P j

)
+ λmax

(
Q j

)
), and λmin(∆) and λmax(∆) are,

respectively, the maximum and minimum eigenvalues of
∆. Calculating the above inequality, we obtain ‖x (tk)‖ <√
ξ2/ξ1ρ

tk (λ,Ta) ‖x (t0)‖. Also, the inequality (14) and λ < 1
guarantee ρ (λ,Ta) < 1. Therefore, based on the Lemma 3, sys-
tem (10) is exponentially stable with an exponential decay rate
ρ (λ,Ta). This completes the proof.

Appendix B. Proof for theorem 2
The following lemma is used to derive the theorem.
Lemma 5: [Hu et al. [2007]]For matrices Γ, P > 0, and

Q > 0, the inequality ΓT QΓ − P < 0 holds if and only if there
exists a matrix Y such that[

−P ΓT YT

YΓ −Y − YT + Q

]
< 0 (B.1)

Based on Lemma 5, inequality (11) holds if there exists a
matrix Y such that the following inequality holds

−λ2
j P j + Q j 0 AT

i− jY
∗ −λ2

j Q j BT
i− jY

∗ ∗ −Y − YT + P j

 < 0 (B.2)

Inequality (B.2) implies that Y is invertible. Denote X = Y−1,
Υ = KiCiX, R j = XT P jX, and S j = XT Q jX. Pre and post mul-
tiply (B.2) by diag{XT , XT , XT } and diag{X, X, X}, respectively.
Then inequality (16) is obtained. So, if inequality (16) is true,
(11) holds. Also, Pre and post multiply inequalities Pα ≤ µPβ

and Qα ≤ µQβ by XT and X, respectively. Then, inequality (17)
is obtained. If inequality (17) is true, (12) holds. Therefore,
based on Theorem 1, as long as (13), (15), (16), and (17) hold,
system (10) is exponentially stable. Moreover, the gain of Ki

can be calculated by Ki = ΥX−1CT
i (CiCT

i )−1. This completes
the proof.
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