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Abstract

Advanced wireless communication systems may employ massive multi-input multi-
output (m-MIMO) techniques for performance improvement. A base station equipped
with an m-MIMO configuration can serve a large number of users by means of
beamforming. The m-MIMO channel becomes asymptotically orthogonal to each other as
the number of antennas increases to infinity. In this case, we may optimally transmit
signal by means of maximum ratio transmission (MRT) with affordable implementation
complexity. However, the MRT may suffer from inter-user interference in practical m-
MIMO environments mainly due to the presence of insufficient channel orthogonality.
The use of zero-forcing beamforming can be a practical choice in m-MIMO environments
since it can easily null out inter-user interference. However, it may require huge
computational complexity for the generation of beam weight. Moreover, it may suffer
from performance loss associated with the interference nulling, referred to transmission
performance loss (TPL). The TPL may become serious when the number of users

increases or the channel correlation increases in spatial domain.

In this dissertation, we consider complexity-reduced multi-user signal transmission
in m-MIMO environments. We determine the beam weight to maximize the signal-to-
leakage plus noise ratio (SLNR) instead of signal-to-interference plus noise ratio (SINR).

We determine the beam direction assuming combined use of MRT and partial ZF that



partially nulls out interference. For further reduction of computational complexity, we

determine the beam weight based on the approximated SLNR.

We consider complexity-reduced ZF beamforming that generates the beam weight in
a group-wise manner. We partition users into a number of groups so that users in each
group experience low TPL. We approximately estimate the TPL for further reduction of
computational complexity. Finally, we determine the beam weight for each user group

based on the approximated TPL.
Keywords: massive MIMO, ZF beamforming, complexity-reduced beamforming, user
grouping.

Student number: 2013-20874
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Chapter 1

Introduction

Demand for mobile data traffic has been increasing explosively as personal mobile
devices and data-intensive mobile applications become popular [1, 2]. Advanced wireless
communication systems employ massive multi-input multi-output (m-MIMQO) techniques
to support the demand [3]-[5]. A base station (BS) equipped with an m-MIMO
configuration can serve a large number of users by means of beamforming. The m-MIMO
channel becomes asymptotically orthogonal to each other as the number of antennas
increases to infinity [6]. In this case, we may optimally transmit signal by means of
maximum ratio transmission (MRT) with affordable implementation complexity.
However, the channel may not be orthogonal to each other in real operating environments,
where the number of antennas is not sufficiently large. The MRT may suffer from inter-

user interference due to the presence of insufficient channel orthogonality [7, 8].

The use of zero-forcing (ZF) beamforming can be a practical choice in m-MIMO
environments since it can easily null out inter-user interference [9]-[13]. The ZF can null
out the inter-user interference by projecting the desired channel onto the null space of

interference channel as illustrated in Figure 1-1. However, the interference nulling may



require large computational complexity of an order of O(KM2 + K3), where K is the
number of users and M is the number of antennas. It can be seen from Figure 1-2 that the
complexity for the generation of ZF beam weight increases exponentially proportional to

M, which may not be affordable in m-MIMO operating environments.

A number of works considered the generation of beam weight with reduced
computational complexity [14]-[28]. We may reduce the computational complexity by
performing matrix inversion in an approximated manner. We may perform matrix
inversion approximation (MIA) based on Neumann series by exploiting asymptotic
characteristics of the largest and the smallest eigenvalue of Wishart matrix [14, 15] or
exploiting channel hardening properties in m-MIMO environments [16]. We may
improve the approximation accuracy using an eigen-based MIA technique with
coefficients optimized by means of eigenvalue estimation and least-square fitting [17].
We may perform MIA by means of Kapteyn series expansion [18]. We may improve the
approximation accuracy by optimizing polynomial coefficients for the MIA in a
deterministic equivalent form [19]-[21]. We may reduce the computational complexity
by using an iterative technique [22]-[28]. We may avoid the matrix inversion by using
Gauss-Seidel method [22]. We can achieve performance similar to the ZF by using Jacobi
method without matrix inversion [23]. We may further improve the approximation
accuracy by using Jacobi and steepest descent method with affordable increase of
complexity compared to the use of Jacobi method [24]. We can generate the beam weight
using Newton iteration method by exploiting the property of diagonal dominance of an
invertible matrix [25]. We may improve the approximation accuracy of Newton iteration

method by using Tchebychev polynomials as an initial matrix for the iteration [26]. We



may reduce the computational complexity by using a relaxation parameter for the
generation of beam weight in an iterative manner [27] or using a weighted coefficient to

perform the MIA in an iterative manner [28].

These approximation approaches may generate the ZF beam weight with reduced
computational complexity, but they may suffer from performance loss due to the
approximation inaccuracy. Moreover, when applied to a large number of users, they may
not effectively reduce the computational complexity since they may require the

computational complexity in proportion to the number of users.

//1 ——3 Desired channel
/ —) ZF beam weight
, / /é\(’% ----- P Interference channel
7 {@* ,&?’
R

Projection

y__ 444444444444444444444444

Null space

Figure 1-1. Interference nulling by ZF.
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Figure 1-2. Computational complexity according to M.

We may generate the beam weight for ZF with reduced computational complexity by
decreasing the dimension of nulling subspace [29, 30]. Moreover, the reduced dimension
of nulling subspace may increase the spatial degree of freedom (DoF), making it possible
to enhance the power of desired signal without noticeable increase of interference. An
egoistic ZF technique can decrease the dimension of nulling subspace by only
considering intra-cell interfering channel [29]. However, it cannot null out the inter-cell
interference, suffering from performance loss. A cell-edge-aware (CEA)-ZF technique
can decrease the dimension of nulling subspace while reducing the inter-cell interference

by means of selective interference nulling to inter-cell users based on the path loss



between the BS and the inter-cell users [30]. However, it may not provide noticeable
performance improvement since it decreases the dimension of nulling subspace without

consideration of transmission environments other than the path loss.

In this dissertation, we consider multi-user beamforming with reduced complexity in
m-MIMO environments. We may determine the beam weight to maximize the signal-to-
interference plus noise ratio (SINR), which may require large computational complexity
mainly due to the non-convexity property of the SINR [31]-[34]. Instead, we determine
the beam weight to maximize the signal-to-leakage plus noise ratio (SLNR). The SLNR is
defined by the ratio between the desired signal power to target user and the total
interference power to other users (i.e., the leakage power) plus noise. The Max SLNR
technique may maximize the SLNR by invoking Rayleigh—Ritz quotient theorem [35, 36].
However, it may require computational complexity in cubic proportion to the number of
antennas, which may not be affordable in m-MIMO environments. For further reduction
of computational complexity, we consider the use of a parameterized beamforming (PB)
technique that employs MRT and ZF beamforming, where we may use a single parameter
to determine the beam weight [37, 38]. As the number of users increases, the ZF may
suffer from performance loss due to the presence of insufficient spatial DoF. To alleviate
this problem, we may employ a partial ZF (PZF) beamforming technique that selectively
nulls out interference, making it possible to reduce the dimension of nulling subspace (i.e.,
to exploit more spatial DoF). We may reduce the performance loss by increasing the
spatial DoF, while reducing the computational complexity. With combined use of MRT
and PZF, we design a multi-user parameterized beamforming (MUPB) scheme that

maximizes the SLNR. For further reduction of computational complexity, we



approximately estimate the SNLR by exploiting channel characteristics in m-MIMO
environments [39]-[41]. We analytically design the MUPB based on the approximated
SNLR by applying the zero-gradient condition [42]. We analyze the effect of channel
state information (CSI) inaccuracy on the transmission performance and the
computational complexity [43, 44]. Finally, we verify the performance of MUPB by

computer simulation.

The ZF may suffer from performance loss due to the interference nulling, referred to
transmission performance loss (TPL). This is mainly because the beam direction of ZF
may be different from that of desired channel. The ZF can effectively null out the
interference when the beam weight lies in the null space of interference channel [9]. It
can be seen from Figure 1-3 that the TPL may be serious unless the spatial DoF is
sufficiently large when the number of users is large or the channel is spatially correlated
[45]-[48]. It can also be seen that when the angular spread (AS) is small, users may

seriously suffer from the TPL mainly due to the presence of channel correlation [49, 50].

We may alleviate the TPL problem by means of user grouping [51]-[60]. We may
perform the user grouping to maximize the sum rate by means of exhaustive searching.
However, it may not be practical mainly due to prohibitively large complexity. The use of
a greedy grouping technique may be a practical choice [51, 52]. However, it may still
require large computational complexity since it needs to generate the beam weight for

each group.

A number of works considered complexity-reduced user grouping [53]-[60]. We
may partition users into a number of groups to minimize the sum of channel correlation in

each group [53] or to keep the channel correlation lower than a certain level [54]. We



may select a user with the largest channel gain and then allocate it to a group to minimize
the maximum of channel correlation [55]. We may partition users into a number of
groups by means of clustering [56]-[59]. We first partition users into a number of clusters
by exploiting the orthogonality of spatial correlation matrix (SCM) [56]-[58] or the
channel gain [59]. We may generate user groups by selecting users from each cluster
based on an approximated sum rate [57], the largest eigenvalue of SCM [58] or a random
manner [56, 59]. We may partition users into a number of groups based on the chordal
distance by employing an agglomerative hierarchical clustering (AHC) method [60, 61].

However, these schemes do not use a grouping metric that may properly characterize the

TPL.
10 ‘ : N e eattort
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‘::: """ ,'I'I'X'N'\v"""""x """""" X-=--mmmmm - - Xemmmmmmmmm -3
g Ve [
l;') 8 V : """ . 1
NR=10dB -~ BRI Tl
;.% S 0d v- S -‘\\
qJ I, \\ ~¥
s ° ‘
= .
()
pu SNR = 0 dB
O
®© 4
(% > TPL-free
&1.1.D.
W-Spatially correlated (AS = 2°)
. 49-Spatially correlated (AS = 10°)

8 16 24 32 40 48
Number of users (K)

Figure 1-3. Spectral efficiency of ZF according to K when M =64.



In this dissertation, we consider complexity-reduced ZF beamforming by means of
user grouping. We consider the user grouping by using the TPL as the grouping metric.
However, it may require a complexity of O(M 3) for the estimation of TPL, which may
not be affordable in m-MIMO environments. We approximately estimate the TPL in a
deterministic equivalent form without consideration of beam weight. We first analyze the
received signal in a deterministic equivalent form and then approximate the TPL by
exploiting the property of m-MIMO channel. We partition users into a number of groups
based on the approximated TPL so that users in each group experience TPL lower than a
certain level. We generate the beam weight for each user group assuming that we allocate
transmission resource to the user groups orthogonal to each other. When users are densely
located in a small area, they may experience channel highly correlated to each other,
suffering from the increase of TPL [56, 57]. We may reduce the TPL by increasing the
number of groups, but we may have to allocate reduced transmission resource to each
group (i.e., reduction of transmission rate). We may alleviate this problem by means of
re-grouping of users based on the approximated TPL. We analyze the effect of CSI
inaccuracy on the transmission performance and the computational complexity. Finally,

we evaluate the performance of the proposed scheme by computer simulation.

Following Introduction, Chapter 2 describes the system model in consideration.
Chapter 3 describes the proposed multi-user beamforming scheme with reduced
complexity. Chapter 4 describes the proposed ZF transmission based on user grouping.

Finally, Chapter 5 summarizes concluding remarks and further research issues.

Notations: Boldface letter X and x denote a matrix and a column vector, respectively.

X", X" and Tr(X) denote the transpose, the conjugate transpose, and the trace of X,



respectively. 1, and 0, denote an (M xM) identity matrix and an (M xM) zero
matrix, respectively. [x| denotes the Euclidean norm of x. x~CN(m,C) refers to that
X is a circularly-symmetric complex Gaussian random vector with mean m and
covariance C. C“* denotes all sets of M dimensional complex column vectors. The

notation “ —-*— ” refers to almost sure convergence.



Chapter 2

System model

We consider a cellular system comprising B BSs, where BS i serves K, users and
1<i<B. We assume that each BS and users are equipped with M antennas and a single
antenna, respectively, and that the BS has perfect channel state information (CSI) of all

users. Let Q, U, and K be the set of BSs, the set of total users, and the total

total

number of users, respectively. Then, we may represent U as

u=>u, (2.1)

ieQ

where U, denotes the set of users of BS i and can be represented as
i—1 i-1
U =KD K <k<D K +K ¢, (2.2)
j=1 j=1

We consider two transmission techniques; coordinated transmission and joint
transmission [62, 63]. BS i can transmit signal to a user in U, by means of coordinated
transmission, while mitigating interference to intra-cell users and inter-cell users as well.

We may represent the signal received by user k as

10



Y = pi,kai,khil-,'kvi,ksk_'- Z pi,lai,khi'-,'kvi,lsl—i_ Z Z pj,laj,khlj_i,kvj,lsl—i_nk (2.3)
1eU; \{k} jeQ\{i}leu;

where p;, is the transmit power of BS i to user k, ¢, is the path loss between BS i

and user k, h;, eC**~CN(0,,l, ) is the channel between BS i and user k,

v;, € C™* is the normalized beam weight for user k of BS i, s, is the data for user k,

and n, is zero-mean complex circular-symmetric additive white Gaussian noise

(AWGN). We define the signal-to-interference plus noise ratio (SINR) of user k by

SINR, = S > (2.4)
I +o;
where S, is the desired signal power of user k and can be represented as
2
Sy = Pixix |hi|_,|kvi,k| (2.5)
I, isthe interference power to user k and can be represented as
Ik — Illntra + Ilinter (26)

and o is the noise power. Here, I™ is the interference power to user k generated by

the signal transmission to intra-cell users and can be represented as

| = Z L (2.7)

1eU; \(k}

and 1,™" is the interference power to user k generated by the signal transmission to

inter-cell users and can be represented as

| = Z Z L (2.8)

jeQ\{i} leU;

11



where 1, is the interference power to user k generated by the signal transmission to

user | and can be represented as

2
iy v, [ forleU, \{k
_J P ,k| Vi { } 2.9)

o .

Py v, forleu;, jeani)

Multiple BSs can jointly transmit signal to a user in U by means of joint transmission.

We may represent the signal received by user k as

Y. =h'v,s, + Z hy'v,s, +n, (2.10)

leU\{k}

.
where h, =[ﬂ [, ], .--,/aB,khg,k] e C®™* s the channel vector from B BSs to user k,

v =[ P Vit Par Ve ]T e C®™* s the beam weight for user k. We may represent
k 1k Y1,k B,k YBk '

the desired signal power of user k as

2
Sk = Z pi,kai,khi':'kvi,k (2.11)
ieQ
We may represent the interference power to user k as
L= 2 i (2.12)

1U\{k}

where 1,, denotes the interference power to user k generated by the signal transmission

to user | and can be represented as

2

Z pi,lai,khil-,'kvi,l (2.13)

ieQ

Il,k =

12



We may represent the corresponding achievable transmission rate of user k as

. =log, (1+SINR, ).

We may represent the corresponding sum rate as

rsumzzzrk'

ieQ keU;

13

(2.14)

(2.15)
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Figure 2-1. A cellular system with an m-MIMO configuration.
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Chapter 3

Complexity-reduced multi-user signal
transmission

In this chapter, we consider complexity-reduced multi-user transmission in m-MIMO
environments. We determine the beam weight to maximize the SLNR instead of SINR.
We consider the signal transmission by using MRT and partial ZF that partially nulls out
interference. For further reduction of computational complexity, we approximately

estimate the SLNR for the generation of beam weight.

3.1. Previous works

We briefly review previous works relevant to the design of transmission schemes in

this dissertation.

3.1.1. Maximum ratio transmission (MRT)

The use of MRT may be a practical choice in consideration of low implementation

complexity [6]. The MRT beam weight for user k of BS i can be determined by

15



h.
VMRT = ik (3.1)
©

It can be shown that as M increases to infinity, the channel is asymptotically orthogonal to

each other [6]

ﬁhi‘fkhiv, NG (32)
Then, it can be shown that
I —=—0. (3.3)

When M increases to infinity, the MRT can provide optimal transmission performance
due to the disappearance of interference. However, the MRT may suffer from inter-user
interference due to the presence of insufficient orthogonality in practical operating

environments [7, 8].

3.1.2. Zero-forcing (ZF) beamforming

The use of ZF beamforming may be a practical choice in m-MIMO environments
since it can easily null out inter-use interference [9]-[13]. The ZF beam weight for user k

of BS i can be determined by

v (34)

H; :[Hi,l'”Hi,B] (3.5)

16



where H; ; is the channel between BS i and users of BS j, and can be represented as
Hyy =y b | (3.6)

Here, | denotes the n-th user in U;.

n

As illustrated in Figure 3-1, the ZF can suppress interference by projecting the
desired channel vector onto the null space of interference channel. However, the

generation of ZF beam weight may require a complexity of O(K M?+K?

total total

). which
may not be affordable in m-MIMO environments. Moreover, the ZF may suffer from
performance loss, referred to transmission performance loss (TPL), due to the
interference nulling. The TPL may occur since the beam direction of ZF may be different
from that of desired channel due to the projection operation. The TPL may increase as the

number of users increases or the channel correlation increases [45]-[48].

=P Desired channel vector
=) ZF beam weight

Projection

." =~

......
- .
--------

TPL-free transmission gain

Figure 3-1. TPL due to interference nulling of ZF.
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3.1.3. ZF based on Neumann series

We may reduce the computational complexity of ZF by exploiting Neumann series

(NS) [14]. As the number of antennas and users increases, the eigenvalues of G,

converge to a fixed deterministic distribution, referred to Marchenko-Pastur distribution

[64]. AsMand K, increase to infinity, the largest and the smallest eigenvalue of G,

converge to, respectively, [7]

where

By scaling G, by a factor of ﬂ/(1+ /), it can be shown that

p [ s G.]:mﬂ

i,max m i 1+ﬂ

ﬂ’l max [iGlj:l_zﬂ
' 1+

It can also be shown that

18

144

(3.7)

(3.8)

(3.9)

(3.10)

(3.11)



pore| A+ 1+

lim (—2£ zﬁJ:(—o,o) (3.12)

and

_ 1 '
lim| 1 -— G, | =0, . 3.13
nam( Kow M+ Ko i j Kiota ( )

When G, satisfies the condition (3.13), the inverse of G, can be approximated as

[65]
Niter "
Gile—O2 (|K —LGJ (3.14)
M + Ktotal n=0 - M+ Ktotal
where N, is the number of iterations, &(<1) is an attenuation factor to be

determined. Note that the equality holds when N. _ increases to infinity.

iter

The accuracy of this approximation increases as N. . increases. However, we may

iter

reduce the complexity for the matrix inversion by exploiting NS with a small N._. It

iter

may be desirable to consider the trade-off between the implementation complexity and

the performance loss due to the inaccuracy of approximation.

3.1.4. ZF based on weighted two-stage

We may reduce the computational complexity of ZF by using a weighted two-stage
method [28]. We may approximately inverse a matrix using a two-stage method with the

use of a weighted coefficient in an iterative manner.

19



When we employ the ZF, we may represent the transmitted signal by BS i as

t =Gs (3.15)

where s, =[51..-5Kmal ]T. We may approximate G;* with a weighted coefficient x in

an iterative manner as

{01 :(1—/1)t$n+1) +,ut(n+1/2) (3.16)

i i
where

1:(nJrljz) _ —(D-

+L) L + (D

+L) s, (3.17)

(3.18)

(0 =~ (D, L) L 4 (0 ) s,

Here, L, and D, respectively denote the strict lower triangular and diagonal matrix of

G,,and u isthe weighted coefficient and can be represented as

u= (%j . (3.19)

We can generate the beam weight by (3.16) with reduced computational complexity.
The accuracy of matrix inversion may increase as the number of iterations increases. It
may be desirable to consider the trade-off between the computational complexity and the

performance loss due to the approximation inaccuracy.

20



3.1.5. Egoistic ZF

We may reduce the computational complexity by reducing the dimension of nulling
subspace. An egoistic ZF scheme only considers interference nulling to intra-cell users, as
illustrated in Figure 3-2 [29]. Let the nulling user set be a set of users whose interference

is nulled out. BS i can determine the nulling user set by

Ug, =U;. (3.20)

The beam weight for user k of BS i by the egoistic ZF can be determined by

we.
Vi = (3.21)
[l
H -1
where w2, is the k-th column vector of HZ ((H‘;,i’k) H‘;,i’k) . Here,
H(I)E,i,k =H,;. (3.22)

The egoistic ZF may reduce the computational complexity by only taking care of
interference nulling to intra-cell users. However, it may suffer from the interference from

inter-cell BSs.

3.1.6. Cell-edge-aware zero-forcing (CEA-ZF)

The CEA-ZF can selectively null out the interference to inter-cell users based on the
path loss between the BS and the inter-cell users, as illustrated in Figure 3-3 [30]. Let
U.; be the set of inter-cell users whose distance from BS i is shorter than other BSs

except the serving BS. Then, BS i may determine the nulling user set by
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Ug, =U, UUg;. (3.23)
The beam weight for user k of BS i by the CEA-ZF can be determined by

we .
ViCEA—ZF _ _Vcik (3.24)
, o
el

-1
where w¢; is the k-th column vector of HZ; ((Hg,i,k)“ Hg’i’k) . Here,
HOC,i,k :[Hi,i HC,i] (3.25)

where H¢; is the channel between BS i and inter-cell users in U.; and can be

represented as

Hc,i Z[hi,lm1 "'hi,lcli‘,ﬂcvi } (3-26)

Here, I.;, denotesthe n-thuserin U, and K; isthe number of usersin U;.

The CEA-ZF may reduce the computational complexity by decreasing the nulling
subspace. It may reduce the inter-cell interference by adaptively determining the nulling
user set based on the path loss between BSs and inter-cell users. However, it may not
provide noticeable performance improvement since it decreases the dimension of nulling

subspace without consideration of transmission environments other than the path loss.
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=) Desired signal

--------- » Intra-cell interference
—> Inter-cell interfernece

Figure 3-2. An egoistic ZF scheme.

> Desired signal

— — —> Interference
---------- » Interference nulling

Intra-cell user

User of BS i

User of BS j

Figure 3-3. A CEA-ZF scheme.
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3.2. Proposed scheme

3.2.1. Beam weight design

We may determine the beam weight to maximize the SINR [31]-[34]. However, it

may require large computational complexity due to the non-convexity of the SINR. To

alleviate the complexity problem, we determine the beam weight to maximize the SLNR.

We may represent the SLNR of user k as [35, 36]

Sy
L +o,

SLNR, =

(3.27)

where L, is the leakage power to the other users by v;, and can be represented as

Lk — lentra + Inter )

Here, L™ is the leakage power to intra-cell users and can be represented as

lentra — Z Lk,l

1eU; \(k}

and L™ is the leakage power to inter-cell users and can be represented as

LLnter — z ZL“

jeQ\{i}Ier

where L, isthe leakage power to user I by v;, and can be represented as

puct v, [ forleU,\(k}

L, = .
puct |tV [ forleU;, jeonli)
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It can be seen that the SLNR of user k is a function of v, . Thus, we can individually

determine the beam weight for each user.
We determine the beam weight for user k of BS i to maximize the SLNR by

v;, =argmax SLNR,, keU,, ieQ. (3.32)

o2

We may determine the beam weight by using Rayleigh-Ritz quotient theorem as [35, 36]

a
2
(zHiHiH+<pjn IM\] hi

ico ik
Vik =

(3.33)

-1 '
(ZH H 4 Oy ] h
it i M ik

ieQ ik

It may require a computational complexity of O(M3 + KM 2) for the calculation of

(3.33), which may not be affordable in m-MIMO environments.

We consider a sub-optimum solution of (3.32) for the reduction of computational
complexity. We consider the use of parameterized beamforming (PB) that determines the

beam weight for user k of BS i by [37, 38]

Ve = B[ OV +(1-6)VE | (3.34)

where 6, (e[O,l]) is a scalar parameter to be determined and g, is a coefficient for

normalization. We may determine the beam weight by optimizing 6, as

0, =argmax SLNR,, keU,, ieQ. (3.35)
6.<[0.1]
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Figure 3-4 illustrates the behavior of PB according to 6, . It can be seen that as 6,
increases, S, increases and L., may increase as well. On the other hand, as 6,
decreases, L,, and S, may decrease. Thus, it may be desirable to determine ¢, by

taking consideration of the desired signal power and the leakage power as well.

— — v
R ZF
R PO —> Vi,
— Vi
N\ iy
Ly
hi,l
(@) When 6, is large.
MRT

ik
ZF
ik
PB
ik

(b) When 6, issmall.

Figure 3-4. Behavior of PB according to parameter 6, .
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As the number of users increases, the ZF may not provide desired signal power
mainly due to the presence of insufficient spatial DoF [45]-[48]. As a result, the PB may
not provide desired performance in multi-user environments. To alleviate this problem,
we consider the use of ZF that selectively nulls out interference, referred to partial ZF
(PZF). The PZF can reduce the dimension of nulling subspace, allowing to exploit higher
spatial DoF. Moreover, it may be effective for the reduction of computational complexity

for the generation of beam weight as the dimension of nulling subspace decreases.

BS i can partition user set U into two sets, U’ and U.°, where U; represents
the set of users whose channel vector lies in the null space by the PZF and U =U -U_.
Let user n’ be the n-th user in U;. When user k is the u-th user in U;, the PZF beam

weight for user k of BS i can be determined by

W,
V" (3.36)
o
1
where w’, is the u-th column vector of H?((Hf)H Hi") . Here,
H: {hw "’hi,(K,o)j} (337)

where K/ is the number of users in U/ . The PZF beam weight for user k in U;° can

be determined by

-0
pzr _ W

Vi (3.38)
e

-1
where w;* is the first column vector of H;} ((H;f’k)H Hi’f’k) . Here,
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HE =[hi, HP . (3.39)

It can be conjectured that when K, is small, the desired signal power may increase.
However, users in U;° may suffer from interference since their channel may not lie in
the null space. It may be desirable to determine U.° so that the interference-to-noise
ratio (INR) is lower than a certain level. When user k is in the non-nulling user set of all
BSs, user k may experience the INR represented as

ORI WA ISR WD SN 1WA

_ leU; \{k} jeq\{i}leu;

2

On

‘2

S

(3.40)

We may estimate the INR by using the PZF beam weight. However, we may not
know the PZF beam weight since the nulling user set is yet to be determined. As M goes
to infinity, the channel may become deterministic [39]-[41], making it possible to
estimate the INR without the PZF beam weight. We approximately estimate the INR
assuming that the channel is deterministic. For ease of description, we introduce the

following lemmas [39].

Lemma 3-1. Let AeC"™ and x~CN(0,,,(1/M)l,,). When the spectral norm

of A is uniformly bounded and x is independent of A, it can be shown that [39]

M —o0

x”Ax—%Tr(A)Lm. (3.41)

Lemma 3-2. Let A be in Lemma 3-1, and x andy ~CN(0,,,(1/M)I,, ). When x

and y are independent of A, it can be shown that [39]
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x"Ay—22 50, (3.42)

M -

It can be shown from Lemma 3-1 that

(V) eV () | . (343)

It It il M —o0

Note that

P°h,,
Pﬁ,hj‘,H

PZF _
Vi =

(3.44)

where Pf,, is the projection matrix onto the null space by the PZF for user | of BS j [11].

It can be shown that

Tr(PJF’,Ihj,Ih?| (P‘?")H)

H
(Vi (Vi) -
I8 ( I8 ) ‘PjOYIijI “2 (345)
=1
It can also be shown that
& — 6 —2—0 (3.46)
where ¢, is a deterministic equivalent of &, and can be represented as
Zf } Piix + Z{}Z Piix
= leU; \{k jeQ\litleU
O, =— ‘ 3.47
k O'r? ( )
29



If &, <&,,,where &, isathreshold to be determined, user k can be included in the
non-nulling user set of all BSs. Otherwise, the BS yielding the highest interference to user
k excludes user k from its non-nulling user set. According to the change of non-nulling
user set, we may update the deterministic INR of user k. We repeat this process until
5, <&, or all BSs exclude user k from their non-nulling user set. Then, we can generate
the PZF beam weight so that it generates interference to users in the non-nulling user set

lower than a certain level. Figure 3-5 summarizes the process to determine a non-nulling

user set.
B =0
Calculate &,
B =By +1
For BS { yielding the highest interference,
U =U7 -k}
A

Y
é_‘k <Oy,
Y

v

End

Figure 3-5. Generation of a non-nulling user set for user k.
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Assuming the use of MRT and PZF, referred to multi-user parameterized

beamforming (MUPB), we may determine the beam weight for user k by

VI = B [T+ (1-6 )T . (3.48)

We may represent the SINR of user k with the use of beam weight v\’™® as

Sk

3.49
L + of ( )

SLNR, =

where L} is the leakage power to the other users in U;. Note that 6, only affects the

leakage power to users in the nulling user set.

Since P’ is a Hermitian and idempotent matrix (i.e., (Pfk)H=Pfk and

(P&.)" =P%) [67], it can be shown that

H
H \,MRT _ hihix

hH yMRT _ ik ik
] (350)
=[hi,=0
H \,PZF _ hiF,|kPi(,)khi,k
hi'k v ‘Pi(,)khi,k
_ thk I:)i(,)k I:)ir,thi,k
= —Pif’khi,ku (3.51)
:‘Pi(,)khi,ku 20.
It can also be shown that
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S _plkalk‘h Vlk

MUPB‘Z

= Piii “9 hixVie +(1=6)hivie

(2)
= Py (9 hixvie +(1-6,)hiv PZF)2 (3.52)

® Pyt (GEVIT +(1-g )hv vE)
62 +26,(1-6,) (Vi) VT 1 (1-6,)

Pik&i k( AG, 6, "'\lGIfZF)

(1 Qk) (‘9 1)+1

‘2

PZF

where (a) and (b) follow from the fact that h/,v}{" and hf\v{y are non-negative.

Here,

G, =(\&I -G | (359)

GMRT _|h| kVII\/IkRT|2 (3.54)
GPZF ‘h PZF‘ (3_55)
g, = (VM) v (3.56)

Let U?, be the set of users whose interference is nulled out by vy and user n/,

be the n-th user in U? . Then, U/, and L; can be represented as, respectively,

{uf \(k} forkeU;
Uf, = (3.57)

u’ fork ¢U?
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= 2 Lo (3.58)

|kEU|k

where L, isthe leakage power to user n7, . It can be shown that

2
H MUPB
h™ v,

Lkvnio,k - pi'kaiv"iu,k .07y
2
pi'kai n. 9 hH ( 9 )hH PZF
_ Tk 3.59
2(1- qk) (6 -1)+1 (3.59
LMRT@Z
~2(1-9,)4 (9 —1)+1
where the last equality comes from hi”n_o vi?" =0. Here,
2
LT = Py, [N VI (3.60)

It may still require large complexity to determine 6, maximizing the SLNR. We
consider approximate estimation of the SLNR for further reduction of computational

complexity.
Lemma 3-3. A deterministic equivalent of MRT gain can be represented as [40]

GMRT GMRTW—)O (361)

where GV =M.

Lemma 3-4. A deterministic equivalent of PZF gain can be represented as

G —GIF — 250 (3.62)
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where G/ =M —K?,.
Proof. Refer to Appendix A.

Lemma 3-5. A deterministic equivalent of g, can be approximated to 1.
Proof. Refer to Appendix B.

It can be shown from Lemma 3-5 that

S, —S, —2—0 (3.63)

M
where S, is a deterministic equivalent of S, and can be approximated as
S, ~ P (\/A?k 0, +\G )2. (3.64)
Here,
AG, =(\/GTT—W)Z. (3.65)

It can be shown from Lemma 3-1 that

MRT 1 MRT
Lk,nﬁk Lk

a0 (3.66)

0
NPk M >

where Q"ST is a deterministic equivalent of Lﬁ"ROT

ik ik

and can be represented as

EkMRT = Pisc - (3.67)

It can also be shown from Lemma 3-5 that

Lese, ~ b, — 0 (3.68)

M —o0

34



where Ek - Isadeterministic equivalent of L _, and can be approximated as
ik ik

[k'n_ok ~ EkM?IH,f (3.69)
Then, it can easily be seen that
Ly - Lg—=22—0 (3.70)

where LY is a deterministic equivalent of LS and can be approximated as

E;’ ~ EU“’:UTTQE ) (3.71)
Here,
OFT = 3 OV, (3.72)
It can also be seen that
SLNR, —SLNRk M"“—jw>0 (3.73)

where SLNR« is a deterministic equivalent of SLNR, and can be approximated as

I Pik&ik (\/ﬁgk +\IGEZF )2

(3.74)

We can determine 6, maximizing (3.74) by invoking the zero-gradient condition

[42]. The gradient of SLNR« with respectto 6, can be represented as
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vV, SLNR« =@, T, (3.75)

where

© 2% (\ﬁAerk +\IGkPZF)
- 2

K 1 MRT 2 2 (376)
(LUO b +an)

ik

T, =AG o} - LF"\[GI*" 6, . (3.77)

n ik

It can be seen from @&, >0 that I', should be zero to satisfy the zero-gradient

condition. The parameter 6, can optimally be determined by

.o’ |AG

Note that @, is unique and globally optimal since SLNRy is a strict quasi-concave

function of 6, [42]. For the proof, refer to Appendix C. It can be shown that

Ke
ML 1— -tk —1]+ Ke,
2 M ’
g, = =" : (3.79)

Let &, be the average path loss between BS i and users in U/, . It can be shown
that
Z ai,nﬁk

0 0
—0 kUi

a. =
I,k 0
Ki,k

(3.80)
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DU/:OTT - Z pi’kai’nlok
S mkeUk ‘ (3.81)
= Ky Py -

It can also be shown from the first-order Taylor approximation [42] that

2
* J

O ~ - (3.82)
‘ 2, &y Tk

where 77, is the effective spatial DoF for user k of BS i. When 77, is large, the PZF
gain is also large, implying that reducing performance loss by the PZF with a large 6,
may not be effective for the maximization of approximated SLNR. In this case, the use of
a small 6, may be effective for the maximization of approximated SLNR, while
reducing the leakage power. On the other hand, as nfk decreases, 0; increases,
increasing the desired signal power. In this case, the use of a large 6, may be effective
for the maximization of approximated SLNR, while avoiding noticeable performance loss

by the PZF.
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MUPB

MRT

PZF

ZF

Interference to nulling users

Interference to non-nulling users

Non-nulling users

Figure 3-6. Proposed MUPB.
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3.2.2. Effect of CSlI inaccuracy

In this subsection, we analyze effect of CSl inaccuracy on the SLNR. In the presence

of CSl inaccuracy, we may represent the true channel between BS i and user k as [41]

ﬁi,k = 1_Ti2,khi,k + 7k Zik (3.83)

where ri,k(e[o,l]) denotes the channel inaccuracy for user k of BS i and

z;,, €C"* ~CN(0y,,1,, ). For ease of analysis, we assume that 7, =z foralliand k.

In the presence of CSI inaccuracy, we may represent the desired signal power of user

k as
~H L MUPB |2
Sex = Pilix ‘hi,kvi,k ‘
2
= P& N1=72h{ Ve + ozl VTR (3.84)
=(1—12)Sk + P&y [21 1-7? Re((oyfps)JrrZZ;\f'kUPB]
where
MUPB _ 1-H \ MUPB [ ,MUPB \"
Pex =i Vi (Vi,k ) Zik (3.85)
ZMre = [z vire (3.86)

Since h;, and z;,  are independent of each other, it can be shown from Lemma 3-

2 that

PP —0. (3.87)

M —o0
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It can also be shown from Lemma 3-1 that

Zi}-,'kvi'\,/lkUPB (Vil\’/IkUPB)H Z, —TI‘(Vi'\‘AkUPB (Vi'\,/lkUPB )H ) a4, (3.88)

M -0

Then, it can be shown that

ZMPB _ZMpE__as (3.89)

M —o0

Zg"® z,'™® and can be represented as

where is a deterministic equivalent of

_ H
MUPB _ MUPB ( , ,MUPB
Zx _Tr(vi,k (Vi,k ) )

(3.90)
=1
It can also be shown that
S,k =S — 0 (3.91)
where S_, isa deterministic equivalent of S_, and can be approximated as
S, ~S, —€. (3.92)

where ef,k denotes the performance loss in the presence of CSI inaccuracy and can be
represented as

ey =1’ (Sk - pi,kai,k) : (3.93)

It can be seen that as 7 increases, ef,k may increase. This implies that as ¢ increases,

the performance loss increases.
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In the presence of CSI inaccuracy, we may represent the leakage power to users in

Uy, as

L= Y L. (3.94)
P T

It can be shown that

2
_ ~H MUPB
Lr,k,nfk - pivkai,ni‘fk hi,nf"k Vik

2
2| H MUPB H MUPB
= Pik o, Ni-7 hi,nﬁkvi,k + 720 Vik (3.95)
—(1_-2 2 MUPB 2- MUPB
=(1-7%) L+ P [21 1-¢ Re((pk’nﬁk )+r ZM }
where
H
MUPB H MUPB MUPB
G =hi, VI (Vi) 2, (3.96)
MUPB H MUPB2
o, =i, Vik (3.97)

Since h;, and z, , are independent of each other, it can be shown from Lemma 3-2

that
go:f:’ﬁ':s %O : (3.98)
It can also be shown that
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2
H MUPB

MUPB __
Zkv“io,k - Zix“icfkvi'k
2
=B ekzrnngi“,AkRT +(1- 6, )ZiF,'n.",k Vi (3.99)
2
- B 62T +20,(1-0)Re . ) +(1-6, 277 |
where
fpo =20 VT (VEEY 7, (3.100)
Here, Z"°" and Z respectively denote the performance loss by v\¥" and vy
in the presence of CSI inaccuracy, and can be represented as, respectively,
MRT H MRT 2
Zk,n;{k = |20, Vi (3.101)
PZF H PZF 2
o = (2 Vi | - (3.102)
It can be shown from Lemma 3-1 that
H
Z;'nﬁkVi“,AkRT (vsfF)H Z, o —Tr(vi"f'kRT(viFjﬁF) )Ma4iw>0 (3.103)
Then, it can be shown from Lemma 3-5 that
Hyrp, — H o — 5570 (3.104)
where z . isadeterministic equivalent of 4 ., and can be approximated as
ﬁk,n;{k ~1. (3.105)
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It can be shown from Lemma 3-1 that

ZYT ZMT e 50 (3.106)

- MRT
Zk,n,"lk

where is a deterministic equivalent of Zi"':ﬁT and can be approximated as

ik

ZMRT ~1. (3.107)

kit

Similarly, it can be shown from Lemma 3-1 that

20 77 a0 (3.108)

where Z is a deterministic equivalent of Z/* and can approximately be

o
Uik k’nl,k

represented as

77 1. (3.109)

k,n’y

It can be seen that the PZF may not completely null out interference to users in the

nulling user set in the presence of CSI inaccuracy, yielding performance loss.

It can be shown that

Zx::l:s B Z_:’/:ﬂfB Maiw 0 (3.110)

where Z™® is a deterministic equivalent of Z"."® and can be approximated as
> MUPB _
Z9® =1, (3.111)
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It can also be shown that

— 50 (3.112)

T,k,nﬁk - Lr,k,nﬁk M —w0

where I:T o 1S adeterministic equivalentof L . and can be approximated as

ik k, ik

e e [ (3.113)
It can also be shown that
L — Loy ——>0 (3.114)

where L?, is adeterministic equivalent of L, and can be approximated as

Lo, ~ Ly +ely . (3.115)

Here, e;k denotes the undesired leakage power in the presence of CSI inaccuracy and

can be represented as

er =7 (1-6F )L (3.116)

K

It can be seen that as 7 increases, e;k may increase. This implies that as ¢ increases,

the leakage power increases.

It can be shown that

SLNR,, —SLNR:x —20 (3.117)

where SLNR:« is a deterministic equivalent of SLNR_, and can be approximated as
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c S
Sk - er,k

SLNR y # =——2% . 3.118
‘ Ly +e; +op ( )
Finally, it can also be shown that
S 5 e
L +e +of Lo+el +or Lo+e, +o:. (3.119)

<SLNR) — €%

where e%"® denotes the SLNR of user k in the presence of CSI inaccuracy and can be

represented as

s
SLNR _ €k

e = 3.120
L rel +o? ( )

It can be seen that when 7 is small, the proposed MUPB may effectively maximize the
SLNR since SLNRy is not affected by z. However, when 7 is large, it may not

maximize the SLNR due to the increase of e’

3.2.3. Computational complexity

We measure the computational complexity in terms of real-floating point operation
(flop). We assume that a multiplication of two (pxq) and (qxr) complex matrices
requires 8pgr flops, an inner product of two ( px1) complex vectors requires 2p flops, a
calculation of (pxq) complex Gram matrix requires pg’ flops and an inversion of
Hermitian matrix requires (4/3)q* flops [43, 44].

It can be shown that BS i requires """ =4K,M flops to generate the beam weight

for MRT, Yoo = KiM? +(8( Ki")2 + 4Qi°)M +(4/3)(Ki°)3 flops and
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v =[(Ki°+1)M2+(8(Ki°+1)2+4)M +(4/3)(Ki°+1)3}Qi‘° flops to generate the
PZF beam weight for users in U’ and U;°, respectively, and approximately

B(B—l)K flops to determine the nulling and non-nulling user sets, where Q’ and

total

Q° are the number of users in U and U;° served by BS i, respectively. Thus, BS i

requires w;“ =y . +y 2, flops to generate the PZF beam weight. It may

approximately require a computational complexity of 10K,.,M flops to generate the

normalized beam weight with the use of MRT and PZF. Finally, the MUPB requires a
B

computational complexity of "™ =" (""" +y " )+[B(B-1)+10M |K,, flops.
i=1

The computational complexity of beamforming schemes is summarized in Table 3-1.

Table 3-1. Computational complexity for the generation of beam weight.

Scheme Computational complexity (flops)
MRT 4K M
ZF BK oM * +(8BK o +4) KoM +% BK?
CEA-ZF Z::[(Ki + K, )M? +(8(|<i +Ke,) +4Ki)M +%(Ki K, )3}
Max SLNR gKm,M P+ ((B+8) Ky +2(B-1))M? +6K M
PB BK oM * +(8BK i +18) K oiuM + g BK?
MUPB iBl ("™ ) +[B(B~1)+10M |Ky
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3.3. Performance evaluation

We evaluate the performance of the proposed MUPB by computer simulation. We
consider a three-cell cellular system as illustrated in Figure 3-7, where each cell equally
serves K (i.e., K, =K, Vi) users randomly distributed in cell boundary region. The other

simulation parameters are summarized in Table 3-2 [68, 69].

Table 3-2. Simulation parameters.

Simulation parameters Value
Number of BSs B 3
User distribution Randomly distributed
Cell radius R, 300 m
Cell center radius R, 200 m
Channel distribution Independent and identically distributed (i.i.d.)

148.1+37.6log,,(d., )dB, where d., is
Path loss ¢ ,, Vi and k " 910( -,k) ik

the distance between BS i and user k in km

Maximum transmit power P, 30 dBm
Power allocation p;,, Vi and k P /K
Noise power o’ -92 dBm
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BS 2

Figure 3-7. A three-cell cellular system.

Figure 3-8 depicts the sum rate and the number of users in the nulling user set of
MUPB according to threshold 6, when M =64 and K =4, 8, 16. It can be seen that
as K increases, o, maximizing the sum rate and the number of users in the nulling user
set increase. That is, when K is large, it may be desirable to reduce the number of users in
the nulling user set for the reduction of performance loss by the PZF. Otherwise, the
MUPB may suffer from performance loss mainly due to the presence of insufficient
spatial DoF for the PZF. It can also be seen that when &, is large, the performance loss
becomes serious even when K is large. This is mainly due to the presence of large
interference which is generated by a small number of users in the nulling user set. It may
be desirable to optimize the number of users in the nulling user set for the generation of

MUPB beam weight.
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Figure 3-8. Performance of MUPB accordingto &,, when M =64.
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Figure 3-9 depicts the normalized mean square error (NMSE) of SLNR

approximation according to M when K =4, 8, 16. We define the NMSE by

1 % (SLNR; ~SLNRI®)’

NMSE = (3.121)

Ko 7 (SLNR;)’

where SLNR, is the optimum SLNR of user k obtained by Rayleigh-Ritz quotient
theorem, SLNR™® is the approximated SLNR of user k and threshold &, is
determined to minimize the NMSE. It can be seen that the validity of the proposed
approximation increases as M increases. This is mainly because the deterministic
equivalent property, applied to the approximation of SLNR, becomes accurate as M
increases. As a result, the proposed MUPB can provide performance slightly worse than

the Max SLNR, while significantly reducing the computational complexity.

-20,

¥K=4
®|K=8
@K=16

NMSE (dB)
&
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&
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Figure 3-9. NMSE performance of MUPB according to M.
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Figure 3-10 depicts ¢ according to K when M =64, 96,128 and
oy, =—12, —6 dB. It can be seen that as K increases, 6 also increases. When K is large,
the PZF may experience performance loss mainly due to the presence of insufficient
spatial DoF. In this case, we may need to increase £ to maximize the approximated
SLNR. It can be seen that as M increases, ¢ decreases. When M is large, the
approximated SLNR can be maximized by reducing the leakage power with the use of a

small value of @.

Figure 3-11 depicts the performance of the proposed MUPB in terms of the sum rate
and the computational complexity according to K when M =64 and o, =—6 dB. For
comparison, we also evaluate the performance of MRT [6], ZF [9], CEA-ZF [30], Max
SNLR [35], and PB that maximizes the approximated SLNR by (3.78) with combined use
of MRT and ZF. We also consider an upper bound of the sum rate achieved by the
iterative algorithm based on the SINR in [32]. It can be seen that the MUPB provides
performance slightly worse than the Max SLNR, while outperforming the other schemes.
It can also be seen that the MRT and the ZF may be effective in certain operation
environments, and that the CEA-ZF performs better than the ZF since it does not require
full dimensional nulling subspace. However, since the CEA-ZF determines the beam
weight without consideration of SINR or SLNR, it may not provide noticeable
performance improvement. The PB and the MUPB perform better than the CEA-ZF since
their beam weight is determined to maximize the approximated SLNR. However, as K
increases, the performance gap between the PB and the MUPB increases since the PB
may suffer from the presence of insufficient spatial DoF for ZF. It can also be seen that

the MUPB provides performance quite close to the upper bound, and that it requires the
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computational complexity much lower than the Max SLNR, the ZF and the PB. The
MUPB outperforms the CEA-ZF, while requiring the computational complexity similar to

that of CEA-ZF.

Figure 3-12 depicts the sum rate and the computational complexity according to M
when K =16 and &, =—6dB. It can be seen that the MUPB provides performance
improvement over the other schemes except the Max SLNR that may require

unaffordable computational complexity.

Figure 3-13 depicts the sum rate according to the channel inaccuracy z when
M=64, K=16, and o, =—6dB. It can be seen that the MUPB can provide
performance similar to the Max SLNR in the presence of CSI inaccuracy. On the other
hand, as 7 increases, the ZF experiences severe performance loss. In the presence of
inaccurate CSl, the ZF may not properly null out the interference. It can also be seen that
the MRT performs better than the ZF since the interference by the MRT is not affected by
7. It can also be seen that combined use of MRT and PZF makes the MUPB robust to the

presence of CSl inaccuracy, compared to the ZF.
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Chapter 4

User grouping-based ZF transmission

In this chapter, we consider complexity-reduced ZF beamforming that generates the
beam weight in a group-wise manner when the number of users is large. We partition
users into a number of groups so that users in each group experience TPL lower than a
certain level. We approximately estimate the TPL of each user for further reduction of
computational complexity. Finally, we determine the beam weight for each user group

based on the approximated TPL.

4.1. Spatially correlated channel

In the presence of spatial channel correlation, we may represent the channel h,, as
[56]

hi,k = Ril,lkzﬁi,k (4.1)

where R;, is the spatial correlation matrix (SCM) for user k of BS i and

h,, e C"*~CN(0,,, I, ). Here, [56]
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1 ik +hik
Ry, = ™ LA a;, (9)all (9)d9 (4.2)

where 4, is the angle of departure (AoD) for user k of BS i, A, is the angular spread
(AS) for user k of BS i, and a,, (#)eC"™ is the array response vector for user k of BS i

corresponding to 4, represented as
T

3, (3):|:1,“_,e*1'2ﬂDsin3(M—l):| . (4.3)

Here, D is the normalized antenna spacing, defined by D=d /A, where d is the antenna

spacing and A, is the signal wavelength.

We may represent R;, as

Ri,k = Ui,kAi,kUil_,'k (4-4)

where U, is an (Mxb,) matrix comprising orthonormal eigenvectors
corresponding to b, non-zero eigenvalues of R;, and A;  is an (b.,kXbi,k)
diagonal matrix comprising non-zero eigenvalues of R;,. We may represent U;, and

A, as, respectively,

Ui =|:ui,k,l"”’ui,k,bivk:| (4.5)

Ai,k = diag(ﬂi,k,l"”' ﬂi,k,q‘k ) (4.6)

where 4, . (=0) is the m-th largest eigenvalue of R;, and u;, . is the eigenvector

m

corresponding to 4, ,

K,m*
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Figure 4-1. Presence of spatial channel correlation.

4.2. Previous works

We briefly review previous works relevant to the user-grouping. Let U, U , U,
and K, be the set of total users, the set of users selected to group g, the set of remaining
users, and the number of users in group g (ie., K, :‘Ug‘), respectively. We may

represent U, as
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U, =U-Ju, (4.7)
where G is the number of groups.

4.2.1. Greedy user grouping

We may perform user grouping by sequentially selecting users to maximize the sum

rate, referred to greedy user grouping [51, 52]. We may select an initial user for group g

by

k™ =argmax|h, ||2 . (4.8)
keU,

After selecting user k* as the initial user to group g, we may update the user sets as

U, =U, U{K’} (4.9)

U, =U, -{K'}. (4.10)

We may put a new user |~ to group g to maximize the sum rate by

I*=argmaxr:5um(Ug u{l}) (4.11)

leU,

where T, (Ug U{I}) is the sum rate of group g when user 1 is selected to group g and

sum

can be represented as

Fom (ug U{I}): >or, (4.12)

greUqy
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Here, g, denotes the k-th user in U . After selecting user I”, we update U, and U,
according to (4.9) and (4.10). We terminate the user grouping for group g if the sum rate
of group g does not increase after the selection of a new user |I” to group g. We

terminate the user selection for group g if

. (ug U{I*})<rsum (Uy)- (4.13)

We perform the user selection for the next group g +1. We continue this process until all

users are grouped (i.e., U, =9).

The greedy grouping scheme may require huge computational complexity for the
generation of beam weight for the user selection, which may not be affordable in m-

MIMO operating environments.

4.2.2. Aggregated channel correlation-based user grouping

We may use the aggregation of channel correlation as the grouping metric [53]. We
define the aggregated channel correlation of user | for group g by the sum of channel

correlation between user | and users in group g, represented as

psum,l,g = Z lol,gk (414)

gkeUg

where p, ,  is the channel correlation between user | and user g, , represented as

- ‘h'thk (4.15)
o Il | |
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We may partition users into a number of groups based on the aggregated channel

correlation.

We may partition users experiencing high channel correlation into different groups. If
the channel correlation between users is higher than a threshold «, we may partition
them into different groups. We continue this process until the presence of no user in U,
experiencing channel correlation higher than «. We sequentially allocate the rest of
users to groups in consideration of aggregated channel correlation. We may randomly
allocate a new user I” in U _ to group g  to minimize the aggregated channel

correlation by

g =argminp_ . .
9ol sum,l”,g

(4.16)

We continue this process until all users are grouped.

We may reduce the computational complexity for the user grouping based on the
aggregated channel correlation without the generation of beam weight. However, the

aggregated channel correlation may not properly characterize the TPL.

4.2.3. e-orthogonality-based user grouping

We may perform the user grouping by exploiting e-orthogonal condition that can be

represented as

Py <€ (4.17)

where g(e[o,l]) is a threshold to be determined. Based on the ¢-orthogonality, we may

partition users into a number of groups.
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Let G, be the initial number of groups. We select an initial user for each group.
We may select the initial user k™ for group g (g =1,---,GO) based on the channel gain
according to (4.8). After the initial user selection, we partition the rest of users into a
number of groups. We may perform the grouping by a two-step process; user selection
and group allocation. We select a new user |” having the largest channel gain among the
rest of users. For allocation of user 1” to a group, we calculate the maximum channel
correlation of user |I” in each group. We may represent the maximum channel

correlation of user 1" in group g as

Prai g = MaX Py (4.18)

gkeug O

We may allocate user 1" togroup g~ that minimizes the maximum channel correlation

as

g =argminp__ . . (4.19)

1<g<G, n
If the e-orthogonal condition for group g~ is not satisfied, we increase the number of
groups by one (i.e., G,<«G,+1) and allocate user |I" to the new group G,. We

continue this process until all users are grouped.

We may reduce the computational complexity by using the e-orthogonality.
However, it may not be effective to minimize performance loss by the interference

nulling since the e-orthogonality may not provide the reduction of TPL.
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Figure 4-2. An g-orthogonality-based user grouping scheme.
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4.2.4. Chordal distance-based user grouping

We may consider the chordal distance as the grouping metric [60]. We define the
chordal distance between user group g and t by

2 2 d(g09)+ > 2 dtat)+2 > d(gt)

C(g,t)= 2ol (VLRI 9 g bt (4.20)
)= (Kg+Kt)(Kg+Kt—1)

where d(g,,g,) is the chordal distance between user g, and user g, and can be

represented as

(4.21)

We may partition users into a number of groups by employing an agglomerative
hierarchical clustering (AHC) method [61]. As illustrated in Figure 4-3, we allocate a
single user to each group. We calculate the chordal distance between two groups by
(4.20). Then, we merge a pair of groups with the maximum chordal distance into a single
group so as to maximize the chordal distance of users in the group. In this manner, we
may sequentially reduce the number of groups until the number of groups equals to a

predetermined number G.

We may reduce the computational complexity by using the chordal distance without
consideration of beam weight. However, the chordal distance may not properly
characterize the TPL. It may be desirable to use a grouping metric related to the TPL,

while requiring reduced-complexity for the implementation.
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Figure 4-3. An example of user grouping based on AHC.

4.3. Proposed scheme

4.3.1. User grouping

Consider the case that multiple BSs jointly transmit signal by means of ZF

beamforming. We may determine the beam weight for user k of BS i by [9]

Vip = (4.22)

where w,, isthe k-th columnof H,G;* and G, =H/'H,. Here,
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Ho=[hhi |- (4.23)

The ZF may suffer from performance loss due to the interference nulling (i.e., the
TPL). It may be desirable to partition users into different groups so that users in each
group experience low TPL as illustrated in Figure 4-4. However, it may need very high
computational complexity to estimate the TPL in m-MIMO environments since it
requires the beam weight. For the reduction of computational complexity, we consider the
estimation of TPL without the use of beam weight. To this end, we analyze the received
signal in a deterministic equivalent form and then approximate the TPL by exploiting the
property of m-MIMO channel. We partition users into a number of groups based on the
approximated TPL. Finally, we generate the beam weight for each user group assuming

that we allocate the transmission resource to user groups in an orthogonal manner.

The received signal power of user k can be represented as

\éplkalk |k

ieQ

(z,/p, ey ‘h LV k‘] (4.24)

ieQ

=2 Si +Z\/$ 2 \/Sj_k

ieQ ieQ jeQ\{i}

where
Sik = Pk ‘hH ﬂ:‘z (4.25)

and the second equality follows from the fact that h\ v} is non-negative.
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Figure 4-4. An example of user grouping to minimize the TPL.

It can be shown that [10]

Si =G —Tik (4.26)
where G, isthe TPL-free transmission gain of user k of BS i and can be represented as

Gix = Pk "hi,k ”2 (4.27)
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and T, is the TPL of user k due to the interference nulling of BS i and can be

represented as

Ti,k = ZTi,k,l . (4-28)

Here, T,,, isthe TPL of user k due to the interference nulling for user | of BS i and can

be represented as
Tikr = P&k (_1)k+l+l hi'-,ikhi,lq)i,k,l (4.29)

where

(4.30)

We may represent G;, and T;, ina deterministic equivalent form. It can be shown

from Lemma 3-1 that

G, G —22—0 (4.31)

M -0

where Gi'k is a deterministic equivalent of G;, and can be represented as [40]

éi,k =Pk M . (4.32)

It can be shown that [70]

Kﬁmal -1

det(G)= Y (-1)"™ htih, det([eﬁv'q(m'q“’j (4.33)

iha ik
=1

3
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(<1 he'h,, det([qk'kq(m’q'“j

where

3 k fork <I
O, = k-1

m form<k
m+1 form>k’

fork >1

Then, it can be shown that

Klolal_l
Z ) (m) | H
(-1) Z\Ni,k,lhi,ahi,k
m=1
K!olal’l

Z VVi(,T,)lhiF,lahi,l

m=1

cDi,k,I =

where

. k—-1+1 fork<lI
KU k—1-1 fork >

Wi = (—1)rn det([egm ](qu.,k)j |

It can also be shown that

Ktotal_l ( ) H H

m
Z Wi hiehy highg
k+l+z,  +1 -1

Tix) = Pikix (_1)

Klutal -1

Z Vvi(,r;,)lhil-,'ahi,l

m=1

k+l+z, +1

Since (-1) =1 irrespective of k and I, it can be shown that
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(4.35)

(4.36)

(4.37)

(4.38)

(4.39)

(4.40)



Ktotal_l

(m) ny(m)
z Wi Nk
_ m=1
Ti,k,l = Pk Kioa —1

(m) my(m)
Z Wiyt i

m=1
@ @) & )
| | m m
Wi i NG+ z Wi Ni
_ m=0,
- pi'kai’k K\otaI71
() (@) (m) my(m)
Wi Dyl + Z Wit Dl
m=q;

where
Nl(rl?)l :hik,'khi,lh'H h

i,a' i,k

Dl(rl?)l =hith

ia il

When m=gq,, it can be shown that

Ni(,qkl;ll() zhi'j'khi,lhi'-,'Ihi,k
= ﬁ:j'kRil,/Ifhi,lhi'_,‘l R:Iukzﬁlk

It can be shown from Lemma 3-1 that

Ry RN, SRYER,  ~ Tr(RIN, BIREE ) —25-50.

M —0

(4.41)

(4.42)

(4.43)

(4.44)

(4.45)

since Tr(R?h, hiiRIY ) =hIRITR, RI7h,,, it can be shown from Lemma 3-1 that

M —o0

Tr(R?{,fhi',h[',Rily’f)—Tr(RiykRi',)% .

Then, it can be shown that

Nt = N -0

M >
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where N+’ is a deterministic equivalent of N’ and can be represented as

'\_li(,cll','lk) = Tr(Ri,kRi,l ) :

Since D}’ =hfR¥RY?A; , , it can also be shown from Lemma 3-1 that

Dt - Dfi ——0

M —o0

where [_)if‘;';,k) is a deterministic equivalent of Di(jj';;) and can be represented as
Iji(,[lil,‘lk) =M.

When m#q,,, it can be shown that

N =hiih; hih,

ia' ik

= F]illaR'l/Zh' hil-,ikRil,/lzﬁi,l .

ia ik

(4.48)

(4.49)

(4.50)

(4.51)

Since h,, and h,, are independent of each other, it can be shown from Lemma 3-2

that

hi.RY?h, i RN, —2——0.

ia ik, , i

Then, it can be shown that

(m) N| (M) as.
N = Nij) —52—0

M —o0

where N{{) is a deterministic equivalent of N/} and can be represented as

Nl(rl?)l =0.
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Similarly, since D) =h!\ RIZR’h; , , it can be shown from Lemma 3-2 that

m _ p(m
Di,k,l - Di,k,l

where D} is a deterministic equivalent of D}, and can be represented as

It can also be shown that

T.

where T, isa deterministic equivalentof T,,, and can be represented as

ik

It can also be shown that

where T, isa deterministic equivalent of T,, and can be represented as

Ti,k

a.s. O

M —0

n(m) _
Dy =0.
o as.
o~ T — w0

pi,kai,kTr(Ri,kRi,l)

Tix

K

1k

~Ti

total

= ZTi,k,l

= Pi ik

It can be shown that a deterministic equivalent of S, can be represented as

ieQ)

ieQ)

M

a.s. 0

1k

M >0

Koy Tr(R;, R, )

M

TS| 2

je\(i)
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(4.56)

(4.57)

(4.58)

(4.59)

(4.60)
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where S, isa deterministic equivalent of S,, and can be represented as

S_i,k =P M _-ri,k : (4.62)

The estimation of T, may require a complexity of O(Km,M?’), which may not be

affordable in m-MIMO environments. For further reduction of computational complexity,

we consider the following lemmas.

Lemma 4-1. As M — oo, the eigenvectors of R;, can approximately be represented

as [71]

Qi ={falmeB,}. (4.63)

Here, f, is the m-th orthonormal basis vector in Q={f |m=1---,M} and can be

represented as

_ 1l jeasin(e)m-y T
o=l ] (4.64)
where
2(m-1)-M
o, =sin” [Qj (@55)
2M

and B, isthe setof indices of basis vectors for user k of BS i and can be represented as

B« z{mmin,i,kv"'vmmax,i,k}- (4.66)
Here,

min,i,k —

m —[MDsin(,saLk —Ai’k)+%+1—l (4.67)
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Mok :LMDsin(gi,k +Aiyk)+%+1J : (4.68)
Lemma 4-2. As M — oo, the eigenvalues of R;, can approximately be represented
as [71]

PR
b

m=1-,b;, (4.69)

k,m ~

where b, isthesize of B, and can be approximated as
b, ~2DM cos(4, )sin(A;, )+1. (4.70)

It can be shown that

T leR Tr AIkUIkullAllull)

(u
:Tr( )(AuUHUL)) (4.71)

where

i 2
o TR 4.72)

It can be shown from Lemma 4-1 and 4-2 that

b.,k 1, M 2 2
pll q/ll m; fm
; Her Z P bl kbll m,kzel;k m; B, v (473)
=c, M?.
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Here, c;,, is the performance degradation term associated with the channel correlation

between user k and user I, and can be represented as

N (Bi,k'Bi,I)

4.74
by by (@74

G =

where N(B,,,B,,) isthe number of common elements between B, and B, and can

be represented as
N(B,,.B,)=[B,NB,|. (4.75)

Using Tr(R;,R;,)~¢, ,M? T, can beapproximated as

Ti,k,l z-lzi,k,l (4.76)
= Pk @ik Ci M.
Then, it can be shown that
-rl,k z-lzi,k
Ktmal - (4_77)
= ikl
1k
It can also be shown that
Sc~(A,+ALM (4.78)

where
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A<1:Zpi,kai,k Zle

ieQ ieQ

ieQ jeQ\{i} M

T T
A“:Z pi,k“i,k—ﬁ'k[Z Pj,ka,-,k—'—'k}

It can be shown from the first-order Taylor approximation [42] that

1’p.kauk ~ Pikik ZMW

It can also be shown that

= Ak,z,l + Ak,z,z + Ak,2,3 + Ak,2,4

where

ieQ jeQ\{i}

|eQ «¢p| kalk (Jg pj kaJkJ

A2z =
pl k**ik
BT g
237 2M
77

(4.79)

(4.80)

(4.81)

(4.82)

(4.83)

(4.84)

(4.85)



_I:
.k
B ieQ) xé p| kal k {JEQ\ \W\J (4 86)

Aza = 4M?

Since A ,,~0 forlarge M, it can be shown that

S, ~G, T, (4.87)

where Gk is the approximated TPL-free transmission gain of user k and T, is the

approximated TPL of user k, and can be represented as, respectively,

{Z P ik +ZW[ > Wﬂ (4.88)

ieQ) ieQ jeQ\{i

T, ZT,HZW( > \/pjkiTjkj (4.89)

ieQ ieQ jEQ\

Based on the approximated TPL, we partition users into a number of groups in what

follows. The proposed user grouping algorithm is summarized in Figure 4-5.

Step 1: For g =1, we initialize the user sets by

U,=0 (4.90)
U, =uU (4.91)
U, =Uu (4.92)

where Ug is the set of users who can be selected to group g.
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Step 2: We select anew user k™ that yields the lowest TPL to users in Ug by

K'=argmin > T, (4.93)

kely 120, \(k}

where 'I:,,k is the approximated TPL of user | due to the interference nulling for user k

and can be represented as

,k_ZT,,k+Z T {Zm} (4.94)

icQ ieq A/ Pii &)\ jear(i

After the user selection, we update user sets by

U, =U, U{k’} (4.95)
U, =U, -{k} (4.96)
U, =U, —{k’}. (4.97)

Step 3: To keep the TPL lower than a certain level, we update U o for the selection of a

new user by

={k|Uy,NU,,, keU,} (4.98)

9.2?

where U, and U, are defined by, respectively,

U ={k|'I:gl (Ug)+ T,k <6,

o leu,, keU,} (4.99)

h,g,
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Uy, ={kIT(Uy) <8 keUg | (4.100)

Here, &, =cG, where c(e[o,l]) is a parameter for user k to be determined and
T, (Ug) is the approximated TPL of user k due to the interference nulling for users in

U, . We may represent T, (U, ) as

T (U,)= Z Tear - (4.101)
g€y,

By selecting a new user for group g among users in ng , we may keep the TPL of users
in U, lower than a certain level. If Ug =, we finish the user selection process for

user group g and go to Step 2 with g <— g +1. Otherwise, we go to Step 4.

Step 4: Let 'fg (k) be the total TPL of users in U, due to the interference nulling for

userkin U, . Then, we may represent T (k) as

T, (k)= z Ty (4.102)

g,eUg

A

For user kin U, we may represent the total TPL of group g as

T (Ug k) =Ty (K)+T(Us)- (4.103)

We select a new user k™ to minimize the total TPL for group g by

K" =argminT (U, k) (4.104)

keUg

and update U_, U, , and ng by (4.95), (4.96), and (4.97), respectively. If U, =, we

g’

finish the user selection process. Otherwise, we go to Step 5.
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Step 5: If K, =M, we go to Step 2 for the selection of a new user in group g+1.

Otherwise, we go to Step 3.

After the user grouping, we generate the beam weight for each user group with the
use of transmission resource orthogonal to each other. We may represent the total

achievable sum rate by means of proposed user grouping as [53]

Fom =i?‘-’ > log, (1+SINR, ). (4.105)

Initialize user sets by (4.90)-(4.92) for g =1

v
Select an initial user for group g by (4.93) 9«9 +1
And update user sets by (4.95)-(4.97) B [}
 J Y
j N K,=M
Update U, by (4.98) S o=

-

Select a new user for group g by (4.104)
and update user sets by (4.95)-(4.97)

|

End

Figure 4-5. Proposed user grouping scheme.
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When a large number of users are densely located in a small area, they may
experience channel highly correlated to each other, suffering from large TPL [56, 57]. We
may reduce the TPL by increasing the number of groups, but users may suffer from
performance loss due to the use of reduced transmission resource allocated to each group.
We may alleviate this problem by means of user re-grouping based on the approximated

TPL.

When a group has a small number of users, it may not be possible to fully utilize the
transmission resource to maximize the sum rate. Thus, when a group has users less than
oM , where 0<6 <1, we may perform user re-grouping. The set of users required for

the re-grouping can be represented as
U, ={g, €U, |K, <M, g=1--G}. (4.106)
Let W be the set of user groups having the number of users larger than a threshold.

We re-allocate a user in U, to another group in ¥ to minimize the total TPL by

(k",g")=argminT (U, k). (4.107)

keU,,ge¥
Then, we update the user set by U, =U, —{k"} . We repeat this process until U, =@.

4.3.2. Effect of CSI inaccuracy

In this subsection, we analyze effect of CSI inaccuracy on the TPL. In the presence
of CSI inaccuracy in spatially correlated channel environments, we may represent the

channel between BS i and user k as [41]
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F]i,k = 1_Ti2,khi,k + 7 Zix
" — ) (4.108)
=Rix ( 1-77.h;, "'Ti,kzi,k)

where Z,, eC**~CN(0,,,1,,). For ease of analysis, we assume that 7, =z forall i

and k.

In the presence of CSI inaccuracy, we may represent the desired signal power of user

k of BSi as

. 2
_ H . ZF
Siik = Pikix ‘hi,kvi,k‘

2
=P i J1-72 AV 2 ARV (4.109)
:(1—1’2)Si,k + Pk ik [27 1-7° Re(qoflfyk)JrrZZf:’kJ
where
H
Pk =NiVi (Van) Zix (4.110)
2
zi =z (4.111)
It can be shown that
H
Pikk = thkVIZE(VIZE) Zix
(4.112)

_ H
_RH pU2yZF (ZF\T pi2s
—hi,kRi,kVi,k(Vi,k) RikZik:

Since h;, and Z;, are independent of each other, it can be shown from Lemma 3-

2 that
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ZF as.
Pixxk w0

M 5w

Then, it can be shown that

2
ZF | M 2F
Lk _‘Zi,kvi,k‘

H
_sH pl/2,,zZF ZF 125
_Zi,kRi,kVi,k (Vi,k) Ri,kZi,k'

It can be shown from Lemma 3-1 that

H H
sH v2,,ZF ZF 125 12, ,ZF ZF 1/2 a.s.
ZixRikVix (Vi,k) RikZix _Tr(Ri,kVi,k(vi,k) Rix )_ om0

It can also be shown that

Tr{RIVE (viE) RIS )= (vEE) Ry
_ ﬁil—,ikRil,/kzpi,kRi,kpi,k Rlllkzﬁlk
[Puabl

It can be shown from Lemma 3-1 that

FI|'-|kR:|Uk2F)|kIQ|kl:)lqulllkzﬁlk _Tr(RlllkzpllekplkR:lulf) Majoo 0.

Then, it can be shown that

ZF - ZF as.
Zi,k,k _Zi,k,k >0

M —o0

where Z7f, is a deterministic equivalent of Z7, and can be approximated as
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(4.113)

(4.114)

(4.115)

(4.116)

(4.117)

(4.118)



plkalkz i,k,m

pi,kai,kM _Ti,k .

- ZF
Zi,k,k

It can also be shown that

S.ik—S.ix——0

,ik M —0

where S_,, isa deterministic equivalent of S_;, and can be approximated as

Sr|k~G

le

Here,

(plkalk) Z i,k,m

G, i\ = P M +7°T,, +7°
7,i,k pl,k i,k i,k pi’kai’kM _Ti’k

Tk :-I:i,k +7° Pix&ixM .

Finally, it can be shown that

T =T +eTPL

where e”’L is the TPL of user k in the presence of CSI inaccuracy and can be

represented as

ieQ ieQ jeQ\li

o = szF[ZFﬂ
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(4.119)

(4.120)

(4.121)

(4.122)

(4.123)

(4.124)

(4.125)



It can be seen that when 7 is small, the proposed scheme may be effective for the
reduction of TPL since T, is not affected by . However, when 7 is large, it may not

be effective mainly due to the increase of e}".

4.3.3. Computational complexity

We measure the computational complexity in terms of flop [43, 44]. It can be shown
that the estimation of TPL requires 5BK M log, M flops to approximate the SCM by
means of FFT [56] and (BK, (K —1)M)/2 flops to calculate T, for Vi, k, I k.
The generation of ZF beam weights for group g requires a computational complexity of

V/éz =BK, [M 2 +(8Kg +4)M +(4/3)ng} flops. Finally, the proposed scheme requires

a computational complexity of 5BK

total

G

M log, M + BK iy (K ~1)M /24> " flops.
g=1

The computational complexity of various grouping schemes is summarized in Table 4-1.

Table 4-1. Computational complexity of grouping schemes.

Scheme Complexity
G-1 Ky Kg-1
Greedy BKtotaI (Ktotal +1) M + ZZI/Ianl + Z l//nzfl
g=1 n=1 n=1
S ZF
Chordal distance BK g (Ko +)M + D 078
g=1
S ZF
Random Z‘/’Kg
g=1
BKtotaI (Ktotal _1) M & ZF
Proposed 5BK,,M log, M + > + v
g=1
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4.4. Performance evaluation

We evaluate the performance of the proposed scheme by computer simulation. We
consider a three-cell cellular system as illustrated in Figure 3-7, where K users in each
cell are randomly distributed in cell boundary region (i.e., K, =K, Vi). The other
simulation parameters are summarized in Table 4-2 [68, 69], [73]. For comparison, we
consider the performance of greedy grouping scheme [52], chordal distance-based
grouping scheme [60], and random grouping scheme. The greedy grouping scheme
partitions users into a number of groups by sequentially selecting users to maximize the
sum rate in consideration of beam weight [52]. The chordal distance-based grouping
scheme partitions users into a number of groups to maximize the chordal distance in each
group by employing the AHC method [61]. Random grouping scheme randomly selects
users with consideration of the number of users in each group determined by the proposed

scheme. For fair comparison, the design parameters of each scheme are optimally

determined.
Table 4-2. Simulation parameters.
Simulation parameters Value
Number of BSs B 3
Number of users in each cell K 16, 20, 24, 30
User distribution Randomly distributed
Cell radius R, 300 m
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Cell center radius R, 200 m

Normalized antenna spacing D 0.5

AoD A,,, Viandk [ 60,60 |

148.1+37.6log,,(d., )dB, where d. is
Path loss o, ,, Vi and k gm( "k) ik

the distance between BS i and user k in km

Edge SNR 0dB

Noise power o7 -92 dBm

Figure 4-6 depicts the sum rate according to the AS when K =16, 24. It can be seen
that the proposed scheme provides almost the same performance as the greedy grouping
scheme while outperforming the other schemes. This is mainly because the proposed
scheme performs the user grouping based on approximated TPL. It can also be seen that
the chordal distance-based grouping scheme may not provide noticeable performance
improvement compared to the random grouping scheme since the chordal distance may
not properly characterize the TPL. It can be seen from Figure 4-6 (a) that as the AS
increases, the grouping gain becomes marginal. This is mainly because the channel
correlation decreases as the AS increases [49, 50]. On the other hand, it can be seen from
Figure 4-6 (b) that the grouping is effective even when the AS is large. This is mainly
because when the number of users is large, users may suffer from the TPL due to the
presence of high channel correlation. In this case, it may be desirable to perform the user

grouping so that users in each group experience low TPL.
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Figure 4-6. Sum rate according to AS.
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Figure 4-7 depicts the computational complexity according to the number of
antennas M when K =16, 24, and the AS is randomly distributed in 5 to 15°. It can
be seen that the proposed scheme requires computational complexity much lower than the
greedy grouping scheme since it performs the user grouping without consideration of
beam weight. The proposed scheme outperforms the chordal distance-based grouping

scheme with complexity slightly higher than that.

Figure 4-8 depicts the number of groups and the sum rate when users are located in a
small cluster of a radius of R.=20m, K =30, and the AS is randomly distributed in
5 to 15. We assume that the cluster is randomly located in each cell and n percent of
users in each cell are in the cluster, and the threshold for the re-grouping is optimally
determined. It can be seen from Figure 4-8 (a) that as n increases, the proposed scheme
increases the number of groups to reduce the TPL, while reducing the amount of
transmission resource to each group. It can be seen from Figure 4-8 (b) that as n increases,
the proposed scheme suffers from performance loss, showing the effectiveness of user re-
grouping.

Figure 4-9 depicts the sum rate according to the channel inaccuracy z when
K =20 and the AS is randomly distributed in 5 to 15°. It can be seen that the
proposed scheme works better than the greedy grouping scheme in the presence of CSI
inaccuracy. The greedy grouping scheme may not accurately calculate the transmission
rate for the user grouping in the presence of CSI inaccuracy. The proposed scheme
estimates the TPL based on spatial channel correlation, which is robust to the presence of

CSl inaccuracy.
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Chapter 5

Conclusions and further research
Issues

In this dissertation, we have considered complexity-reduced multi-user signal
transmission in m-MIMO environments. We have considered the use of MRT and PZF
for signal transmission. We have used the SLNR instead of SINR for the generation of
beam weight to reduce the computational complexity. For further reduction of
computational complexity, we have approximated the SLNR. The simulation results show

the effectiveness of the proposed scheme.

We have also considered complexity-reduced ZF beamforming by means of user-
grouping so that users in each group experience low TPL. We have further reduced the
complexity for the user grouping by approximating the TPL. The simulation results show
the effectiveness of the proposed scheme especially in the presence of high channel

correlation, with significantly reduced computational complexity.

There are some interesting issues that may require further research, including
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® Complexity-reduced multicast transmission: Multicast transmission is a new
technology that can support increasing wireless traffic demand [74]. It may be
desirable to mitigate inter-group interference with affordable implementation
complexity in multicast transmission environments. We may optimally
generate multicast beam weight, which is an NP-hard problem [75]. We may
sub-optimally determine the beam weight by means of semidefinite relaxation
(SDR) [76] or successive convex approximation (SCA) [77]. However, these
schemes may still require huge computational complexity, which may not be
affordable in m-MIMO operating environments. The ZF beamforming can be
applied to multicast transmission in m-MIMO environments [78], but it may
require huge computational complexity. Thus, it may be of great concern to

develop a complexity-reduced multicast transmission scheme.

® Scalable cell-free m-MIMO: It is of great interest to improve transmission
performance in cell boundary region. We may consider the use of cell-free m-
MIMO, where a central processing unit controls a massive number of access
points (APs) [79]. However, it is of great concern how to realize a scalable

cell-free m-MIMO scheme in real operating environments [80].

® Spatial correlation-based V21 transmission: Intelligent transport systems may
require signal transmission of high data rate and low latency [81]. We may
apply m-MIMO techniques to vehicle-to-infrastructure (V2I) communications
[82]. It is of great concern to provide desired requirements in the presence of

high mobility [83]. We may exploit spatial channel correlation to alleviate the
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channel aging problem [84, 85]. However, it may require very high

implementation complexity in V2| transmission environments.
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Appendix

A. Proof of Lemma 3-4

Let user k be the u-th userin U”. G/** can be represented as [10]

GkPZF — GL\/IRT _ DIE’ZF (Al)

where

Ko

D% =3 D% (A2)

n=#u

Here, D% can be represented as

DUPiF = (_1)“””1 I‘]il-,ikhi,n.O ®u,n (A3)

where

B det(R<“'”>)

(A4)

Here, R =(H§’)H H® and R"™" denotes R without the u-th row and the n-th column. It

can be shown that [70]
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KZIO:( )P+Iunhl|-|boh det([ R >:|<pllu‘“>j

0,, ="
& e (Pihns)
>0 i, det [Re 7
Pt " (A5)
(-2)™ ZWﬁ"n)h.H i
Zwu"n)h.“bo .
where
u foru<n
I, = (A.6)
u-1 foru>n
u—-n+1 foru<n
Zu n = (A?)
u-n-1 foru>n
p forp<u
- (A.8)
p+1 forp>u
oo
W = (-1)° det([R<”’“>]<p >j . (A9)
Since (—1)“"*1(—1)2“*” =1 irrespective of u and n, it can also be shown that
Z f(p)
PZF p=1
D =
Z g(p)
(A.10)
flne) 4 Z (P
p#lyy
K,°k
gﬁ'”n” + g
p#l, ,
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where

(P) —_ \(PIRH H
fu,n _Wu,nhi,q‘)hi,khi,khi,n,"

o =wPhi b

u,n i b i N

For b=n, it can be seen from Lemma 3-2 that

h™

H as.
|,b|°hivkhi,khi,ni° M —c0 0

h" h , —2 0.

i,b" i,n’ M —o0
Then, it can be shown that
K
(p)___as
> AP 0
Pl
Kix
(p) as.__
Z gu,n M > O )
p#lyy

For b=n, it can be shown from Lemma 3-1 that

a.s.

hih, hihy =Tr(h, hit ) —2—0.

i,n

Thus, it can be shown that
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(A.12)

(A.13)

(A.14)

(A.15)

(A.16)

(A.17)



(hy)
fonF _1 a.s. \O
()] VE A

gu,ni“

It can be shown that

D;ZF _ Ki?k as. O )

M —w0

Finally, it can be shown that

G kpz;: _ ékPZF as o0

M >0

where Gy =M —K?, .

B. Proof of Lemma 3-5

It can be shown from Lemma 3-1 that

hi P = Tr(P )—2—0.

M >0

It can be seen from Lemma 3-3 and 3-4 that

qk _ qk a.s. O

M —o0

where @, isa deterministic equivalent of g, and can be represented as

Tr(P)

NN T
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(A.18)

(A.19)

(A.20)

(B.1)

(B.2)

(B.3)



Since Tr(P’ )=M —Ky,, it can be shown that

0 Tr(Pﬁk) _ M—ka' (B.4)

NYN[YS M\/l‘lf\jk

Thus, it can be seen that hIAim g, =1.

C. Proof of strict quasi-concavity of SLNR«

We prove that SLNRk is a strict quasi-concave function of 6, by using the

following Theorem [42].

Theorem. A continuous function f:R — R is strictly quasi-concave if and only if
there is a point cedom f such that f is an increasing function for x<c¢ (xedomf),
and f is a decreasing function for x>c (xedom f ). The point c can be chosen by any

point that globally maximizes f.

Let c, be a global maximizer of SLNR«. Without loss of generality, we can

assume that c, can be set to

(C.1)

since the global optimum occurs at which the gradient vanishes [42]. For 6, <c,, 6,
can be set to 6, —¢, where & is an arbitrary positive real number satisfying
g —c<[0,1]. For 6,<c,, @, in (3.76) and I', in (3.77) can be represented as,

respectively,
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2p; o = o’AG, =
0, =tk | [5G {WG;ZFH} AG, & (C.2)
(EUMRTeeroj) Lus, G

o
ik

I =0 G ¢ (C.3)
It can be shown that
- Nk
V,SLNRk =¢— (C.49)
k Dk

where

N, =2p, . Euhl:oiT\léEZF (\}Aék & + GkPZF) (C.5)

D, =(0 ¢ +o7 )2 | (C6)

ik

It can be seen that N, >0 since 6, >0 and D, >0. Then, it can be shown for

6, <c¢, that SLNR« is astrictly increasing function since V, SLNR >0.
For 6, >c,, 6, can be set to € +&, where & is an arbitrary positive real

number satisfying 6, +& <[0,1]. It can be shown for 6, >¢, that

v, SLNRi =—g%. (C.7)

k

It can be seen for 6, >c, that SLNR« is a strictly decreasing function since
V, SLNRk <0. Finally, it can be shown from Theorem that SLNR is a strict quasi-

concave function of 6, .
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Korean Abstract
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