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Abstract

Human-robot cooperation is unavoidable in various applications ranging from man-

ufacturing to field robotics owing to the advantages of adaptability and high flexibility.

Especially, complex task planning in large, unconstructed, and uncertain environments

can employ the complementary capabilities of human and diverse robots. For a team

to be effectives, knowledge regarding team goals and current situation needs to be

effectively shared as they affect decision making. In this respect, semantic scene un-

derstanding in natural language is one of the most fundamental components for infor-

mation sharing between humans and heterogeneous robots, as robots can perceive the

surrounding environment in a form that both humans and other robots can understand.

Moreover, natural-language-based scene understanding can reduce network conges-

tion and improve the reliability of acquired data. Especially, in field robotics, transmis-

sion of raw sensor data increases network bandwidth and decreases quality of service.

We can resolve this problem by transmitting information in the form of natural lan-

guage that has encoded semantic representations of environments. In this dissertation,

I introduce a human and heterogeneous robot cooperation scheme based on semantic

scene understanding. I generate sentences and scene graphs, which is a natural lan-

guage grounded graph over the detected objects and their relationships, with the graph

map generated using a robot mapping algorithm. Subsequently, a framework that can

utilize the results for cooperative mission planning of humans and robots is proposed.

Experiments were performed to verify the effectiveness of the proposed methods.

This dissertation comprises two parts: graph-based scene understanding and scene

understanding based on the cooperation between human and heterogeneous robots.

For the former, I introduce a novel natural language processing method using a seman-

tic graph map. Although semantic graph maps have been widely applied to study the

perceptual aspects of the environment, such maps do not find extensive application in
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natural language processing tasks. Several studies have been conducted on the under-

standing of workspace images in the field of computer vision; in these studies, the sen-

tences were automatically generated, and therefore, multiple scenes have not yet been

utilized for sentence generation. A graph-based convolutional neural network, which

comprises spectral graph convolution and graph coarsening, and a recurrent neural net-

work are employed to generate sentences attention over graphs. The proposed method

outperforms the conventional methods on a publicly available dataset for single scenes

and can be utilized for sequential scenes.

Recently, deep learning has demonstrated impressive developments in scene un-

derstanding using natural language. However, it has not been extensively applied to

high-level processes such as causal reasoning, analogical reasoning, or planning. The

symbolic approach that calculates the sequence of appropriate actions by combining

the available skills of agents outperforms in reasoning and planning; however, it does

not entirely consider semantic knowledge acquisition for human-robot information

sharing. An architecture that combines deep learning techniques and symbolic plan-

ner for human and heterogeneous robots to achieve a shared goal based on semantic

scene understanding is proposed for scene understanding based on human-robot co-

operation. In this study, graph-based perception is used for scene understanding. A

planning domain definition language (PDDL) planner and JENA-TDB are utilized for

mission planning and data acquisition storage, respectively. The effectiveness of the

proposed method is verified in two situations: a mission failure, in which the dynamic

environment changes, and object detection in a large and unseen environment.

keywords: cognitive robotics, semantic scene understanding, 3D scene graph, mission

planning, human-robot cooperation, natural language process

student number: 2014-22559
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Chapter 1

Introduction

1.1 Background and Motivation

A traditional robotic system can perform simple and repetitive tasks in well-structured

environments. However, the application of robotic systems to various fields such as

medicine, manufacturing, and exploration has led to an increasing demand of highly

flexible robots that can work efficiently in an uncertain environment, which in turn has

led to a considerable amount of attention being paid to such robots [1]. Combining the

capabilities of humans such as adaptability, creativity, and intelligence and the abilities

of robots such as rigidity, endurance, and speed can dramatically increase work effi-

ciency [2]. Especially, cooperation between humans and heterogeneous robots can play

a critical role in making robots adapt to an unstructured and dynamic environment [3].

Numerous algorithms have been developed to resolve issues such as sensing, percep-

tion to planning, control, and safety in human-robot cooperation. Among the various

elements that need to be considered for a human-robot system, the most important is

scene understanding based on natural language. This function of such a system can en-

able humans and robots to share information in a form that they both can understand,

which is the most basic ability required for cooperation, as illustrated in Figure 1.1.

Moreover, we can reduce network congestion by transmitting information in the form

1



Semantic 
Environmental 

Information 

Human UGV

(a)

(b)

UAV UUV

Switch me off !

Error detected!
Help!

OK.

Fill up 
the tank.

I can go and check 
the error.

More fuel 
needed.

Prepare for the outdoor 
experiment

A human is 
coming inside the 
company.

(c)

intro / fig1

Figure 1.1: Cooperation between humans and heterogeneous robots: (a) natural lan-

guage communication among heterogeneous agents (b) sharing semantic environmen-

tal information among heterogeneous agents (c) field robotics
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of natural language, which is a compact representation of environment information,

instead of transmitting raw sensor data, which increase network bandwidth and de-

crease quality of service (QoS) when working in a large environment. Consequently,

an improved QoS reliability can be guaranteed.

To perceive the surroundings of an environment in natural language, a scene graph,

which is composed of detected objects (represented as nodes) and their relationships

(represented as edges), language description and natural questions can be utilized. Fig-

ure 1.2 shows examples where each method is applied to human-robot cooperation.

(a)

AGV 0AGV 1

AGV 2

AUV 0

Bench
Tree

near

(b)

“A red cylinder 
on the way”

Fail

AGV 0

(c)

“ Is this room clean? or dirty? ”

Room 1 Room 2

Mission: 
Clean the house!

AGV 1

intro / fig2

Figure 1.2: Three examples of natural-language-based scene understanding in human-

robot cooperation: (a) natural-language-based scene graph generation (b) language

description (c) question generation

• Scene graph generation can contribute toward information gathering in unseen

and dynamic environments in a compact and communicable form. For example,
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assume that a robot is located at a place where a human cannot approach. The

generated scene graph can be used for humans to identify the location of the

robot.

• Language description can help in recovering from mission failure, and this is

particularly important because robot failures are inevitable. For example, as-

sume that a robot has to travel to a certain position and wait for a human to load

a package on it. However, a car may block the path of the robot, and therefore,

the robot is now unable to approach the human. This leads to the robot failing

the mission. In this case, the robot can inform the humans about the failure by

describing the current situation and move to another location to complete the

mission.

• Question generation can contribute toward the efficient operation of robots. For

example, assume that a robot has to clean a house. Generally, humans command

the robot regarding the rooms that need to be cleaned. However, if the robot

can question itself regarding the tasks that it needs to perform or the status of

the house and answer these questions by itself, human intervention will not be

required to list all the tasks that the robot has to perform.

This dissertation introduces a human and heterogeneous robot cooperation scheme

that is novel and includes sharing information regarding the surrounding environment

in an interpretable form for both humans and robots. I generate a scene graph based

on natural language, language description, and natural questions to perceive environ-

ments. Subsequently, a mission planning framework that includes semantic scene un-

derstanding is proposed for a team comprising humans and robots.
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1.2 Literature Review

1.2.1 Natural Language-Based Human-Robot Cooperation

Natural language-based human-robot cooperation can be divided into three main pro-

cesses as shown in Figure 1.3: instruction understanding, execution plan generation,

and knowledge world mapping. The objective of this dissertation is to connect the two

flows of studies, which is execution plan generation and knowledge world mapping.

Instruction
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intro / fig3

Figure 1.3: Three main processes of natural-language-based human-robot cooper-

ation: Instruction understanding, execution plan generation, and knowledge world

mapping.

1.2.2 Artificial Intelligence Planning

Artificial intelligence planning is a branch of artificial intelligence that aims to pro-

vide automation by generating a structure of actions that one or multiple agents use to
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transition from an initial state to a desired goal state in a given environment. This is

achieved by creating a model of the environment. The model aims to accurately rep-

resent the capabilities of the agent and the objects present in the environment, their

attributes, as well as the relationships between them. In particular, the model includes

an initial state, possible actions that affect the state, as well as the desired goal condi-

tions.

A planner is used to identify one or more plans. A plan is a partially ordered set of

actions which, once executed, are predicted by the model to achieve the goal condition.

Typically, planners perform search through the state-space to find one or more action

sequences that provide a transition from the initial state into a state in which the goal

condition holds. These forward-search planners (e.g. [4]) are equipped with various

heuristics to find solutions faster than having to explore every state in the state space,

thus enabling their use for planning and re-planning online.

Automated Planning Framework

An automated planning has three important components: a state-transition system

Σ, planner, and controller [5]. A state-transition system represents the real-world, in

which agents perform automated planning. A function of Σ is defined as S × (A∪E)

where, states S = {s0, s1, s2, . . . }, actions A = {a1, a2, a3, . . . }, and events E =

{e0, e1, e2, . . . }. A planner generates plans, and a controller changes the state of sys-

tems by executing the actions. An automated planning framework is shown in Figure

1.4.

A planning language is an expression of the domain model encoding real-world

environments in a logical form. Planning domain definition language (PDDL) has be-

come the de facto standard language for domain independent mission planning [6].

It is a language developed from the STRIPS [7], which was mainly used for planning

problems. It expresses the relationships and meanings of actions through preconditions

and subsequent effects. Mission planning using PDDL is defined by two different files;

6



Table 1.1: An example of PDDL domain

(define (domain mobilerobot)
(:types waypoint robot)
(:requirements :strips :typing :fluents :disjunctive-preconditions :durative-actions)
(:predicates (robot at ?v - robot ?wp - waypoint) (connected ?from ?to - waypoint)

(visited ?wp - waypoint) (inspected ?wp - waypoint))
(:functions (distance ?wp1 ?wp2 - waypoint) (battery ?v - robot))
(:durative-action goto waypoint
:parameters (?v - robot ?from ?to - waypoint)
:duration ( = ?duration 10)
:condition ((at start (robot at ?v ?from))
:effect (and (at end (visited ?to)) (at start (not (robot at ?v ?from)))

(at end (robot at ?v ?to))))
(:action inspect
:parameters (?v - robot ?wp - waypoint)
:duration ( = ?duration 60)
:condition (and (at start (>= (battery ?v) 1)) (at start (robot at ?v ?wp))

(at start (visited ?wp)))
:effect (and (at end (inspected ?wp)) (at start (decrease (battery ?v) 1))))

(:action charge
:parameters (?v - robot ?wp - waypoint)
:duration ( = ?duration 10)
:condition (and (over all (robot at ?v ?wp)) (over all (<= (battery ?v) 0)))
:effect (at end (assign (battery ?v) 2)))))

Table 1.2: An example of PDDL problem

(define (problem task)
(:domain mobilerobot)
(:objects wp0 wp1 wp2 wp3 wp4 wp5 - waypoint

kenny - robot)
(:init (robot at kenny wp0) (= (battery kenny) 2) (visited wp0))
(:goal (and (inspected wp0) (inspected wp1) (inspected wp2)

(inspected wp3) (inspected wp4) (inspected wp5)
(= (battery kenny) 2))))

7
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( Planning Domain 
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< 𝒊, 𝒈 >

intro / fig4

Figure 1.4: Automated planning framework

one is the domain file, and the other is the problem file. An example of each file is pre-

sented in Table 1.1 and Table 1.2. The domain file consists of object types, predicates,

functions, and actions, and the problem file consists of objects, initial states, and goal

states.

Offline and online planning

Planning is divided into two different types. One is offline that generates plans in

advance and subsequently performs actions, and the other is online, which generates

plans when the actions are being performed. Figure 1.5 shows the conceptual models

of offline planning and online planning. Offline planning has a one-way connection

between the planner and controller. Therefore, it cannot provide feedback about the

current situations or observations. In other words, it only generates plans using initial

state and objectives, while not considering current dynamic situations critical in real-

world situations. Online planning has a two-way connection between the planner and

controller and is therefore applicable in a dynamic environment. It can dynamically

generate plans according to environmental changes by continuously updating sensor

data. However, online planning using only raw sensor information has a limitation

in that it needs to design various algorithms based on the situation. It is therefore
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Figure 1.5: Conceptual models of offline and online planning systems: (a) offline plan-

ning (b) online planning

vulnerable to the type of situation. This dissertation introduces a mission planning

method based on a semantic scene understanding that is robust to diverse situations.

Planning representation languages

The representation languages for automatic planning are detailed in Table 1.3 [6].

NDDL was developed by NASA for the EUROPA2 planning system. It became a

practical approach for searching engines by replacing state and behavior with time con-

straints. HTN-PDDL uses hierarchical elements to perform hierarchical tasks. PDDL is

the standard language used for domain-independent planners and has been adopted as

the standard for domain modelling languages. The latest version of PDDL is PDDL3.1.

It presents object-fluents, which can not only handle any object-type. In this disserta-

tion, we utilize PDDL2.1, which is widely used in mission planning in robotics. It

provides numerical fluents, plan-metrics, and durative/continuous actions.
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Table 1.3: Summary of planning domain definition languages

PDDL Standardized syntax for STRIPS
PDDL+ Models continuous time-dependent effects
PDDL2.1 Extension of PDDL to numeric fluents and temporal planning
PDDL3.0 Introduced hard and soft constraints for preference-based planning
PDDL3.1 Introduced functions and object fluents
PPDDL Extension of PDDL2.1 for probabilistic planners
HTN-PDDL Extension of PDDL for hierarchical task networks
STRIPS Sublanguage of PDDL. Unknown literals are false (closed-world)
OCL Object-Centered representation
ANML Combines best aspects of PDDL and NDDL
RDDL STRIPS + functional terms, leading to higher expressiveness
ADL An extension of STRIPS to include negative conditions
NDDL Constraints between those intervals as states and actions

1.3 The Problem Statement

Among the three models to generate an execution plan for cooperation between hu-

mans and heterogeneous robots, logic models, which is also known as symbolic plan-

ning, exhibited good performance in generating a complete sequence of actions by

combining available skills that each agent can perform. However, if one action can-

not be performed because of environmental changes, the remaining actions cannot be

performed. It will lead to mission failure. This weak environment adaptation limits

symbolic planning in practical applications. However, most studies on symbolic plan-

ning have focused on algorithms that determine an optimal plan, which maximizes

the overall utility and minimizes costs, while hardly considering information sharing

issues between humans and robots that can resolve the environment adaptation prob-

lem. To share information between humans and robots, the most important element

that needs to be considered in advance is natural-language-based scene understanding,

which is one study flow of knowledge world mapping for human-robot cooperation.

Deep learning techniques are widely utilized in perceiving environments in natural
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language. However, it has hardly been applied to symbolic planning algorithms.

1.4 Contributions

The narrative of this dissertation is presented through a series of published works, pref-

aced by a review of the current state of the field. The main contribution of this disser-

tation is the utilization of natural-language-based human-robot cooperation for scene

understanding. Scene graph, language description, and natural questions are generated

to understand the surrounding environment and are applied to mission planning for a

team comprising humans and heterogeneous robots.

In this dissertation, first, I propose three different ways of perceiving the environ-

ment in natural language. Subsequently, a framework that integrates a symbolic plan-

ning algorithm and deep learning techniques is proposed. Experiments are performed

to verify the effectiveness of the proposed methods for human-robot cooperation in a

dynamic and large environment.

• Chapter 2 describes the generation of a semantic graph by using a visual genome

dataset and data collected using an actual mobile robot. A convolutional neu-

ral network and a region proposal network detect and perceive objects in the

surrounding environment. Subsequently, a recurrent neural network is used for

relationship inference. The entire process is verified through experiments.

• Chapter 3 introduces a novel natural language processing method using a 3D

semantic graph map. A graph convolutional neural network and a recurrent neu-

ral network are used to generate a description of the map. A natural language

sentence focusing on objects over a 3D semantic graph map can be eventually

generated. I validate the proposed method by using a publicly available dataset

and compare it with conventional methods.

• Chapter 4 introduces a method to generate natural questions using object-oriented
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semantic graphs. First, a graph convolutional neural network with a graph coars-

ening algorithm extracts features from the graph. Subsequently, a long short-

term memory generates natural questions from the extracted features. Using

graphs, natural questions can be generated for both single and sequential scenes.

The proposed method outperforms conventional methods on a publicly available

dataset for single scenes and can generate questions for sequential scenes.

• Chapter 5 describes a method that can utilize natural language in mission plan-

ning. The knowledge provided by humans in the form of natural language can

fulfill the missing robot’s workspace knowledge and help recover from mis-

sion failure. A natural language technology, which transforms underspecified

sentences into their formal forms, and resource description framework (RDF)

graph-based ontologies, are utilized. Experiments were conducted for two cate-

gories of scenarios for validation. One deals with a partially known workspace,

and the other with the acquisition of missing knowledge.

• Chapter 6 presents a cooperation framework that integrates deep learning tech-

niques and symbolic planner for heterogeneous robots is proposed. Neural net-

works are employed for natural-language-based scene understanding to share

environmental information among robots. A sequence of actions for each robot

are generated by using the PDDL planner. JENA-TDB is used for data acqui-

sition store. The proposed method is validated through a simulation performed

with an unmanned aerial vehicle and three unmanned ground vehicles.

1.5 Dissertation Outline

The dissertation consists of seven chapters. Chapter 2 introduces a scene graph genera-

tion algorithm. Chapters 3 and 4 present natural language sentence generation methods

using graph map. Chapter 5 presents a planning system using natural language for ar-

tificial intelligence to organize actions in order to achieve goals. Chapter 6 proposes
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a human-robot cooperation framework that integrates natural-language-based scene

understanding and PDDL planning. Chapter 7 summarizes the contributions of this

dissertation and discusses future work.
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Chapter 2

Natural Language-Based Scene Graph Generation

2.1 Introduction

Semantic scene understanding is important in human-robot cooperation. In addition to

simply representing the surrounding environments with lines and planes, recently, re-

search on extracting meaningful information such as topography and objects has been

widely conducted [8]. [9] proposed an RGB-D simultaneous localization and map-

ping (SLAM) framework with object-level entities. [10] designed a monocular SLAM

framework for robust object-oriented map generation in a dynamic environment. How-

ever, most research on semantic scene understanding has focused only on improving

mapping performance, instead of utilizing a generated semantic map. [11] efficiently

learned human-centric models with a framework composed of grounded natural lan-

guage descriptions and semantic maps. [12] improved robot navigation performance

by demonstrating robotic navigation algorithms based on semantic maps and natural

language interfaces. Since these studies only use the generated semantic map with de-

tected objects, they have a limitation – the information about relationships between

objects which are not included in the map is hardly utilized.

To ensure cooperation through seamless human-robot communication, it is neces-

sary to represent detected objects and their relationships in the form of natural lan-
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guage. In the field of computer vision, various forms of natural language scene un-

derstanding, such as image captioning [13], visual question answering [14], and scene

graph generation [15] have been conducted. There have been many studies on image

captioning and visual question answering, but only a few on scene graph generation,

which can extract semantic meanings of the relationships between objects. [16] gener-

ated image captions and a scene graph by constructing a multi-level scene description

network. [17] proposed generative adversarial networks that can infer the relationships

between objects as well as their properties. These methods only utilize publicly avail-

able datasets when generating scene graphs.
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Figure 2.1: Scene graph generation: (a) Object detection with an image (b) A graph

map obtained with semantic SLAM (c) Natural-language-based scene graph

A robot detects objects from surrounding environments with images obtained from

sensors and object detection algorithms as shown in Figure 2.1 (a). Then, a semantic

graph map is generated through semantic SLAM algorithms as illustrated in Figure 2.1

(b). Nodes of the graph map consist of feature and position information, while edges

are not defined. Thus, it is difficult to infer the semantic meaning of the relationship
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between objects using the semantic graph map. In this study, I generate scene graphs,

which can predict not only objects but also the relationship between them using nat-

ural language as shown in Figure 2.1 (c). Generating a scene graph is composed of

three major processes: object detection, perception, and relationship inference. I de-

tect and perceive objects using a convolutional neural network (CNN) and a region

proposal network (RPN). I then perform graph inference using a recurrent neural net-

work (RNN). The process of scene graph generation is verified through experiments

using a publicly available dataset and data that is obtained using mobile robots.

2.2 Related Work

This dissertation is part of three kinds of research: human-robot cooperation, semantic

scene understanding, and relationship finding.

Human-robot cooperation

Human-robot cooperation is a highly researched subject. [18] presented an object ac-

quisition algorithm by which humans and robot can cooperate. [19] proposed a human-

robot collaborative disassembly system using deep reinforcement learning, incremen-

tal learning, and transfer learning techniques. [20] constructed a cyber-physical system

so that humans and robots can work together safely. However, since these studies are

designed for specific situations, an unexpected situation is difficult to handle. Commu-

nication between humans and robots using natural languages can be used to overcome

such situations. [2] proposed a generalized grounding graph framework that allows a

robot to ask a human for help when it fails a mission. [21] increased the efficiency of

navigation through conversation between people and robots. However, these studies

only consider natural language related cooperation methods, assuming that an under-

standing of the surrounding environment is sufficiently achieved. In this dissertation,

a method of natural-language-based scene understanding is introduced.
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Semantic scene understanding

The simplest method of semantic scene understanding is to list all the objects in an

image. [22] introduced the you only look once (YOLO) detection system, which can

detect multiple objects in real time. [23] improved the single shot multibox detector

to enhance the performance of multi-object detection in complex traffic environments.

However, for human-robot cooperation, the environment should be represented in nat-

ural language so that it can be understood by humans. [24] proposed dense a semantic

embedding network to generate a natural language sentence containing the latent con-

cept of an image. [25] generated a sentence focusing on the attributes of the objects in

the image. [26] presented a bottom-up and top-down attention mechanism for object-

oriented sentences. Since most image description methods ambiguously generate a

sentence about the whole image, it is difficult to infer descriptive indications of spe-

cific image regions. Moreover, most of the generated sentences are related to detected

objects. Here, I find specific regions and infer natural language descriptions of both

objects and their relationships.

Relationship finding

Recently, there has been increased interest in finding the relationship between objects

[27, 28]. Rather than simply detecting the objects in the image, researchers try to find

relationships between them in triple forms, such as <subject-predicate-object>. [29]

proposed a visual phrase detector to find relationships between objects. However, since

these existing methods are based on the classification method, only limited relation-

ships can be found. On the other hand, [30] used a language prior and [31] used a deep

relational network to find various relationships between objects. [32] constructed a

visual phrase guided convolutional neural network to simultaneously solve three prob-

lems – image captioning, object detection, and visual relationship detection. Most of

these experimental methods utilize publicly available datasets. In this study, I generate

a scene graph using both publicly available datasets and data obtained using a mobile
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robot.

2.3 Scene Graph Generation

This section describes an image-based scene graph generation method. A scene graph

is composed of detected objects represented as nodes and the relationship between ob-

jects as edges in natural language. Relationship finding is a critical component of se-

mantic scene understanding. Two images featuring the same objects can differ greatly

depending on the relationship between the objects. For example, in Figure 2.2, the two

images, both consisting of cups and flowers, have different descriptions based on the

location of the flowers. The overall process is composed of graph construction and

graph inference as illustrated in Figure 2.3.
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Figure 2.2: The importance of finding object relationships: both pictures are composed

of the same objects, but the situation is significantly different depending on the rela-

tionship between them.
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Figure 2.3: Process of scene graph generation: Scene graph generation is composed

of region proposal and graph inference.

2.3.1 Graph Construction

In the visually grounded scene graph, object bounding boxes are marked as nodes and

the pair-wise relationship between objects as edges. Object bounding boxes are pro-

vided by a dataset or can be obtained with object detection algorithms. In this study, I

obtained bounding box proposals from an image using the RPN [33] as shown in Fig-

ure 2.4. Then, I predicted object class labels, bounding box offsets, and relationship-

centric words for every object pair.

The image with n proposal bounding boxes is represented as a graph G = (V,E)

composed of nodes vi ∈ V and edges eij = (vi, vj) ∈ Eij . I denote all variables

related to the graph as g = (vclassi , vbboxi , eij | i = 1 . . . n, j = 1 . . . n, i 6= j). Given

C is a set of object classes and R is a set of relationship types, vclassi ∈ C, vbboxi ∈

IR4, eij ∈ R.

2.3.2 Graph Inference

I inference natural language words corresponding to each node and edge of the graph.

The position and type of objects are predicted as nodes while the relationship between
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Figure 2.4: Process of object detection: Pre-trained CNN and RPN are used for de-

tecting objects. Then, the initial graph is constructed using the object proposal.

nodes are predicted as edges. The process of obtaining the optimal scene graph G∗,

which represents the surrounding environment precisely, is as follows.

g∗ = argmaxgPr(g | I,BI) (2.1)

Pr(g | I,BI) =
∏
i∈V

∏
j 6=i

Pr(vclassi , vbboxi , eij | I,BI) (2.2)

where, I and BI are input images and bounding box proposals. In my study, I closely

follow an iterative message passing model [34] based on gated recurrent units (GRU),

one of the generic RNN modules, for inference approximation. The network architec-

ture is shown in Figure 2.5. The features of a bounding box in the image are used as

initial input of the node GRU, and the union region features between the two bounding

boxes are applied as the initial input of the edge GRU. The output of the GRU is fed

into the next message pooling iteration. This process is repeated to generate a scene

graph.

The hidden state of the GRU indicates the current state of each node and edge.

The same update rule is applied to all nodes and edges. The hidden state of node vi is
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hi and the hidden state of edge eij is hij . The inference approximation is formulated

using the mean field distribution as follows:

Q(g | I,BI) =
n∏

i=1

Q(vclassi , vbboxi | hi)Q(hi | fvi ) (2.3)

∏
j 6=i

Q(eij | hij)Q(hij | feij)

where Q(g | ·) is the probability of the graph variables g. I assume that each iteration

is only affected by the current state. fvi and feij are features of node vi and edge eij ,

respectively.

The graph characteristic of the bipartite structure, in which the neighbor of a node

is an edge and the neighbor of an edge is a node, is utilized for graph inference. Mes-

sage pooling is applied to two disjoint graphs, node-centric graphs and edge-centric

graphs. Node message pooling uses the inbound and outbound edge states with a node

as shown in Figure 2.6 (a). Edge message pooling uses the object states with an edge

as shown in Figure 2.6 (b). The message pooling function computes the node message

mi and the edge message mij , which connects node i and node i as follows:

mi =
∑
j:i→j

σ(W T
1 [hi, hij ])hij +

∑
j:j→i

σ(wT
2 [hi, hji])hji (2.4)

mij = σ(W T
3 [hi, hij ])hi + σ(wT

4 [hj , hij ])hj (2.5)

where, Sigma is the activation function, and w1, w2, w3, w4 are learnable parameters.

I find relevant information between messages through message pooling. The output of

the node message pooling is fed as input to the edge GRU, and the output of the edge

message pooling is fed as input to the node GRU. This process is repeated to precisely

predict the natural language words corresponding to the nodes and edges of the graph.

2.4 Experiments

I generated initial graphs using a region proposal algorithm and a scene graph using

a graph inference method. Experiments were conducted using both a visual genome
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dataset [35] and data obtained using a robot. Visual genome datasets consist of object

labels and annotations of object relationships. The dataset has 1, 531, 448 relation-

ships for 108, 077 images; I utilized 70% of the data for training and 30% for testing.

I used a four-wheel mobile robot to gather real world images for scene graph genera-

tion. An image was encoded as features using a pre-trained network, VGGNet 16,after

which initial graphs were generated using a pre-trained RPN. The Tensorflow library

was used for network construction, and the network was trained using a momentum

optimizer with 0.9 momentum.

The results of scene graph generation are shown in Figure 2.7 and Figure 2.8. I

successfully generated scene graphs for both the visual genome dataset and the images

obtained using a mobile robot. All results are in triplets <subject-predicate-object>.

Experimental results show that the relationship between objects is bidirectional; for

example, <truck-has-letter> and <letter-on-truck>. However, because scene graphs

are generated with images that rarely contain 3D information, there is the limitation of

incorrect position information. For example, in Figure 2.8, <building-near-sidewalk>

is generated even though the building and sidewalk are far apart.

2.5 Summary

In this study, I successfully generated natural-language-based scene graphs for human-

robot cooperation. The CNN and RPN extract features from images, and generate the

initial graph. Then, a GRU-based iterative message passing technique is used for graph

inference. The method of generating visually grounded scene graphs using both a vi-

sual genome dataset and data obtained using a mobile robot was also verified. In the

future, I plan to utilize a scene graph as a scene understanding method for human-robot

communication in mission planning.
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Chapter 3

Language Description with 3D Semantic Graph

3.1 Introduction

A natural language description for working environment understanding is an important

component in human-robot communication. Although 3D semantic graph mappings

are widely studied for perceptual aspects of the environment, these approaches hardly

apply to the communication issues such as natural language descriptions for a semantic

graph map. There are many researches on workspace understanding over images in the

field of computer vision, which automatically generate sentences while they usually

never utilize multiple scenes and 3D information. In this dissertation, I present a novel

natural language description method using 3D semantic graph map.

3.2 Related Work

Working environment understanding using natural language is an important issue in

human-robot cooperation. The efficiency of work can be improved by complementing

human-robot understanding capabilities [2]. For example, a person may assign a mis-

sion to a robot to go into another room and bring a cup on a desk, but if the cup is

on a chair, the robot will fail the mission. However, if the robot is able to describe the
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surrounding environment in a natural language, not only the reason for the failure of

the mission can be notified to the person, but also the success rate of the mission can

be drastically increased by requesting a changed mission. However, there is a lack of

consideration on human-robot cooperation compared to simultaneous localization and

mapping (SLAM) and collision avoidance, which are focusing on improving robot mo-

tion capabilities [36]. Matuszek et al. [37] and Chen et al. [38] utilize natural language

for communication between human and robot. However, their methods assume that the

working environment is fully understood in prior [39]. Moreover, generating natural

language descriptions for workspace understanding is less considered than generat-

ing natural language requests for giving commands. I here propose a natural language

description method for working environment understanding using object-oriented se-

mantic graph map composed of multiple scenes.

In robotics, the conventional working environment map generally uses features

such as corners, surface patches, or lines, which hardly infer semantic contents [8]. As

the object recognition technology [40] has been actively developed recently, semantic

mapping algorithms using graphical model have been widely studied [8], [11]. These

graph maps contain semantic information such as features and positions of objects

meaningful to both human and robot. Galindo et al. [41] not only utilized objects in

the map, but also proposed a spatial hierarchy concept which infers the room category

considering the type of objects in the room. Hemachandra et al. [39] combined the low-

level map data with natural language words to give more precise semantic information

to the map. However, these methods are only focusing on the way of adding higher-

level features such as object or room types on a map rather than generating natural

language sentences to interact with human. Therefore, a natural language description

method which can fully express the working environment needs to be studied.

Researches of understanding the environment through natural language have been

developed significantly in the field of computer vision [42], [43]. Lin et al. [44] pro-

posed a rule-based algorithm which parses a 3D scene using RGB-D images and gener-
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Figure 3.1: An object-oriented 3D semantic map understanding using natural lan-

guage description: I use multiple scenes to generate a 3D semantic object-oriented

graph map. The nodes of this graph consist of object information in each image, and

the graph is extended through overlapped objects as the scene increases. Then, a nat-

ural language sentence is generated describing multiple scenes focusing on objects

using the map.
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ates corresponding sentences. Since this method is based on the hand-crafted method,

it hardly generates various sentences on a single image. On the other hand, Vinyals et

al. [45] and Karpathy et al. [46] generated various natural language sentences based

on multimodal recurrent neural network and long short-term memory (LSTM), respec-

tively. Since these methods are based on images, it is hard to consider 3D information

and multiple scenes simultaneously.

3.3 Natural Language Description

The goal of this dissertation is to generate a sentence using object-oriented 3D seman-

tic graph map composed of multiple scenes as shown in Figure 3.1. The works that are

similar to my annotate natural language words to scene graphs generated by images

[32], [47]. Li et al. [48] finds a word describing the entire scene using graph generated

by the detected objects. Li et al. [16] proposed a multi-level scene description network

that generates a graph and annotates the corresponding word using images. However,

these works are focusing on annotating words to graphs, not generating sentences.

Therefore, I generate a natural language sentence with focused over an object-oriented

3D semantic graph map.

The composition of this dissertation is as follows. Section 2 discusses the graph

based 3D semantic map architecture using RGB-D images. Section 3 shows a natural

language sentence generation of the 3D semantic graph map using graph convolutional

neural network (GCN) and recurrent neural network (RNN). Section 4 presents the

validation of the proposed method through publicly available datasets with state-out-

the-art algorithms. Section 5 discusses conclusion and future work.

3.3.1 Preprocess

Conventional methods such as Vinyals et al. [45] and Karpathy et al. [46] can be used

to generate a sentence describing multiple scenes using panorama images [49]. How-
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Figure 3.2: An object-oriented semantic graph map generation based on RGB-D im-

age: A semantic graph map G = (V, E) is constructed using features of detected ob-

jects in RGB-D images. A node feature Xi comprises features of RGB image F i
RGB ,

features of depth image F i
D, and position of the bounding box P i. F i

RGB is extracted

by pre-trained CNN, and F i
D is extracted by a CAE. An edge Eij denotes the relation

between two objects.

30



ever, in order to apply the panorama image directly, the image should be reshaped into

the smaller size appropriate for their proposed algorithms. Thus, features of objects in

each scene could be partially lost. In addition, since these methods are processed with

2D data, it has a disadvantage that 3D data such as RGB-D image can be hardly ap-

plied. To utilize 3D data by extending existing methods, features of depth images can

be extracted by convolutional auto-encoder (CAE) [50] as a pre-trained neural net-

work [51] for RGB images. However, this approach also has a limitation that multiple

images can be hardly applied to the network that is trained only with single images.

To overcome these limitations, I use an object-oriented 3D semantic graph map

as shown in Figure 3.2. This graph map has features of detected objects in the scene

as nodes and pair-wise relationships of each object as edges. Thus, 3D information

of objects from multiple scenes can be efficiently stored as nodes increase. When all

objects, in a scene, are represented in the form of nodes, edges can be connected us-

ing Delaunay triangulation algorithms based on the distance between objects or the

similarity between objects. I assume that a 3D semantic graph map G = (V, E) is gen-

erated in prior. This graph G consists of nodes vi ∈ V and edges (vi, vj) ∈ Eij . A node

feature vector Xi of vi is composed of RGB image features F i
RGB = {f1, . . . , fn},

depth image features F i
D = {fn+1, . . . , fn+m}, and position P i = {p1, . . . , pn} of an

object in the RGB-D image.

Bounding boxes of objects can be obtained using segmented images from publicly

available dataset or object detection algorithms. The RGB image of an object cropped

along the bounding box is converted to an RGB feature F i
RGB through a pre-trained

neural network. These RGB features can have semantic meanings such as object cate-

gory. Similar to F i
RGB , the depth image of an object cropped along the bounding box is

transformed into depth features F i
D encoding the 3D shape through CAE. The position

vector P i is defined as the center of the bounding box. By adding the position vector

as the element of graph node vi, the correlation between the positions of the objects in

a 3D scene can be considered when performing the graph feature extraction.
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Figure 3.3: Overview of the natural language description based on the semantic graph

map: A 3D semantic graph map is generated using an RGB-D image. Features of a

graph are extracted using GCN which performs spectral graph convolution operation

defined by spectral graph theory. Then, LSTM generates a sentence with focused over

the graphs G = (V, E). Inputs of LSTM are a graph feature vector G and a sentence

{st : i = 1, ..., T}. I train this network using graphs generated by a single scene.

Unlike other methods, I can generate a sentence using a graph for not only a single

scene but also multiple scenes.
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3.3.2 Graph Feature Extraction

This section describes a method of natural language sentence generation using a 3D

semantic graph map. The key difference of the proposed method compared to con-

ventional methods is that multiple scenes can be described even though a network is

trained only using a single scene. Since my approach is based on a graph, it has an ad-

vantage that multiple scenes can be implemented as a single graph. Therefore, a graph

with different amount of nodes can be used for generating descriptions. In addition, I

can generate consistent sentences regardless of node ordering due to the characteristic

of a graph. The overall network architecture of my method is shown in Figure 3.3.

GCN extracts features of nodes and edges, and RNN generates a sentence describing

the graph. I explain each step in detail as follows.

Since convolution operation for convolutional neural network (CNN) is only de-

fined for a regular grid, the graph structure of irregular and non-Euclidean form is

hardly applied [52]. On the other hand, GCN which performs a convolution operation

on the graph defined by spectral graph theory can be utilized for a graph map feature

extraction. Usually, the computational complexity of spectral graph convolutions be-

comes very high [53]. Therefore, I reduce learning complexity by following a localized

first-order approximation of spectral graph convolutions [54] to encode the structure

of an object-oriented 3D semantic graph map. A ∈ RN×N (binary or weighted) is

an adjacency matrix of the graph indicating the pair-wise relation among objects, and

Dii =
∑

j Aij is the degree matrix. Binary is used to indicate the connectivity of

edges. The weighted value is used to indicate relations of each object with a specific

value such as Euclidean distance between two nodes. The process of layer-wise prop-

agation of a spectral graph convolution is as following:

H(l+1) = σ(D̂−
1
2 ÂD̂−

1
2H(l)W (l)

g ) (3.1)

Â = A+ I is an adjacency matrix with self-connection added, where D̂ii =
∑

j Âij .

W
(l)
g is a learnable variable and σ is an activation function.H(l) ∈ RM×D is the output
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from l-th layer, whereH(0) = X . The learning process of k spectral graph convolution

layers is as following:

f(X,A) = σ(Ã . . . σ(ÃXW (0)
g ) . . .W (k)

g ) (3.2)

where inputs are X = {X1, ..., XN} whose elements are the features of nodes. Ã =

D̂−
1
2 ÂD̂−

1
2 is computed in the preprocess. The output of the GCN is encoded as q-

dimensional vectors G = {gi : i = 1, . . . , q} by fully-connected layer as following:

G = σ(Wm(f(X,A)) + bm) (3.3)

Wm, bm is learnable parameters. Through this process, I can extract local stationary

features of an object-oriented 3D semantic graph map composed of nodes and edges.

3.3.3 Natural Language Description with Graph Features

I generate a natural language sentence using RNN with graph features obtained by

GCN. The inputs of RNN are a vector concatenated with a word vector st and a graph

feature vectorG. This network calculates the hidden state ht and an output word vector

ot according to t = 1, . . . , T . I closely follow long short-term memory (LSTM) [45]

which is a type of RNN:

ut = {ht−1; gt; st}

it = σ(Wi · u+ bi)

ft = σ(Wf · u+ bf )

ot = σ(Wo · u+ bo) (3.4)

ct = ft � ct−1 + it � tanh(Wc · x+ bc)

ht = ot � tanh(ct)

it, ft, ot, ct, ht are input, forget, output, memory, hidden state of LSTM, respectively.

Wi,Wf ,Wo,Wc and bi, bf , bo, bc are learnable parameters.
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LSTM training

LSTM is trained to combine an input vector ut and a context vector ht−1 from the

previous layer from the previous layer to predict the probabilistic distribution over the

next word. To generate a sentence, given an object-oriented 3D semantic graph map,

LSTM is conditioned on the graph information G for every step. The learning process

is as follows. I initialize h0 as ~0, x1 as a start token and a target label o1 to the first

word in a sentence. Similarly, I set x2 as the first word vector, then LSTM is expected

to predict the probability distribution of the second word o2. This process is repeated

until the last word and desired label are set as xT and an end token. A graph feature

vector G is applied along with xt, ht through all the learning process.

LSTM at test time

I can generate a sentence describing both a single scene and multiple scenes using

the LSTM, which is trained only with a single scene. To predict a sentence, a graph

feature vector G is computed using a graph consisting of a single scene or multiple

scenes. Then, h0 as ~0, x1 as a start token with G is feed into the network predicting a

next word o1. Analogously, o1 is applied as x2 with G. This process is repeated until

an end token occurs.

3.4 Experiments

Datasets

To evaluate the performance of the proposed method which generates an object-oriented

description for both a single scene and multiple scenes, experiments were performed

using two datasets. One is NYUv2 Sentence dataset [44] consisting of single scenes.

The other is SUN 360 panorama dataset [55] composed of multiple scenes. I use

NYUv2 Sentence dataset which contains 1,449 RGB-D images, segmented images,

and 3 ∼ 5 sentences for training.
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Preprocess

To perform image augmentation, I randomly applied salt and pepper noise or affine

transform. An object-oriented 3D semantic graph map is generated using RGB-D and

segmented images. The node information of the graph I used is RGB-D image features

and the position of the bounding box. RGB image features are extracted using VGGNet

[51], as a 4096-dimensional vector. Depth image features are extracted using CAE as

a 64-dimensional vector. For objects in a single image, I connect objects that are close

to each other using Delaunay triangulation. For multiple images, I extend the graph by

connecting the overlapping objects among images. To cover the dynamic number of

objects, I set the maximum number of nodes to 80, which can cover at least 10 ∼ 12

scenes for SUN 360 dataset. If the number of objects n in an image are less than 80, I

set Xi = ~0 ∀i > n. For these empty nodes which are assigned as ~0, I assume that they

are not connected to other nodes but itself. For the single scene with the small number

of nodes, some of the elements of X are almost always zero when empty nodes are

gathered to one side of X. Therefore, the network trained with the graph of the single

scene learns to discard some parts of the element in X. As a result, a graph composed

of multiple scenes has not 0 vectors but a large number of nodes. Thus it is difficult

to generate a sentence considering the entire nodes. To relax this problem, I shuffled

the sequence X as well as A, including empty nodes. I also randomly disconnect the

edges of the graph to make it possible to deal with semantic maps generated from the

various graph SLAM algorithms.

Training networks

The overall architecture of proposed method consists of three parts as shown in Ta-

ble 3.1. The first part extracts features from a graph with two graph convolution layers

and one fully connected layer. As shown in Table 3.1, the graph convolution layer

needs two inputs, one is node feature vectors and the other is the adjacency matrix of

edges. The second part learns the sentence structure itself using embedding layer and
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LSTM layer. The final part generates a sentence that describes graph using LSTM and

fully-connected layer. Details of input and output for each layer are shown in Table 3.1.

All parameters were learned using the Nadam [56], and relu was used as an activation

function in each layer except the last layer. In the last layer, a softmax classifier is

used to output prediction probabilities. Also, dropout is added by 0.5 after each layer

to reduce overfitting.

Table 3.1: Architecture of trained neural network for language description

Layer type
Filters/

Units
Output size

Number of

parameters

Input(Node) - 80× 4163 -
Input(Edge) - 80× 80 -

Graph convolution1 1024 80× 1024 4, 262, 912

Graph convolution2 64 80× 64 65, 536

Fully Connected1 - 512 2, 621, 952

Input(Words) - 44 -
Embedding 256 44× 256 798, 976

LSTM1 256 44× 256 525, 312

LSTM2 1000 1000 7, 076, 000

Fully Connected2 - 3121 3, 124, 121

Table 3.2: Performance of the proposed and comparison methods

Model BLEU
Vinyals et al. [45] (RGB) 43.97
Karpathy et al.[46] (RGB) 27.54

Vinyals et al. [45] (RGB-D) 45.04
Proposed model (semantic graph) 43.41

37



nlp / description / fig4

There is a big brown
table in the middle of
the room and three
chairs next to it

There is a black
microwave attached
to the upper cabinet.

This is a kitchen with
tiled floor, speckled
stone countertops
and wooden cabinets

There is a big red
sofa in the room
with several pillows
on top of it

Figure 3.4: Example sentences generated using my model (single scene): A semantic

object-oriented graph map is generated using objects that are detected by bounding

boxes. A node contains RGB-D image features and bounding box information of an

object. Edges are all connected since they are all in the same scene. I colored the

object boxes red and underlined the nouns referring to them in the sentence.
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Images Panorama image

Semantic graph map

Panorama image: This is a picture of a living room.

Semantic graph map: A few pieces of paper are on the table in the front. 

Images Panorama image

Semantic graph map

Panorama image: This is a picture of a living room.

Semantic graph map: There is also a dishwasher below a sink and a few other items

on top of the counter.

Graph 
connected

Graph 
connected

nlp / description / fig5_1

Figure 3.5: Example sentences generated using my model compared to a conventional

method (multiple scenes).
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Images Panorama image

Semantic graph map Graph 
connected

Panorama image: This is a small room. 

Semantic graph map: There is a computer in the middle of the desk and many pieces 

of papers scattered around the table. 

Figure 3.6: Example sentences generated using my model compared to a conventional

method (multiple scenes): To construct a graph using multiple scenes, overlapped ob-

jects are used as a common node. I compared my model with [45] using panorama

images. The results show that my model utilized objects in multiple scenes more effi-

ciently than conventional method by generating an object-oriented sentence. I colored

the object boxes and underlined the nouns referring to them in the sentence. The blue

boxes show the connected parts of the graph.
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Scene description

I validate the proposed method using datasets consisting of a single scene or multiple

scenes. BLEU [57] is used as an evaluation index compared to other methods [45],

[46]. However, in order to evaluate the quality of sentences using the BLEU, reference

sentences are required. Since the NYUv2 dataset consists of a single scene image and

corresponding sentences, the generated sentences can be evaluated using BLEU. On

the other hand, the experimental results generated using the SUN 360 panorama dataset

composed of multiple scenes are difficult to evaluate because there are no reference

sentences. Therefore, I only use BLEU as an evaluation index for natural language

description generated using a single scene.

Table 3.2 shows the quality performance of generated sentences using the network

architecture in Table 3.1. For both Vinyals et al. [45] and Karpathy et al. [46], I used

the pre-trained neural network VGGNet to extract RGB image features. Vinyals et al.

[13] uses the RGB image feature as the input to LSTM, whereas, Karpathy et al. [45]

uses the extracted feature as the bias in the RNN with the first word in the sentence.

Since conventional methods hardly utilize 3D information such as RGB-D images, I

modified the network architecture of [45] into the form that can make use of the RGB-

D images. I applied the depth features extracted by CAE as the new input, reduced

the dimension using a fully connected layer, and concatenated the depth features with

RGB features. The rest of process to generate sentence describing an image is the same

as the existing method. As a result, the BLEU score is slightly improved compared with

the case of using only RGB features. Examples of predicted sentences are shown in

Figure 3.4. I can verify that the sentences were generated with attention over objects in

the scene. Moreover, I tested the network using a graph with different ordering of nodes

for the same single scene, and verified that the same sentence is always generated due

to the characteristic of a graph.

The SUN 360 panorama dataset consists of sequential images and corresponding

panorama images are used to demonstrate that my approach generates a sentence over
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multiple scenes focusing on objects. Figure 3.5 and Figure 3.6 shows example sen-

tences generated using this dataset by the proposed method compared to [45], which

showed the best performance on a single scene. To construct an object-orient graph us-

ing multiple images, overlapped objects from each image are used as common nodes.

Panorama image which is representing overall scene is utilized for [45] to generate a

natural language sentence. As shown in Figure 3.5 and Figure 3.6, the existing method

generated the same sentence for different images. On the other hand, my model gen-

erated a more precise sentence focusing on objects for multiple scenes, even though

the quality of the sentence was slightly degraded. Therefore, I can conclude that the

proposed algorithm successfully generates an object-oriented description over 3D se-

mantic graph map composed of both a single scene and multiple scenes.

3.5 Summary

A new working environment understanding method using natural language is intro-

duced for human-robot communication. In order to efficiently utilize 3D information

and multiple scenes, I generate a natural language description using an object-oriented

3D semantic graph map. The graph map is constructed using RGB-D images. Nodes of

this graph contain features and position of detected objects, and edges show pair-wise

relationships between objects. GCN and LSTM are used to generate a sentence regard-

ing the semantic graph. I evaluated the performance of the proposed method compared

with existing algorithms using NYUv2 Sentence and SUN 360 panorama datasets. As

a result, I verified that my algorithm successfully generated a sentence for both a sin-

gle scene and multiple scenes using 3D information. Moreover, the proposed approach

generated a sentence describing objects more precisely than conventional methods due

to the object-oriented graph characteristic. Since the proposed method is focusing on

generating one sentence for multiple scenes, future work concerns with generating

multiple sentences for an object-oriented 3D semantic graph map understanding.
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Chapter 4

Natural Question with Semantic Graph

4.1 Introduction

In robotics, natural question generation is necessary for autonomous robots to formu-

late problems [58].In fact, a truly autonomous robot must be able to propose problems

according to its surroundings and find solutions from its perception [59, 60]. Unlike

most studies on solving problems with minimal time and effort, research on natural

question generation are scarce. An inverse semantics algorithm is proposed in [2] to

generate questions when a robot encounters unexpected circumstances, enabling it to

reset problems according to the environment. However, the practical application of this

method is limited because questions are generated only for designed environments. To

handle a variety of situations, learning techniques applied to computer vision are used

to generate natural language captions based on images [61, 46]. However, these tech-

niques cannot be applied to unstructured data. In contrast, semantic graphs are widely

exploited by robots to understand their surroundings. Moreover, as most existing meth-

ods can only process a single image at a time, it is difficult to generate natural questions

for sequential scenes that represent more realistic working environments of robots.

In this dissertation, I propose a method for generating natural questions using

object-oriented semantic graphs. Figure 4.1 shows a graph with features of detected
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Common
node

Common
node

Scene1 Scene2 Scene3

Object-oriented semantic graph

“ how many flowers are in this vase ? ”
“ is there a tv in the picture ? ”

Natural question generation

Figure 4.1: Natural question generation using object-oriented semantic graph that can

represent sequential scenes: A semantic graph is constructed using overlapped objects

from multiple scenes as common nodes. Then, natural questions are generated with

attention over a semantic graph
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objects in an environment as nodes and their relationships as edges. Therefore, a se-

mantic graph can represent information of objects over sequential scenes. By using a

graph convolutional network (GCN), features are extracted from object-oriented se-

mantic graphs, whose structure is irregular and non-Euclidean [54]. Then, a recurrent

neural network (RNN) considers the graph features and corresponding captions as in-

put for training to generate natural questions. I verify the proposed method on publicly

available datasets.

4.2 Related Work

This dissertation is part of the three flows of studies: Artificial intelligence for au-

tonomous robots, graph neural network (GNN), and image based natural question gen-

eration.

Artificial intelligence for autonomous robots

Autonomous agents should not be simple passive observers but need to act actively.

[62]. In other words, robots must be able to formulate problems by performing natural

question generation and solve them. [58] combined the questioning phase of active

learning with learning from demonstration techniques to improve the work efficiency

of a robot. [63] performed “I Spy” game, which learns natural language words by de-

scribing in turns between a robot and human user. [64] solved the multi-robot remote

driving problem by proposing a system model with a dialogue, asking questions and

answering, between robots and humans. [65] presents a natural question generation

method for human-robot collaborative tasks. However, these studies can only generate

questions related to the designed environment. I propose a method capable of generat-

ing questions for various visual information.
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Graph Neural Network

Data-driven deep learning has enabled rapid progress in image classification, natu-

ral language process, and video process. In particular, convolutional neural network

(CNN), which extracts features from images and learns the pattern, and RNN, which

is specialized for sequential data, are widely used in applications such as machine

translation and autonomous navigation [66]. However, because these neural networks

can only learn information from Euclidean space, they cannot be applied for none-

Euclidean data such as graphs. Irregular forms of data that can be represented as graphs

are widely used in various areas such as chemistry, knowledge bases, and natural lan-

guage. Specifically, a graph-based learning system, which exploits the relationship

between users and products, showed good performance in e-commerce [67]. Many

researchers have proposed GCN [68], graph spatial-temporal networks [69], graph

auto-encoders [70], and graph generative networks [71] to make use of graph data

in deep learning. [72] demonstrated graph feature learning capabilities of gated graph

neural networks via experiments on bAbI tasks [73]. [54] proposed a semi-supervised

learning method for GCN, which can learn not only labeled data but also unlabeled

data. [53] and [74] performed 3D point cloud and image classification using spectral

based GCN, respectively. [48] utilized GNN to predict semantic meanings of images

by finding corresponding verbs. [16] generated a scene graph with annotations of ob-

ject, phrase, and region for an image through a single neural network model. In this

study, I generated natural questions for a truly autonomous robot with a spectral based

GCN.

Image Based Natural Question Generation

Image based natural language processing is a very important problem in the artificial

intelligence perspective of robots. Many researchers conducted studies on natural lan-

guage sentence generation with visual information by combining computer vision and

natural language process [62]. [46] found inter-modal correspondences between image
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regions and natural sentences using region-based CNN and bidirectional RNN. [75]

described images by finding stronger semantic contents with images and annotations.

Recently, visual question answering as well as image captioning attracted wide at-

tention [76]. [77] proposed an end-to-end neural network without intermediate stages

such as image segmentation and object detection to find an image-based answer for

simple questions. However, these methods have a limitation in that they rely on man-

ually constructed questions.

Some studies on learning to ask questions about a single image have been re-

searched. [78] proposed an image based automatic question-answer system using un-

certainty of Bayesian framework and image segmentation techniques. [79] constructed

a framework for object proposal, unknown object identification, and visual question

generation and achieved information about unknown information directly from hu-

mans. [76] generated various types of questions for a single image through a model

consisting of CNN, RNN, and question type selectors. In a similar manner, [80] gen-

erated visual grounded questions using three different generative models. Unlike these

researches, I discuss an algorithm that can generate natural questions related to multi-

ple images as well as a single image.

4.3 Natural Question Generation

The key difference between existing algorithms and the proposed method from the

computer vision perspective is that natural questions are generated using object-oriented

semantic graphs rather than images. A semantic graph is a map representation method,

which is widely studied in robotics [8, 11]. Unlike conventional map representation

that simply shows the status of the environment using scatter, line, or surface, this

graph contains information about the types of objects and spatial relationship between

objects. Robots utilize the rich information of semantic graphs when performing lo-

calization, path planning, and collision avoidance [81]. This applicability has boosted
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research on semantic mapping. I use semantic graphs to generate natural questions.

nlp / question / fig3
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Figure 4.2: Graph feature is extracted by GCN. LSTM takes a word concatenated with

a graph feature as input and generates natural questions. GCN architecture compris-

ing spectral graph convolution layers, pooling layers, and fully connected layers ap-

plied to semantic graph G: (a) Spectral graph convolution layer (b) Graph pooling

layer consisting of graph coarsening and max-pooling operation.

This section describes a natural question generation method based on object ori-

ented semantic graphs. The overall process is shown in Figure 4.1. I assume that the

semantic graphs are generated in advance. After extracting features from the graphs

by GCN, natural questions are generated using RNN. The architecture of the proposed

neural network is illustrated in Figure 4.2. Because the proposed algorithm generates

natural questions with graphs, it has an advantage in that I can test not only a single
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scene but also sequential scenes using a neural network trained with graphs constructed

with a single scene.

4.3.1 Preprocess

nlp / question / fig2
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Input

Figure 4.3: A semantic graph map G = (V, E) is constructed using features F i
RGB and

position P i of detected objects. F i
RGB is extracted by a pre-trained CNN. An edge Eij

denotes the relation between two objects.

Semantic graph mapping using graphical models has been commonly used for map

generation in robotics. This map has meaningful information combining semantic and

geometric data. During SLAM, semantic information is used for data association in

the front-end and geometric information is utilized for graph optimization in the back-

end. I use this rich structure to generate natural questions. In this study, graphs are

constructed as similar to the graph created by semantic SLAM.

Unlike existing algorithms, which use a single image for natural question gener-

ation, a semantic graph can efficiently represent sequential scenes by increasing the
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number of nodes and edges. Nodes vi ∈ V of graph map G = (V, E) represent

objects and the edges (vi, vj) ∈ Eij represent the relationships among the nodes.

Feature vector Xi of node vi comprises position P i = {p1, . . . , pn} and features

F i
RGB = {f1, . . . , fn} of an object. In this study, I used RGB image features that can

be obtained from a pre-trained neural network as illustrated in Figure 4.3. A 4096-

dimensional vector extracted using VGGNet [51] and a 2-dimensional position vector

composed of x and y of an image are concatenated, and then used as node information.

I use an unweighted graph that only shows whether an edge is connected or not, with

0 and 1. For sequential scenes, I consider overlapped objects as common nodes.

4.3.2 Graph Feature Extraction

Although CNN can extract features in high-dimensional and large-scale datasets, they

cannot be applied for irregular and non-Euclidean graphs because they are only defined

for regular grids. Instead, I use a GCN [53] composed of graph convolution layer, pool-

ing layer, and fully connected layer as shown in Figure 4.2. To encode the structure of

an object-oriented semantic graph, graph convolution defined by spectral graph theory

is performed as follows:

H(l+1) = σ(D̂−
1
2 ÂD̂−

1
2H(l)W (l)

g ), (4.1)

Â = A + I is an adjacency matrix A ∈ RN×N (binary or weighted) with self-

connection I , where D̂ii =
∑

j Âij is a degree matrix, W (l)
g is a trainable variable

and σ(·) is an activation function, such as rectified linear unit (ReLU). The output of

the l-th layer is H(l) ∈ RM×D, where H(0) = X . My model f(X,A) with k spectral

graph convolution layers is given by

f(X,A) = σ(Ã . . . σ(ÃXW (0)
g ) . . .W (k)

g ), (4.2)

where Ã = D̂−
1
2 ÂD̂−

1
2 . The inputs are a node feature vector X = {X1, . . . , XN}

and an adjacency matrix A of graph G. To reduce the high computational complexity

of spectral graph convolutions, I adopt their first-order approximation.
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Pooling layers perform graph coarsening [82] and max-pooling to down-sample

the graph while preserving meaningful nodes and edges. First, I use geometric in-

formation P i of vi for graph coarsening. Then, max-pooling is performed using the

output of a graph convolution layer. Finally, a fully connected layer encodes graph

convolution features as q-dimensional vector g as follows:

g = σ(Wm(f(X,A)) + bm), (4.3)

where Wm and bm are trainable parameters. I train the GCN using a semantic graph

constructed for a single scene. During test, I extract features from a graph consisting

not only of a single but also sequential scenes unlike conventional algorithms.

4.3.3 Natural Question with Graph Features

I generate natural questions based on a long short-term memory (LSTM), which is a

type of RNN. My implementation of LSTM closely follows [13]. I propose a simple

but effective extension that can additionally condition the question generation process

on an input graph. My model takes a word concatenated with a graph feature vector

as input. Then, the next word is computed to fit the graph. When training LSTM, I

also back-propagate GCN expecting to extract appropriate graph feature for question

generation.

Question generation aims to predict the probabilistic distribution over target word

vector ot, by combining input vector ut and hidden vector ht−1 with t = 1, . . . , T .

Concatenated vector ut is composed of g and a word vector st. Therefore, my model

generates natural questions conditioned on G = (V, E) for both a single scene and

sequential scenes by using g, which represents features of an object-oriented semantic

graph. For initialization, I set s1 as a start token, h0 as ~0, and o1 as the first word in a

sentence. Analogously, s2 is set as the first word and o2 is set as the second word. This

process ends when ot is set as an end token. The training variables of the network are

updated using stochastic gradient descent with adaptive learning rate methods, and a
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ReLU is the activation function for each layer except for the last one. Then, a Softmax

classifier predicts probabilities for the last layer. The network is decoded using a beam

search of size 6. I compose the vocabulary list of a training dataset with words that are

seen more than three times, and thus I set filtered words as an unknown token. During

test, I prevented the unknown token to be produced.

4.4 Experiments

Because there is no dataset for question generation using graphs, I used three datasets

to validate the proposed method, namely, the VQA dataset [83] composed of images,

object boundary boxes, and captions, the SUN360 panorama [55], and the Stanford

2D-3D-semantics datasets [84] consisting of indoor sequential scenes. I generated a se-

mantic graph before using the object boundary boxes provided with the VQA dataset.

F i
RGB was extracted as a 4096-dimensional vector using a pre-trained network for

every vi. Delaunay triangulation was used for edge connection Eij between vi and

vj based on the distance between objects. To deal with the varying size of graphs, I

set the maximum number of nodes to 20, which can cover 3-5 sequential scenes of the

SUN360 panorama and the Stanford 2D-3D-semantics datasets. For less than 20 nodes,

I added empty nodes only connected to themselves that vanished after graph pooling

during training. In addition, I randomly disconnected graphs to cope with various se-

mantic mapping algorithms when training. The architecture of my network consists of

two parts, namely, graph feature extraction and question generation. First, the GCN ex-

tracts feature vectors from the graphs, and then the embedding layer and LSTM learn

to generate questions for the object-oriented semantic graph. The network architecture

is detailed in Table 4.1.

Six different evaluation metrics: BLEU-1, BLEU-2, BLEU-3, BLEU-4, METEOR,

and ROUGE were adopted for quality evaluation of the generated questions. Given that

these metrics require reference sentences for evaluation, evaluation of the SUN360
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Table 4.1: Architecture of trained neural network for natural question generation

Layers Filter Shape Connected to
Input (Node) - 20× 4098 -
Input (Edge) - 20× 20 -
Graph conv 1 2048 20× 2048 Input (Node)

Input (Edge)
Graph conv 2 2048 20× 2048 Graph conv 1
Graph conv 3 2048 20× 2048 Graph conv 2
Graph pool 1 - 15× 2048 Graph conv 3
Graph conv 4 1024 15× 1024 Graph pool 1
Graph conv 5 1024 15× 1024 Graph conv 4

fc1 - 4096 Graph conv 5
Input (Words) - 15 -

Embedding 512 15× 512 Input (Words)
LSTM 1 1024 15× 1024 fc1

Embedding
fc2 - 5521 LSTM 1

Table 4.2: Performance of the proposed and comparison methods

Method Xu et al. [13]
Mostafazadeh

et al. [80]
The proposed model

BLEU-1 61.7 35.1 70.5

BLEU-2 42.2 21 51.1

BLEU-3 30.2 16.3 33

BLEU-4 22.7 13.5 22.1

METEOR 19.98 11.8 23.8

ROUGE 50 31.9 55.4
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Semantic graph

Xu et al. 

Mostafazadeh 

et al. 

Our model what is the bench made of ?  

is the bench shiny ?  

what color is the bench ?

Semantic graph

Xu et al.

Mostafazadeh 

et al.

Our model what is the man holding ?  

is the man outside ?  

is this person wearing glasses ?

Semantic graph

Xu et al. 

Mostafazadeh 

et al.

Our model what is the green vegetable ?  

is the salad fresh ? 

what color is the plate ?

Semantic graph

Xu et al.

Mostafazadeh 

et al.

Our model what is the color of the wall ?  

is that a bathroom ? 

what room is this ?

nlp / question / fig4_1

Figure 4.4: Examples of generated questions from object-oriented semantic graphs

(single scene): I colored the object boxes and underlined the nouns referring to them

in the questions.
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Semantic graph

Xu et al. 

Mostafazadeh 

et al.

Our model what is flying in the air ?

how many kites are there ? 

what is in the sky ? 

Semantic graph

Xu et al. 

Mostafazadeh 

et al.

Our model is the man wearing a wetsuit ?  

is the man getting wet ? 

what is the man doing ?

Figure 4.5: Examples of generated questions from object-oriented semantic graphs

(single scene): I colored the object boxes and underlined the nouns referring to them

in the questions.

panorama and the Stanford 2D-3D-semantics datasets is difficult because it only con-

tains images. Therefore, I only evaluated these metrics on the VQA dataset, obtaining

the performance listed in Table 4.2. For comparison, I implemented the methods in

[13] and [80], where the former uses a LSTM with the attention model, and the latter

retrieves natural questions using a generation model based on a multimodal RNN. As

the method in [13] is intended to generate natural language descriptions of images, I

adapted it to generate natural questions. My method outperforms the others in most

of evaluated metric. Even though the score of BLEU-4 is slightly degraded, examples

of generated questions for a single scene show that the proposed method successfully

generates questions over detected objects and their attributes such as ’green vegeta-

bles’ as illustrated in Figure 4.4 and Figure 4.5.

Existing methods such as those in [13] and [80] have rarely been applied to multi-

ple scenes because they are based on single-image processing. In contrast, my method

can generate questions for sequential scenes by using overlapping objects as common
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Multiple scenes

- how many flowers are in this vase ?  
- is there a tv in the picture ? 

Generated
natural questions

Semantic graph

Common
node

- how many chairs are in this picture ? 
- is the computer on ? 

Generated
natural questions

- is this a wooden table ? 
- is this a good spot ? 

Generated
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Figure 4.6: Examples of generated questions from object-oriented semantic graphs

(multiple scenes)
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- are there too many chairs ? 
- is this photo indoors ?  

Generated
natural questions

- is this a painting ?
- is this a toy ?
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Multiple scenes Semantic graph

Figure 4.7: Examples of generated questions from object-oriented semantic graphs

(multiple scenes): For the same graph, I shuffled the sequence of nodes and edges. As

a result, my model generates different sentences focusing on different objects. I colored

the object boxes and underlined the nouns referring to them in the questions. The blue

boxes show the connected parts between scenes.
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nodes. I used the SUN360 panorama and the Stanford 2D-3D-semantics datasets to

demonstrate the ability of the proposed method on multiple scenes. Examples of gen-

erated graphs and the natural questions are shown in Figure 4.6 and Figure 4.7. I gen-

erated several questions based on the same graph but shuffling the sequence of nodes

and edges. Consequently, the method generated different questions for the objects de-

pending on the sequence. Generated questions can be divided into two categories. One

is questions about objects and the other is questions about whole scenes. I can con-

clude that the proposed method successfully generates diverse natural questions over

semantic graphs comprising either single or sequential scenes, which are more realistic

for the working environments of robots.

4.5 Summary

I propose a method for generating natural questions from semantic graph mapping

aiming to enhance robot autonomy. I use object-oriented semantic graphs resulting

from graph mapping for question generation. To extract graph features, a GCN per-

forms a convolution on graphs. Then, an RNN generates the natural questions. From

the proposed method, graphs consisting of a single or sequential scenes can be used

for natural question generation. Experiments on the VQA, SUN360 panorama and

Stanford 2D-3D-semantics datasets verify that the proposed method successfully gen-

erates natural questions for both single and sequential scenes, outperforming existing

methods.
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Chapter 5

PDDL Planning with Natural Language

5.1 Introduction

Automated planning, also known as artificial intelligence (AI) planning, has always

been an important component of research on AI. Automated planning generates a se-

ries of actions sequentially to achieve the desired goal state from the initial state while

satisfying certain constraints. It is employed in various robotics applications, ranging

from autonomous manufacturing to generating dialogue agents. Automatic planning is

categorized into offline planners and online planners according to the ability to cope

with dynamic environments. In the field of robotics, the use of the online planner is

inevitable in that robots are exposed to continuously changing situations. Many kinds

of online planning studies have been conducted using various sensors [85, 86]. They

transmit raw sensor data in real time to perceive surrounding environments and achieve

the planning goal. However, it is difficult to cope with mission failure due to various

situation changes with raw sensor data alone. Moreover, traditional automated plan-

ning methods are limited with regard to domain model acquisition [87], as shown in

Figure 5.1. They assume that users can formulate the initial state and the corresponding

behaviors of the robot working space using formal language. In order to alleviate these

problems, this dissertation proposes a method that enables robots to cope with various

59



situations by utilizing natural language sentences provided by humans. ROSPlan [88],

a planner for robots to perform mission planning, and a natural language grounding

technology that enables robots to automatically express informal human natural lan-

guage sentences into a formalized form are utilized. Experiments are conducted for

two categories of scenarios for validation.

Human

?

[ Modeled environment ]

[ Real environment ]

[ Working environment ]

(: domain find)
(: objects 

tree, bench
ugv – robot)

(: init ∙∙∙ )
(: goal ∙∙∙ )

PDDL 

Goal 
point

Mission 
fail

[ Environment modeling ]

Modeled environment ≠
Real environment

Planning / fig0

Unmodeled 
object

Cannot 
approach

Mission: 
go to the 
bench

Figure 5.1: Domain model acquisition problem:

5.2 Related Work

Planning is an AI technology that seeks to organize activities in order to achieve spe-

cific goals [89]. It begins with a domain model describing the actions available to the

planner in terms of their pre- and post-conditions, and a description of the current

state is also provided. Given its goal, it constructs a plan by organizing instances of
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actions into a structure that is causally valid and is predicted to achieve the goal while

optimizing a cost function.

The family of Planning Domain Definition Languages (PDDLs) was defined to

provide flexible languages for specifications of domain models and problem instances.

Starting with problems described in STRIPS notations, where only predicates can be

used to define the system states, PDDLs have grown to provide enormous expressive

power, including large fragments of first-order logic to combine propositional expres-

sions and numerical state variables to support the handling of real-valued quantities,

and constraints to impose additional conditions on sets of valid plans. For instance,

metric planning introduces planning with costs, while temporal planning covers the

action duration (version PDDL2.1). PDDL3.0 allows planning with preferences and

soft goals. Finally, processes and events enable mixed discrete–continuous behavior

and complex dynamics to be captured through the latest extension of the language

(PDDL+).

5.3 PDDL Planning with Incomplete World Knowledge

The overview of the proposed autonomous planning method for incomplete world

knowledge is illustrated in Figure 5.2. Human experience-based corpus information

composed in the form of natural language is transformed into the form of the re-

source description framework (RDF) triple, which is a subject-predicate-object struc-

ture. Then, words are encoded into the vector space to find similarities among them.

In this dissertation, I use a method that encodes the data using not only the shapes of

the characters, but also the meanings of the words. As a result, the relations between

the words are generated and stored in the triple repository. The generated taxonomy

is utilized in symbolic planning. If the information is insufficient for robots to achieve

the goal, humans provide the missing information in the form of natural language. The

provided information is added to the RDF graph as new information and used for mis-
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Natural Language Input [Human]

User : The box       is on your waypoint

Avoid       the box

object object

action object

Human 

experience based 

corpus
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Action

Location

ActionName
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Robot

Indoor

EnvironmentElem

ent

Ontology 

[ RDF Graph ]

Symbolic PlanPlanning

Box

UGV

(action: goto_waypoint,
precondition:    

isConnected(?wp1, ?wp2)
robotAt(?ugv, ?wp1)

effect: (and 
not (robotAt(?ugv, ?wp1)
robotAt(?ugv, ?wp2))

(action: bypass,
precondition:    

targetAt(?obj, ?wp1)
effect: (and 

(bypassed(?wp1)
occupied(?wp1))

Figure 5.2: Overview of autonomous planning with incomplete world knowledge
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sion planning. The information given by humans can facilitate high flexibility in the

mission planning.

Orthogonal

entities
RDF Triple

Human experience 

based corpus

|  Natural Language Process  |

|  PDDL Planning System  |

Short-term 
memory

Plan
(sequence 
of actions)

action
action 
result Natural 

Language 

based 

Environment 

Descriptor

Fail

Replan
request

Motion 

Planner

domain.

pddl

problem.

pddl

Task Planner

Long-term 
memory

Ontology

schema

[Concepts/

Relationship]

Ontology
[Concepts/

instances]

Preprocess

PDDL 

description

|  Knowledge Store  |

Figure 5.3: Detailed architecture of the proposed method

5.3.1 Natural Language Process for PDDL Planning

The detailed architecture of the proposed method is shown in Figure 5.3. I utilize the

word synset dataset [90] and wikiHow dataset [91] for mission planning ontology con-

struction. The word synset dataset provides a set of synonyms in the “synset.” The wik-

iHow dataset lists the step-by-step actions to perform the tasks. OpenIE [92], which
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is a natural language process tool, is used to express the natural language sentences in

the form of subjects, verbs, and objects. These RDF triples are mapped into the vec-

tor spaces to be added to the ontology graph according to similarity and relationship.

Many algorithms have been developed to map words into numerical vector spaces. The

most basic mapping method is one-hot encoding that allows categorical data to be rep-

resented as numeric data. However, it is not an efficient way for the proposed method

to represent natural language because the dimension of the vector increases as the

number of words grows. The vector generated by one-hot encoding does not contain

the meanings of the relationships between the words. However, for the purpose of this

research, I require a learning method that efficiently maps words to low-dimensional

vectors while considering the semantic meanings of words. Therefore, I utilize a map-

ping algorithm based on distributional semantics [87] to generate vectors considering

relations between the words, and store the information in the ontology graph. PDDL

domain and problem files are generated with the fetched information using SPARQL

according to the goal mission constraints from the stored data. Then, the sequence of

actions for robots is generated by the planner. The motion planner executes the actions

and provides continuous feedback to the planner. If a robot fails in the mission because

of environmental changes, it can achieve the mission goal by performing the overall

process.

5.3.2 PDDL Planning System

In this dissertation, I plan to use PDDL2.1 [93] based on ROSPlan[88]. The ROSPlan

framework is a highly modular set of tools used to embed Planning in the Robot Oper-

ating System (ROS) [94]. ROSPlan’s objective is to link standard planning languages

with ROS and to provide a modular framework in which different temporal planners

can be easily used. For example, POPF, a forwards-chaining temporal planner [4], can

be replaced by Temporal Fast Downward [95], LPG [96], UPMurphi [97], or any other

planner capable of reasoning with the PDDL2.1 formalism. Non-temporal probabilis-
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tic planners and planning models, among others, can also be exploited. For example,

ROSPlan can be used with PDDL+, an extension of PDDL that describes exogenous

events and continuous processes, Probabilistic-PDDL used in non-deterministic do-

mains, and PDDL extended with sensing actions for use with conditional planning.

Using ROSPlan, it is possible to automatically generate an initial state from the knowl-

edge parsed from sensor data and stored in a knowledge management system, automate

calls to a planner, and then post-process and validate the plan. Plan execution can be

handled taking into account a changing environment and action failure. Planned ac-

tions can be matched to ROS action messages for lower level controllers. The config-

uration of the planning system is shown in Figure 5.4.

RDF Database

PDDL MODEL

ROS Interface

Problem Generation

| Planning System |

| PDDL Problem Instance |

Planner

| Plan |

Planer Parser

| Plan Representation |

Plan Dispatch

| Knowledge Store |

PDDL Domain File

( Planning Domain 
Description File )

Figure 5.4: Overview of the planning system

5.4 Experiments

The size of the simulation environment is 110 m × 100 m, and includes indoor and

outdoor areas. An unmanned ground vehicle (UGV) with a 2D laser sensor and an

RGB-D camera are used for mission planning. The 2D laser sensor is used for simul-
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taneous localization and mapping, and the RGB-D camera is used for semantic scene

understanding (such as object recognition). The platform runs on Ubuntu16.04, ROS

Kinetic, and Gazebo. Jena TDB, provided by Apache, is used to store the semantic

memory, whereas MongoDB is used to store the robot’s working memory. Details of

software architecture for the proposed method are illustrated in Figure 5.5.

Experiments are conducted on two known scenarios, partially known workspace

and acquiring missing knowledge. I evaluate the effectiveness of the proposed method

by validating the generated plan’s executability based on natural language sentences

provided by humans. In the scenario where missing knowledge is acquired, the pro-

posed method is verified by whether it includes unmodelled concepts in the ontology

graph and whether the robot achieves the goal. I consider the mission failure case

because of insufficient modelled information. For example, I assume that the robot’s

situation is such that only a few concepts of the surrounding environment are modelled

and it cannot achieve the goal with this information. The necessary information is pro-

vided by humans in natural language. The provided data are expressed in triple form

and added to the ontology graph to generate PDDL files to enable the robot to finish

the mission successfully.

The partially known workspace scenario is used to verify whether new data are

properly added to the existing modelled domain. For example, suppose a robot per-

forms the mission “Search all unoccupied points in the indoor area” within a working

area that is modelled differently from the actual environment. The robot will fail to

achieve its goal. Using the proposed algorithm, the robot can obtain the necessary

information from humans to accomplish the mission. The initial ontology graph is il-

lustrated in Figure 5.6. The green box in Figure 5.7 shows the result of a partially

known workspace scenario derived from “avoid the object,” while the red box in Fig-

ure 5.7 shows the result of acquiring missing knowledge in the scenario “A box is on

the waypoint.”
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Figure 5.5: Software architecture for the proposed method
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5.5 Summary

This dissertation proposes a method for robots to automatically create a series of ac-

tions using natural language, namely unstructured data, provided by humans based on

ontology graphs. Dynamically changing environments can cause robots to fail at mis-

sion planning occasionally. Information provided by humans can increase the success

rate of mission planning, thereby achieving the goal. Unstructured sentences are ex-

pressed as RDF triples by utilizing natural language grounding technology. Then, the

generated triple data are added to the existing ontology graph. The robot generates the

PDDL domain and PDDL problem file using the added information, and completes

the mission by executing the sequence of actions generated by the planner. Thus, the

results of my dissertation show that the proposed human–robot cooperation method

provides flexibility in robot mission planning.
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Chapter 6

PDDL Planning with Natural Language-Based Scene

Understanding

Natural-language-based scene understanding can enable heterogeneous robots to co-

operate efficiently in large and unconstructed environments. However, studies on sym-

bolic planning rarely consider the semantic knowledge acquisition problem associated

with surrounding environments. However, recent developments in deep learning show

outstanding performance in semantic scene understanding using natural language. In

this dissertation, a cooperation framework that connects deep learning techniques and

a symbolic planner for heterogeneous robots are proposed. I employ neural networks

for natural-language-based scene understanding to share environmental information

among robots. I then generate a sequence of actions for each robot using planning

domain definition language (PDDL) planner. JENA-TDB is used for data acquisition

store. The proposed method is validated using the simulation results obtained with one

unmanned aerial and three ground vehicles.

6.1 Introduction

Natural-language-based scene understanding is a critical issue for symbolic planning

for heterogeneous multi-robot cooperation. I can mitigate the knowledge acquisition
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Figure 6.1: Outline of my approach: PDDL mission planner is utilized to generate the

sequence of actions using the PDDL domain and environment information for hetero-

geneous robots. The surrounding environment is represented as a scene graph. If a

robot fails the mission, it generates a natural language description.
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problem associated with the area of symbolic planning by sharing the environmental

information expressed in natural language with diverse robots. Recently, heteroge-

neous multi-robot systems composed of robots with different abilities have received

increasing attention as they are required in a broad range of fields such as surveillance,

environment exploration, and field robotics [98]. Various symbolic planning studies

have been conducted to generate a sequence of actions for each robot to achieve shared

missions. Miranda et al. [99] embedded a symbolic task planner using the PDDL in the

robot operating system (ROS) for multi-robot navigation. Zhang et al. [100] presented

a multi-robot symbolic planning system with an iterative inter-dependent algorithm to

find optimal plans that minimize the overall cost. Compared to many studies that aimed

to maximize overall utility and reduce costs during identification of optimal plans for

multi-robots, the environmental information sharing method between robots can miti-

gate environmental knowledge acquisition problems but continues to be insufficiently

studied. Corah et al. [3] employed a Gaussian mixture model to map the surrounding

environment while maintaining a low volume of memory for communication-efficient

planning. However, since this method uses an algorithm designed for a specific sensor,

it poses a practical application issue for a heterogeneous multi-robot system composed

of different processors, implementation techniques, and sensors. Moreover, since these

methods share raw sensor data, the additional process needed to achieve meaningful in-

formation from the sensor data imparts inefficiency to the overall process. Therefore, in

this dissertation, I propose a symbolic planning method that shares natural-language-

based environment information containing semantic meaning, rather than raw sensor

data, for heterogeneous multi-robot cooperation.

Semantic scene understanding in objects or natural languages, rather than in points,

lines, and planes that cannot contain semantic meanings, is widely researched in the

fields of robotics and computer vision [8, 101, 102]. Zhang et al. [9] generated seman-

tic maps with object-level entities using the semantic simultaneous localization and

mapping (SLAM) algorithm. Karpathy and Fei-Fei [46] generated dense captions for
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multiple regions and the overall area in an image using bidirectional recurrent neural

networks (RNNs) and a multimodal RNN. Yao et al. [103] found semantic and spatial

relationships between objects in images through graph convolutional networks (GCNs)

and long short-term memory (LSTM). The results of this semantic information are uti-

lized for various applications such as robot navigation [11], image retrieval [104], and

question and answering [105]. However, the application of heterogeneous multi-robot

cooperation planning is not considered.

On the one hand, deep learning outperforms extraction of semantic information

from an unseen environment, but it is difficult to learn high-level processes that re-

quire causal reasoning, analogical reasoning, or planning using data [106]. On the

other hand, symbolic planning that uses a logic model can guarantee solution op-

timality, but it can only be applied to a predefined environment. To combine deep

learning and classical planning, Asai and Fukunaga [107] encoded images as latent

vectors with a variational autoencoder and applied PDDL planning. Mao et al. [108]

proposed a neuro-symbolic concept learner that learns visual scenes using a neural net-

work and expresses them in an executable form in symbolic programs. In this study,

symbolic planning and deep learning techniques are integrated to propose a coopera-

tion planning architecture with natural language scene understanding for a heteroge-

neous robot team, as shown in Figure 6.1. Convolutional neural networks (CNNs),

GCNs, and RNNs are used for natural language description and scene graph gen-

eration. JENA-TDB is used to share the semantic representation of the environment

among the robots. The planning phase of ROSPlan [88] is used for generating plans.

The proposed method is verified by a simulation using one unmanned aerial vehicle

(UAV) and three unmanned ground vehicles (UGVs).
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6.2 Related Work

This dissertation is related to studies of heterogeneous multi-robot cooperation plan-

ning and natural-language-based semantic scene understanding, the idea being to con-

nect symbolic planning and deep learning.

Heterogeneous multi-robot cooperation planning

The multi-robot system has the advantage that it can perform complex tasks that cannot

be accomplished by one single powerful robot with many capabilities through coop-

eration [109]. For example, a large building can be cleaned with one robot, but it is

time-consuming and unrealistic. Thus, a multi-robot system that dispatches the over-

all mission into smaller sub-problems to individual robots is necessary. [98] proposed

a cooperative control scheme for a heterogeneous ground-air robot team. [110] inte-

grated a temporal planning approach with a PDDL planner for heterogeneous teams

of robots. [111] solved the decision-making issues of aerial robots using an integrated

decision-making framework. [86] represented the environment in a scalar field and

created a time-optimized mission plan for UGVs using a cascaded heuristic optimiza-

tion algorithm. However, most studies of heterogeneous multi-robot systems focus on

achieving shared goals effectively, with minimum time and cost, through algorithms

rather than acquiring knowledge of the environment using multiple robots.

Some researchers tried to solve the environmental knowledge acquisition prob-

lem through data sharing between each robot. [112] used an adaptive transmission

method for efficient distributed information sharing. [85] proposed a shared informa-

tion integration method for cooperative environment data gathering. [113] introduced

two approaches that can learn how information may be shared: reinforced inter-agent

learning and differentiable inter-agent learning. These studies share raw sensor infor-

mation that can hardly infer semantic meanings without algorithms. They need to be

designed suitably for each robot in a heterogeneous multi-robot team. Unlike conven-
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tional studies, I introduce a method that acquires environmental knowledge in the form

of natural language and applies to multi-robot cooperation planning.

Natural language-based scene understanding

Many studies on robotics have proposed graph-based simultaneous localization and

mapping (SLAM) using semantic scene understanding and various sensors. [114] per-

formed object recognition using range data and feature-based semantic SLAM with

a UAV. [115] proposed a dense 3D SLAM system composed of stereo-ORB-SLAM

and a CNN for a traffic environment. [116] combined a matured SLAM system named

RTAB-Map and a CNN to utilize depth image information. However, they rarely con-

sidered the natural language inference problem, which is important in multi-robot com-

munication.

However, semantic scene understanding using natural languages such as image

captioning, visual question and answering (VQA), and scene graph generation is widely

studied in the field of computer vision. Lu et al. [117] generated image captions us-

ing an attention-based neural encoder-decoder framework. Lu et al. [118] utilized a

co-attention model in a hierarchical fashion to perform VQA. Dai et al. [31] proposed

a deep relational network that can exploit the statistical dependencies of detected ob-

jects and their relationships. Since these approaches use images as inputs, graph maps,

which are widely used as environment representation by robots, are rarely utilized.

This dissertation proposes an architecture that includes natural language description

and scene graphs generated using a graph map in multi-robot planning.

Connecting symbolic planning and deep learning

Many studies of robotics involving mission planning with symbolic planners have been

conducted. Srivastava et al. [119] demonstrated off-the-shelf task implementation with

a PDDL planner. Dornhege et al. [120] applied geometric reasoning to symbolic plan-

ning and conducted real-world mobile manipulation experiments. Manso et al. [121]
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utilized graph models and graph rewriting rules with a symbolic planner for human–

robot interaction. However, symbolic planning is hardly applied to new, unforeseen,

and dynamic environments, because the environments should be modelled directly by

a human or via a compiler. However, deep learning, which is a data-driven approach,

has shown outstanding performance in environmental cognition [122, 123]. To take ad-

vantage of both fields, Zhang and Sornette [124] introduced a deep symbolic network

to represent any knowledge as a symbol. Liao and Poggio [125] converted objects into

symbols using an object-oriented deep learning algorithm. They focused on generating

symbols using deep learning, rather than setting the overall architecture for planning.

In this study, I propose a method to bridge the gap between symbolic planning and

deep learning techniques, and verify it using heterogeneous multi-robot cooperation

planning.

6.3 A Framework for Heterogeneous Multi-Agent Coopera-

tion

This section explains the framework devised to connect deep learning techniques and

the symbolic planner for cooperation among heterogeneous agents. Unlike conven-

tional planning systems for robots [88], my framework entails natural-language-based

cognition and a knowledge engine for multiple agents. The general overview of the

framework is shown in Figure 6.2. It is composed of perception, cognition, planning,

coordination, execution, and memory storage. Perceptively, sensor information ob-

tained from environments is continuously passed to cognition. During cognition, scene

understanding-based natural language is created by generating language description

and scene understanding using deep learning techniques. Then, the generated seman-

tic information is passed on to the knowledge engine while raw sensor data are sent to

episodic memory storage. Using the episodic memory and knowledge collected from

multiple robots, the PDDL planning agent builds a sequence of actions for each agent.
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Then, the robots complete the required actions through coordination and execution.

The details are as follows.

6.3.1 Natural Language-Based Cognition

To understand the surrounding environment in natural language, I generate a natural

language description and scene graph. In this study, I assume that the robots use a

graph map (for motion planning) generated using semantic SLAM, which is a widely

used environment representation method in robotics [8]. To utilize the graph map G =

(V, E) that contains features and positions of the detected object as nodes vi ∈ V and

their relationships as edges eij = (vi, vj) ∈ Eij , I closely follow Moon and Lee [126]

for generating the language description and graph inference phase of Xu et al. [34] for

the scene graph generation. However, since the edge information of the graph map is

binary, which can only infer whether a connection exists or not, or a weighted value

that indicates relations such as the Euclidean distance between objects, it is difficult

to find the semantic meaning. Therefore, I additionally extract features of the union

region of two objects for edge information. For each vi and eij , features are extracted

using VGGNet [51]. fvi is the feature vector of vi, and feij is the feature vector of eij .

pi is position vector of vi.

The neural network architecture for language description is illustrated in Figure

6.3. First, a GCN with graph convolution layers defined by spectral graph theory and

fully connected layers is utilized to extract features from irregular and non-Euclidean

graphs. Then, an RNN is used to generate a language description over the graph. The

RNN takes the encoded graph features concatenated with a word vector and predicts

the probabilistic distribution of the target word vector. Given that I also back-propagate

the GCN when training the RNN, I can expect that graph features that fit the generated

sentence will be extracted. The generated description can be used to understand the

surrounding environment when an unexpected situation occurs.

Scene graph generation involves the process of finding appropriate words corre-
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Figure 6.3: Neural network architecture for language description: A GCN extracts

features from the graph map. The extracted graph feature is concatenated with a word

and feed into the RNN as input. Then, the RNN generates sentence attention over the

graph.

sponding to each node and edge of the graph. I denote variables that need to be pre-

dicted as g = (vclassi , eij | i = 1 . . . n, j = 1 . . . n, i 6= j), where C is a set of object

classes and R is a set of relationship types, vclassi ∈ C, eij ∈ R. The optimal g∗ is

found as follows:

g∗ = argmaxgPr(g | fvi , feij) (6.1)

Pr(g | fvi , feij) =
∏
i∈V

∏
j 6=i

Pr(vclassi , eij | fvi , feij) (6.2)

The iterative message pooling method based on the gated recurrent unit (GRU) is uti-

lized as shown in Figure 6.3. Edge features and node features are fed into the edge

GRU and node GRU as the initial value, respectively. After the message pooling, the

edge message is fed into the edge GRU and the node message is fed into the node

GRU. The iteration that follows precisely predicts words for the nodes and edges. The

scene graph can be used to gather environmental information in natural language for
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large and unstructured environments.

nlp_planning / simulation / fig4
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Figure 6.4: Detailed architecture of the knowledge engine, environment modeler, and

PDDL agent

6.3.2 Knowledge Engine

The knowledge engine obtains semantic environmental information in XML and stores

it in triple store, which uses a resource description framework (RDF) such as ”subject-

predicate-object” or ”resource-property type-value” unlike the conventional relational

database that saves data in ”key-value.” Triple store uses the SPARQL protocol and

RDF query language (SPARQL) to create, read, update, and delete the graph data that

contain relations between objects. The triple store facilitates the reasoning process by

using the relations and attributes between objects to find new relations. In this study,

I utilize JENA-TDB, a type of triple store. It is an open source framework developed

by Apache for the manipulation of RDF data. JENA-TDB provides persistence storage

for the RDF and web UI with the Apache Fuseki interface using the http protocol.

The XML/OWL parser in the knowledge engine parses the XML file into OWL

Ontology. Ontology is a model that explicitly describes conceptual meanings by re-

stricting the relations in the artificial intelligence field. OWL is one of the ontology
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expression languages. It is designed to create an environment in which machines and

agents can understand and utilize resources using reasoning and formal syntax. OWL

defines the class and property of instances, describes relations between the classes

and subclasses, and infers new concepts. In this study, I classify the topology and se-

mantic relations among objects as object property relations and the attributes of the

object as data property relations when the knowledge engine receives the XML file

containing the taxonomy of classes and subclasses of semantic information achieved

by cognition. The classified relations are described in OWL in the XML/OWL parser.

The generated OWL ontology is saved in JENA-TDB using the Fuseki http protocol.

When JENA-TDB receives a request from the environment modeler to hand over the

required information to set the initial and goal states for mission planning, SPARQL is

used to gather data. The proposed architecture of the knowledge engine, environment

modeler, and PDDL agent is illustrated in Figure 6.4.

Table 6.1: Details of planning and replanning performed by the planning agent

1: procedure PLAN DISPATCH (Domain D, Mission M)
2: while M contains goals do
3: I := generateProblem(D, M);
4: P := plan(D, I)
5: while execute do
6: a := pop(P);
7: dispatch(a)
8: end while
9: execute := execute ∧ actionSuccess(a)
10: end while
11: end procedure

6.3.3 PDDL Planning Agent

I utilize the planning agent of [88] as the PDDL planning agent. ROSPlan provides

planning in the robot operating system (ROS). However, since they hardly utilize nat-
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ural language information achieved from surrounding environments, I modified it ap-

propriate for my approach. In the planning agent, problem PDDL generation, plan gen-

eration, action dispatch, and replanning are performed. From the environment modeler

and Mongo DB, data related to initial state and mission parameters are gathered and

feed into problem generation. Then, the problem PDDL is automatically generated

and handed to a planner with domain PDDL. In this dissertation, the POPF planner

is used. Once the plan is generated, the plan dispatch parses the PDDL actions to the

ROS messages for the robots to complete the overall plan. During the execution, if an

action fails because of changes in the environment, the planning agent reformulates

the problematic PDDL by replanning, as shown in Table 6.1.

6.4 Experiments

I demonstrate the proposed framework with a patrolling scenario and find the miss-

ing child using one UAV and three UGVs. The operational diagram for the proposed

method is illustrated in Figure 6.5. It is composed of the control tower, natural lan-

guage processor, simulator, and JENA-TDB. The scenario is run in the simulation to

verify the proposed architecture. The details are as follows.

6.4.1 Experiment Setting

The simulation environment was designed as an area around REDONE technologies

cooperation, as shown in Figure 6.6 and Figure 6.7 (a). The size of the area was 110m×

100m. I utilized three UGVs of REDONE technologies, each named Smart Cookie,

and 1 UAV of REDONE technologies, named Beyond. Each Smart Cookie has 2D

laser sensors and an RGB-D camera as illustrated in Figure 6.7 (b). Beyond is equipped

with an RGB-D camera. The laser sensor is used for navigation on the execution part

while the RGB-D cameras are used for cognition for the natural-language-based scene

understanding. Each robot navigated using the generated map and sensor. The platform
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Figure 6.6: Simulation environment

was set up with Ubuntu 16.04, ROS Kinetic, and Gazebo 7. JENA-TDB is used as

the semantic memory and Mongo DB is used as the episodic memory. DICQ.R is the

control tower. I used tensorflow library and Python for the natural language processing,

whereas JAVA was used for JENA-TDB, and C++ was used for the simulator. Socket

communication was utilized to transfer information between processors. To train the

neural network for scene understanding, I used the COCO dataset and visual genome

dataset for language description and scene graph generation, respectively. Since these

datasets use images for natural language processing, I manually generated a graph

using bounding boxes and train the networks.

6.4.2 Scenario

The overall scenario outline is illustrated in Figure 6.8. Two missions were performed.

One involved patrolling the area, and the other was concerned with finding a missing

child. While the robots were visiting the point of interest (POI) for patrolling, a mis-

sion to find a missing child was generated by the DICQ.R. Every robot was required to
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Figure 6.7: Details of simulation environment
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Description Activity

Name Finding missing child -

Preconditions • UGV1,2,3, UAV at initial point -

Flow of events • Perform ‘finding missing child’ mission 
from control tower (A1)

1. Control tower command UGV 
1,2,3, and UAV to find a missing 
child

2. UGV 1,2,3, and UAV visit every 
POI to find a missing child

3. A robot find an unmodeled
object 

4. The robot generates a scene 
graph to add meaning to the
unmodeled object (human) for 
planning

5. The robot create POI at the 
position of human 

6. Control tower generate new 
mission for UGV1,2,3 to go to 
created POI to check that the 
found human is the missing child

7. Mission completed

Expected
situations

• A robot cannot approach POI due to an 
unmodeled obstacle (A2)

1. The robot generates natural 
language to describe the current 
situation to control tower

2. Replanning 

• A robot found an object expected to be 
the missing child (A3)

1. Save the scene graph in JENA-
TDB

2. Using semantic information of 
JENA-TDB, generate new mission

Post-Condition • Every robot send execution result to 
control tower

-

Figure 6.8: Overall scenario outline: Using one UAV and three UGVs, patrolling was

conducted and the missing child was found.
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report the current situation to the DICQ.R as well as if an unusual situation occurred.

During the mission, I surmised what may happen if a dynamic obstacle, which a robot

could not approach, were to suddenly appear at the POI. In this situation, the robot

will generate natural language to report the current situation to the DICQ.R. Also, I ex-

pected at least one of the robots to find the missing child. In this case, I generated scene

graphs to add POIs for the other robots to check. Analogously, the natural-language-

based scene understanding can be applied to other planning missions.

6.4.3 Results

The experiment involving patrolling and finding a missing child was successful. In

this study, I used 16 POIs for robot patrolling according to the assigned area. When

the child went missing, assume that a human is present at POI 9. Then, the robots were

asked to check all the POIs and find a human who is likely to be the missing child.

When such a human is detected, a scene graph is generated and sent to the DICQ.R.

Using the achieved semantic information, a POI is added and the closest robot is asked

to go to POI to check if the detected human is the missing child. Table 6.2 and Table

6.3 show the generated plans for the robots. In the initial plan, POI 16 is not included.

After the human is detected by Beyond, a new POI (16) is generated and is checked

by Smart cookie.

I used the XML file structure to send the semantic graphs to DICQ.R. The XML/OWL

parser located inside the knowledge engine is provided triplet data that contain scene

graph information. The OWL file is generated by the classification processes of object

property and data property relations. The object property relation is relevant to the rela-

tionship between objects, and the data property relation is relevant to the properties of

these objects. According to the command from the DICQ.R, which provides the mis-

sion parameters, JENA-TDB fetches semantic information using SPARQL and sends

it to the environment modeler. For example, using the received triple data of ”human-

behind-tree,” ”behind” is saved as ”owl:ObectProperty rdf:about plan:behind/.” ”human-
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Figure 6.9: Examples of generated language description and scene graphs

88



nlp_planning / simulation / fig8_2

A group of trucks laying 
down in the field

UGV viewTop veiw

UAV viewTop veiw

Goal point

Obstacle !!!

Mission fail

Situation 1: mission fail

Situation 2: human detected

Language description

Scene graph

Human 
detected

Figure 6.10: Experiment results of the natural-language-based scene understanding

across two situations: (1) language description in the ”failed mission situation” to

inform the control tower about the current situation, and (2) the scene graph in the

”human detected situation,”
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Table 6.2: Generated plan for Part I of the scenario

0.000: (goto point indoor cookie0 POI0 POI0) [20.000]
0.000: (goto point outdoor cookie1 POI12 POI12) [20.000]
0.000: (goto point street cookie2 POI2 POI2) [20.000]
0.000: (fly beyond0 POI6 POI6) [20.000]
20.001: (goto point indoor cookie0 POI0 POI1) [20.000]
20.001: (goto point outdoor cookie1 POI12 POI13) [20.000]
20.001: (goto point street cookie2 POI2 POI3) [20.000]
20.001: (fly beyond0 POI6 POI7) [20.000]
40.001: (goto point indoor cookie0 POI1 POI10) [20.000]
40.001: (goto point outdoor cookie1 POI13 POI14) [20.000]
40.001: (goto point street cookie2 POI3 POI4) [20.000]
40.001: (fly beyond0 POI7 POI8) [20.000]
60.001: (goto point indoor cookie0 POI10 POI11) [20.000]
60.001: (goto point outdoor cookie1 POI14 POI15) [20.000]
60.001: (goto point street cookie2 POI4 POI5) [20.000]
60.001: (fly beyond0 POI8 POI9) [20.000]
80.001: (detect beyond0 POI9 object) [20.000]

Table 6.3: Generated plan for Part II of the scenario

0.000: (goto point outdoor cookie1 POI15 POI16) [20.000]
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hasPositionX-100” is saved as ”owl:DataProperty rdf:about plan:hasPositionX.” Also,

objects are parsed as ”owl:NamedIndividual,” which is used to describe instances.

The generated language descriptions and scene graphs are shown in Figs. 6.9. The

language descriptions and scene graphs were successfully generated in the simulation

environment. As illustrated in Figure 6.10, I utilized the natural-language-based scene

understanding across two situations: (1) language description in the ”failed mission

situation” to inform the control tower about the current situation, and (2) the scene

graph in the ”human detected situation,” to add a POI to verify whether the detected

human is the missing child. As a result, I verified that the proposed framework could

successfully perform the required planning using heterogeneous multiple robots based

on natural-language-based scene understanding.

6.5 Summary

I proposed a new framework for heterogeneous multi-robot cooperation based on

natural-language-based scene understanding. While other studies only used the raw

sensor data for the purposes of perception, I focused on identifying semantic meanings

from the surrounding environment to efficiently share information between heteroge-

neous agents. The framework combines deep learning and symbolic planning. Neural

networks were used for the generation of semantic graphs and language descriptions.

JENA-TDB was utilized to store semantic triple data. By gathering the data appropriate

for mission parameters from JENA-TDB, the PDDL planner generated the sequence

of actions for each robot. Using one UAV and three UGVs, the proposed method was

successfully verified via simulation involving patrolling and finding a missing child.
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Chapter 7

Conclusion

Semantic scene understanding is the process of perceiving environmental information

in natural language or in a form that can provide semantic meanings. This is essen-

tial for the cooperation between humans and heterogeneous robots in that humans

and robots can share information in an interpretable form to achieve a shared goal.

In robotics, semantic mapping algorithms that generate graphs denoting features and

positions of detected objects as nodes, have been widely studied recently. The graphs

generated by these algorithms are unlike the maps generated by conventional meth-

ods, which comprise points, corners, lines, and planes. However, the generated seman-

tic graphs do not find extensive application in data sharing methods for humans and

robots. Therefore, there is a need for these graphs to be expressed in natural language.

Natural-language-based scene understanding is investigated in various forms such as

image captioning, visual question answering, and scene graph generation in the field

of computer vision. However, these methods have not been widely applied to seman-

tic graph maps used by robots to represent the surrounding environment. Moreover,

they do not address the challenge associated with mission planning where humans and

heterogeneous robots cooperate to achieve a common goal.

Humans and robots can improve work efficiency by sharing information of the

surrounding environment in natural language. For example, let us assume that a robot
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needs to move to another room and place a cup on a desk. However, if the cup is located

on a chair, the robot fails to perform this task owing to perceptual error. However, if

the robot can describe the environment and share it with the human, the success rate

of the mission can be drastically increased. Moreover, increased network bandwidth

and decreased QoS reliability because of robots sharing raw sensor data in a large

environment can be addressed by sharing information in natural language, which is a

compact and encoded semantic representation of the surrounding environment. In this

dissertation, a scene graph, language description, and natural question were generated

using a semantic graph map, and the obtained results of natural language processing

were utilized by the system comprising human and heterogeneous robot.

Although semantic graph maps are commonly utilized in the investigation of the

perceptual aspects of the environment, such maps are not extensively applied to natural

language processing and question generation. Several studies have been conducted on

the understanding of workspace images in the field of computer vision; these studies

have automatically generated sentences; however, multiple scenes and 3D informa-

tion were not utilized in these studies. Experiments were performed using publicly

available datasets and the results indicated the superior performance of the proposed

method.

Task planning for robots involves the use of incomplete and unreliable data. Obser-

vations made by sensors are used to update the model for task planning and execution

through state estimation. An up-to-date model reduces the risk of plan failure and can

promptly identify when a plan under execution is no longer valid. However, plans may

fail during execution, and in such cases, it is critical that the robotic agent is able to

exactly explain the reason for such failures.

The work presented in this dissertation can be practically integrated with task plan-

ning in two main ways. First, the generated scene graph can be used to update the

model with new objects and relationships. Relationships in the scene graph can be

used to update the (spatial) predicates that describe the current state in the planner’s
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model. Second, verbalization of the scene graph lead to enhanced descriptions of the

state that can be used to describe the reason for plan failure. If a location is unreach-

able because of an obstruction, a verbalization of the scene graph can be provided to an

operator as an explanation of the plan failure. This allows the operator to understand

the ways in which the environment is different from the one expected, and what needs

to be done next. In this section, we discuss future work in this direction.

The scene graph can be used to perform continuous updates to the current state

through an integration with the planning sensor interface. This can automatically con-

nect the scene graph generation of relations such as light on building into the predicates

of the planning model. This integration has two main advantages: first, the spatial rela-

tions in the planner’s model are kept up to date, which is necessary if the robot operates

within a dynamic environment. Second, the newly detected objects can be immediately

described in terms of their position and relationship with other objects. This is neces-

sary for the planner to understand the ways in which the newly detected objects can be

used in a plan, or the effect these objects might have on the state.

Plan execution performed by robots will be extended to include verbalization de-

scribing the plan under execution. This will be done by integrating the verbalization

component with the execution components of the planning system in the following

two ways: first, by providing verbalization of updates to the current state, and second,

by providing verbalization of obstructions that prevent the robot from achieving its

goal. In a human-robot system, it is critical that the human operator is given sufficient

situational awareness to determine the state of the plan. By verbalizing the updates to

the planner’s model, an operator does not have to be an expert in the language of the

domain model to understand what the robot is sensing. In addition, by verbalizing the

reason for plan failure, the operator can quickly identify the unexpected event or object

that resulted in the plan failure.

The work presented in this dissertation proposed a framework for human and het-

erogeneous cooperation based on natural language processing. In this framework, I
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utilized the advantage of both symbolic planning, which can generate complete se-

quences of actions for multiple robots, and deep learning techniques, which exhibits

outstanding performance in semantic scene understanding. The proposed method was

verified through simulation with three UGVs and one UAV in a scenario involving

patrolling and finding a missing child.
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초록

인간과이종로봇간의협업은높은유연성과적응력을보일수있다는점에서제

조업에서필드로보틱스까지다양한분야에서필연적이다.특히,서로다른능력을

지닌 로봇들과 인간으로 구성된 하나의 팀은 넓고 정형화되지 않은 공간에서 서로

의능력을보완하며복잡한임무수행을가능하게한다는점에서큰장점을갖는다.

효율적인한팀이되기위해서는,팀의공통된목표및각팀원의현재상황에관한

정보를실시간으로공유할수있어야하며함께의사결정을할수있어야한다.이러

한관점에서,자연어를통한의미론적환경이해는인간과서로다른로봇들이모두

이해할 수 있는 형태로 환경을 인지한다는 점에서 가장 필수적인 요소이다. 또한,

우리는 자연어 기반 환경 이해를 통해 네트워크 혼잡을 피함으로써 획득한 정보의

신뢰성을 높일 수 있다. 특히, 대량의 센서 데이터 전송에 의해 네트워크 대역폭이

증가하고통신 QoS (Quality of Service)신뢰도가감소하는문제가빈번히발생하는

필드로보틱스영역에서는의미론적환경정보인자연어를전송함으로써통신대역

폭을감소시키고통신 QoS신뢰도를증가시킬수있다.본학위논문에서는환경의

의미론적이해기반인간로봇협동방법에대해소개한다.먼저,로봇의지도작성

알고리즘을통해획득한그래프지도를이용하여자연어문장과검출한객체및각

객체간의관계를자연어단어로표현하는그래프를생성한다.그리고자연어처리

결과를 이용하여 인간과 다양한 로봇들이 함께 협업하여 임무를 수행할 수 있도록

하는프레임워크를제안한다.

본 학위 논문은 크게 그래프를 이용한 의미론적 환경 이해와 의미론적 환경 이

해를 통한 인간과 이종 로봇 간의 협업 방법으로 구성된다. 먼저, 그래프를 이용한

112



의미론적 환경 이해 부분에서는 의미론적 그래프 지도를 이용한 새로운 자연어 처

리 방법에 대해 소개한다. 의미론적 그래프 지도 작성 방법은 로봇의 환경 인지 측

면에서많이연구되었지만이를이용한자연어처리방법은거의연구되지않았다.

반면 컴퓨터 비전 분야에서는 이미지를 이용한 환경 이해 연구가 많이 이루어졌지

만,연속적인장면들은다루는데는한계점이있다.따라서우리는그래프스펙트럼

이론에 기반한 그래프 컨볼루션과 그래프 축소 레이어로 구성된 그래프 컨볼루션

신경망및순환신경망을이용하여그래프를설명하는문장을생성한다.제안한방

법은 기존의 방법들보다 한 장면에 대해 향상된 성능을 보였으며 연속된 장면들에

대해서도성공적으로자연어문장을생성한다.

최근딥러닝은자연어기반환경인지에있어급속도로큰발전을이루었다.하

지만 인과 추론, 유추적 추론, 임무 계획과 같은 높은 수준의 프로세스에는 적용이

힘들다.반면임무를수행하는데있어각에이전트의능력에맞게행위들의순서를

계산해주는 상징적 접근법(symbolic approach)은 추론과 임무 계획에 있어 뛰어난

성능을 보이지만 인간과 로봇들 사이의 의미론적 정보 공유 방법에 대해서는 거의

다루지않는다.따라서,인간과이종로봇간의협업방법부분에서는딥러닝기법들

과 상징적 플래너(symbolic planner)를 연결하는 프레임워크를 제안하여 의미론적

이해를 통한 인간 및 이종 로봇 간의 협업을 가능하게 한다. 우리는 의미론적 주변

환경 이해를 위해 이전 부분에서 제안한 그래프 기반 자연어 문장 생성을 수행한

다. PDDL플래너와 JENA-TDB는각각임무계획및정보획득저장소로사용한다.

제안한 방법의 효용성은 시뮬레이션을 통해 두 가지 상황에 대해서 검증한다. 하

나는 동적 환경에서 임무 실패 상황이며 다른 하나는 넓은 공간에서 객체를 찾는

상황이다.

주요어:인지로보틱스,의미론적환경이해, 3D환경그래프,임무계획,인간-로봇

협업,자연어처리

학번: 2014-22559
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가끔이지만오빠를뵐때마다참반갑습니다.항상연구실방장일것만같았던규호

오빠,오빠의세심한배려와조언들은낯설었던연구실생활에적응하는데큰도움

이되었습니다.크고작은일에대해함께이야기나누었던시간이그립습니다.항상
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해야하는지고민이깊었을때오빠의격려덕분에힘을낼수있었습니다.세심하고
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원영이, 덕분에 조금 더 즐거운 연구실 생활을 할 수 있었습니다. 매사에 누나라고

세심하게배려해준마음잊지않겠습니다.연구실생활하는동안가장의지되었던
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한준이 오빠, 덕분에 편하게 연구실 생활을 마칠 수 있었습니다. 오빠가 없었으면

졸업하기힘들었을것같습니다.먼저연구실을떠난진원이,졸업후에회사에서도

인정받는모습이자랑스럽습니다.동시에함께연구실에서생활했던시간이그립기

도 합니다. 마지막으로 제 옆자리에 있었던 현일이, 다양하고 많은 책을 읽던 준혁

이,동갑이지만동생이었던호웅이에게도감사인사전하고싶습니다.이렇게좋은

사람들과함께연구실생활을할수있어서행복했습니다.모두각자의위치에서바

쁘겠지만앞으로도지속해서연락하고좋은인연이어갈수있었으면좋겠습니다.

부모님및가족에게

항상전폭적인지지및지원을해주신부모님및가족들에게감사의인사전합니

다.먼저아버지,어머니의딸로태어나사랑받을수있었던것이가장큰행운이라

고생각합니다.항상성실하게매사에최선을다하는아버지와어머니모습을보며

자라왔기에지금의제가있지않나싶습니다.한결같이믿어주고지지해주셔서감

사드립니다.아버지,어머니는지금까지저의자랑이었고앞으로는제가아버지,어

머니의자랑이될수있도록하겠습니다.사랑합니다.이제는 10년을가까이함께한

이모부와 이모, 저에게는 부모님과 다름없습니다. 이모부와 이모가 계셨기에 지금

까지학업을잘마무리할수있었습니다.항상좋은말씀많이해주시고힘을주셔서

감사드립니다. 아닌 척하지만 듬직한 우리 장혁이, 요즘 새로운 전공 공부에 매우

힘들겠지만,누구보다도잘해낼거라고믿습니다.동생이있어정말든든합니다.공

부도잘하는데누가보아도정말예쁜우리나영이,속깊은모습을볼때마다언제

이렇게 자랐나 놀랍습니다. 앞으로의 우리 사랑하는 나영이의 재미있고 새로운 경

험으로 가득할 대학 생활을 응원합니다. 저보다 12살이나 어린 동생이지만 부족한

언니를챙겨주고귀여워해주는최고예쁜우리다현이,지금도충분히잘하고있지

만,하루하루더열심히노력하는모습을보면정말장하고사랑스럽습니다.옆에서

조금이라도도움이될수있도록제가최선을다해도울수있도록하겠습니다.앞으

로우리장혁이,나영이,다현이모두함께서로의지하면서고민은나누며행복하게

잘 지냈으면 좋겠습니다. 제가 더 든든한 누나, 언니가 될 수 있도록 노력하겠습니

다.마지막으로다시저를기억해주셨으면하는할머니,항상손주들의좋은소식을
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기다리시는 외할머니, 외할아버지, 항상 감사하고 건강하세요. 가족들이 있었기에

학업을잘마칠수있었다는것을잘알고있습니다.가족모두에게감사드리고,다시

한번고맙다는말전하고싶습니다.
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