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ABSTRACT: With the increase of complex systems’ functions, the number of its components will rise. 

This will lead to the amount of state combinations of components increasing exponentially.  In order to 

solve this problem, a new compression algorithm and a new inference algorithm are developed to 

analyze the reliability of complex systems based on Bayesian Network in this paper. A satellite 

transmission system reliability is used to validate the proposed algorithms. 
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1. INTRODUCTION 

Reliability analysis is one of the most important 

parts of system safety. Once some systems, such 

as aerospace systems, power systems, are failed, 

it will cause serious economic losses and affect 

people’s normal life. With the increasing 

complexity of modern engineering systems, 

reliability analyses of systems are becoming 

more challenging. Therefore, it is essential for 

analyzing the reliability of systems by a suitable 

method. 

The Bayesian Network (BN) (1988) is a 

useful probabilistic tool for system reliability 

analysis. There are some researches about 

reliability analysis based on BN. In the reliability 

model of BN, Sturlaugson and Sheppard (2015) 

studied the method of analyzing sensitivity in 

continuous time BN, which considers continuous 

time BN as a decomposition Markov process that 

decomposes the system into interrelated 

subsystems. Su and Fu (2014) proposed a causal 

logic method based on BN reliability model for 

analyzing the reliability of wind turbine 

considering environmental factors and 

uncertainties, and using the expected adjustment 

method to achieve the final quantitative analysis. 

Considering the effect of common cause failure 

to system reliability and the widespread presence 

of multistate systems in engineering practices, 

Mi et al. (2016) proposed a method for multistate 

systems reliability analysis by taking the 

advantage of graphic representation and 

uncertainty reasoning of BN. Besides, Mi et al. 

(2018) proposed a multi-state evidential 

networks method for reliability analysis of 

complex system with common cause failure 

groups based on evidence theory and BN. 

For complex systems, with the increase of 

satellite system functions, the number of its 

components will rise. This will lead to the 

amount of state combinations of components 
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increasing exponentially. For the above problems, 

Tien and Kiureghian (2016) proposed 

compression algorithm and inference algorithm 

for reliability assessment of infrastructure 

systems by compressing system column of node 

probability table. For the compression algorithm, 

it integrates two encoding compression technique, 

i.e. run-length encoding compression technique 

(Hauck 1986) and Lempel-Ziv encoding 

compression technique (Ziv and Lempel 1977). 

By compressing system column of the NPT, the 

compression algorithm can reduce the memory 

storage requirements of system node’s NPT. 

After that, the inference algorithm can perform 

inference based on the compressed NPT. Besides, 

to construct the BN model of multistate systems, 

Tong and Tien (2017) proposed new 

compression algorithm which compressed the 

NPT to be several bundles representing repeated 

patterns of fixed length in the system state of 

NPT. In Tong and Tien’s algorithms, the number 

of states of components and system must be 

equal. For example, if the studied system has five 

states, its subsystems or components will also 

have five states. However, with the complexity 

of logical relationship between system and its 

components, the existing compression algorithms 

cannot completely compress the NPT. 

In this paper, in order to completely 

compress the NPT, a new compression algorithm 

is developed based on the researches of Tien and 

Kiureghian (2016). Based on the compressed 

NPT, a new inference algorithm is developed for 

performing the inference of BN model at the 

same time. The rest of this paper is structured as 

follows. In section 2, several variables are 

defined in this section, wherein the format of 

node probability table is also presented. Then the 

new compression algorithm is developed. In 

section 3, the new inference algorithm is 

developed by variable elimination algorithm, and 

the rules of constructing intermediate factor are 

also developed in this section. Finally, a 

numerical example is studied to validate the 

proposed algorithms in section 4. 

2. COMPRESSION ALGORITHM 

2.1. Format of NPT 

NPT reflects the relationship between child node 

and parent nodes. The state of each binary parent 

node in NPT’s each row is calculated by 

equation (1) proposed by Tien and Kiureghian 

(2016). 
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In equation (1), k  is the row number of 

NPT and n  is the binary parent nodes number of 

binary child node. ( )ceil x  is the function that 

calculated the value of x  rounded up to the 

nearest integer. k

is  means the state of the thi  

binary parent node in the thk  row of NPT. After 

each row’s state combination of binary parent 

nodes is decided, the conditional probability of 

child node can be gotten by the logical 

relationship between child node and its parent 

nodes. For example, a binary child node S  has 

two parallel binary parent nodes 
1C  and 

2C . 

According to equation (1), the state combination 

of two parent nodes is shown as in Table 1. For 

the first row of Table 1, because of both the state 

of two parallel parent nodes is 0, the state of S  is 

0. Therefore, the conditional probability

( 0 | , ) 11 2P S C C   and ( 1| , ) 01 2P S C C   as 

shown in Table 1. 

Table 1: NPT of child node S  

1C  2C  
( | , )1 2P S C C   

S = 0  S = 1  

0 0 1 0 

0 1 0 1 

1 0 0 1 

1 1 0 1 

2.2. Compression algorithm 

Supposed that a binary child node S  has n  

binary parent nodes { | 1,2, , }iC i n . Therefore, 

the NPT’s conditional probability column of 
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child node S  is ( | , , , )1 2 nP S C C C . The new 

compression algorithm is developed to compress 

an object sequence, denoted as OS , which can 

be any one of the two conditional probability 

columns, i.e. 1S   or 0S  . 

2.2.1. Run and phrase 

According to Tien and Kiureghian (2016), the 

definition of run and phrase are shown as follow 

respectively. 

 Run is a sequence like 00… 0 or 11… 1, 

which is composed by a same numerical 

value. 

 Phrase is a sequence like 01…1 or 10…0, 

which the second numerical value is different 

from the first numerical value but is the same 

with the numerical value from the third to the 

last. Particularly, the length of a phrase is 

greater than or equal to 2. 

The compressed objective sequence, 

denoted as cOS , has m  rows which is 

composed of runs and phrases. cOS  has a run 

accompany dictionary and a phrase accompany 

dictionary, denoted as 
rd  and pd , respectively. 

For 
rd , the thjq  row is { , , }j j j

rq r L , where jq  is 

the row number, 
jr  is the numerical value that 

composes the run in the thjq  row of 
rd , and j

rL

is the length of the run in the thjq  row of 
rd . 

For pd , the thjp  row is 1 2{ , , , }j j j j

pp v v L , where 

jp  is the row number, 1

jv  and 2

jv  are 

respectively the first and the second numerical 

value that compose the phrase in the thjp  row 

of pd , and 
j

pL is the length of the phrase in the 

thjp  row of pd .For the thj  row of cOS , if 

this row is a run, it is { , , }j j

rrun q n , where 

1,2, ,j m , j

rn  is the repeated numbers of this 

run in OS . Conversely, if the thj  row is a 

phrase, this row is { , , }j j

pphrase p n , where 
j

pn  is 

the repeated numbers of this phrase in OS . For 

the thj  row’s run or phrase of cOS , jRP  is the 

set of row start numbers that are row numbers of 

the repeated runs’ or phrases’ first numerical 

values in OS . 

2.2.2. New compression algorithm 

To solve the problem of state combinations of 

components increasing exponentially, the new 

compression algorithm is developed to compress 

the NPT of child nodes. The flowchart of new 

compression algorithm is shown in Figure 1. 

In Figure 1, the new compression algorithm 

has five outputs, i.e. cOS , 
rd , pd , RP  and allS , 

where RP  is the set of jRP  and allS  is the set of 

all the start row numbers of runs and phrases. 

( , )rem x y  is the function that calculates the 

remainder of x y . nowS  is the current query 

run’s or phrase’s row start number. existS  is the 

row start number of the existed run or phrase that 

is the same as the current query run or phrase. 

1nowS
OS


 and 

1existS
OS


 are the numerical value of 

the ( 1) thnowS   row and the ( 1) thexistS   row of 

OS , respectively. 

In the compression process, the parent nodes’ 

state combination of NPT’s each row is 

calculated by equation (1) at first. Then, the 

value of ( 1| , , , )1 2 nP S C C C  can be gotten by 

according to the logical relationship between 

child node and its parent nodes. After that, 

querying the next value of 

( 1| , , , )1 2 nP S C C C  that corresponds to the 

parent nodes’ state combination of NPT’s next 

row. In the process of querying each row value 

of the A column of the NPT, it is judged whether 

the sequence of the current query is run or phrase. 

The judgment process is shown in the following. 

Firstly, if the value of the ( 1) thk   row of 

( 1| , , , )1 2 nP S C C C  column is different from 

the value of the thk  row, it means that the thk  

row is the start row of a phrase. Let 
nowS  equal to 

k  and k  is stored in the set 
allS . Then, 

continuing to query the next row until a phrase is 

identified. Once the first phrase is identified, the 
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phrase accompany dictionary pd  is constructed. 

According to the filter condition in Figure 1, it is 

judged whether the current querying phrase is a 

new phrase or already exists in pd . If the current 

querying phrase is a new phrase, it will be added 

into cOS  and pd  in the form of { , , }j j

pphrase p n  

and 1 2{ , , , }j j j j

pp v v L , respectively. If the current 

querying phrase already exists in pd , the value 

of 
j

pn , which corresponds to already existed 

phrase, is updated only. 

Secondly, if the value of the ( 1) thk   row 

of ( 1| , , , )1 2 nP S C C C  column is the same as 

the value of the thk  row, it means that the thk  

row is the start row of a run. Let nowS  equal to k  

and k  is stored in the set allS . Then, continuing 

to query the next row until a run is identified. 

Once the first run is identified, the run 

accompany dictionary 
rd  is constructed. 

According to the filter condition in Figure 1, it is 

judged whether the current querying run is a new 

run or already exists in 
rd . If the current 

querying run is a new run, it will be added into 

cOS  and 
rd  in the form of { , , }j j

rrun q n  and 

{ , , }j j j

rq r L , respectively. If the current querying 

run already exists in 
rd , the value of j

rn , which 

corresponds to already existed run, is updated 

only.  

Finally, after the current querying run or 

phrase is finished, repeating the above process 

until the last row of OS . 

Start

run or phrase ?
phrase

OS

Query run or phrase in 

OS by according to its 

definition 

End

run

?now existR R

new or existing 

phrase ?

Add this phrase to 

phrase dictionary

new

Update the number 

of instances of this 

phrase in OS

existing

X Y X Y
?X Y

now existR R

now existR R

(1)

(2)

( ,2)nowY rem S

( ,2)existX rem S

(1)

(2)

1
= now

now

S
R OS



1
= exist

exist

S
R OS



0?X 
0X 

0X 

?now existR R

new or existing

 run ?

Add this run to 

run dictionary

new

Update the number 

of instances of this 

run in OS

existing

X Y X Y
?X Y

now existR R

now existR R

(1)

(2)

( ,2)nowY rem S

( ,2)existX rem S

(1)

(2)

1
= now

now

S
R OS



1
= exist

exist

S
R OS



0?X 
0X 

0X 

, , , , all

r pcOS d d RP S
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Input:

Ouput: , , , , all

r p
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cOS d d RP S
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Information linkFlow of control

 
Figure 1: Flowchart of new compression algorithm 
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3. INFERENCE ALGORITHM 

The inference algorithm is developed by variable 

elimination algorithm (VE) (1998). For example, 

for the node S  in Table 1, 
1Pr( | )S C  is 

calculated as shown in equation (2), where 
2  is 

the intermediate factor after eliminating node 
2C . 

 
2

1 2 1 2

1

2

Pr( | C ) Pr( ) Pr( | , )

Pr( | )

C

S C S C C

S C











  (2) 

3.1. Rules for constructing intermediate factor 

As shown in Table 2, Table 3 and Table 4, rules 

for constructing intermediate factor j

ic  is 

developed for the inference of BN based on the 

compressed NPT.  
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ic  starting in row j  of 
1ic 
 

switch conditions 1

j

iJ  and I  j

ir or j

ip  
i

j

rL or
i

j

pn  
1

j

iR 
 allR  

run 

1 oddj

iS    

1
odd

i

j

rL

  

1 1 1( , )j j all

i i iJ ismb RP S  

 

1(1)j

iI J   

1 1j j

i iq q    
1i

j

rn


 
1 Pr( 0)j

i ir C    

1

1

1(1, )

( )

for 1: , do

end

j
RPi

j

RP i

RP RP

all j

iJ i

L length RP

i L

R R








 






 

1
even

i

j

rL

  1 1j j

i iq q    
1i

j

rn


 0 

1 evenj

iS    

1
odd

i

j

rL

  

1
1

i

j

rL

  1 1j j

i iq q    
1i

j

rn


 0 

1
1

i

j

rL

  

1 1j j

i iq q  
 

(also 
1 1 2j j

i iq q   ) 

1i i

j j

r rn n


  

(also 
1

1

i i

j j

r rn n


  ) 
0 

1
even

i

j

rL

  

1
2

i

j

rL

  1 1j j

i iq q    
1i

j

rn


 
1 Pr( 0)j

i ir C    

1
2

i

j

rL

  

1 1j j

i iq q  
 

(also 
1 1 2j j

i iq q   ) 

1i i

j j

r rn n


  

(also 
1

1

i i

j j

r rn n


  ) 
1 Pr( 0)j

i ir C    

phrase 

1 oddj

iS    

1
odd

i

j

pL

  

1
3

i

j

pL

  

1

j

ip   
1i

j

pn


 12 Pr( 0)
i

j

iv C

 

 

1
3

i

j

pL

  

1

j

ip   
1i

j

pn


 12 Pr( 0)
i

j

iv C

 

 

1
even

i

j

pL

  

1
2

i

j

pL

  

1

j

ip   
1i

j

pn


 0 

1
2

i

j

pL

  

1

j

ip   
1i

j

pn


 0 

1 evenj

iS    

1
odd

i

j

pL

  

1

j

ip   
1i

j

pn


 0 

1
even

i

j

pL

  

1
2

i

j

pL

  

1

j

ip   
1i

j

pn


 
12 Pr( 0)

i

j

iv C

   

1
2

i

j

pL

  

1

j

ip   
1i

j

pn


 
12 Pr( 0)

i

j

iv C

   

 

Table 3: Rules for constructing 
i

j

rd  starting in row j  of 1ic   

switch conditions 
j

ir  
i

j

rL  

run 

1 oddj

iS    
1

odd
i

j

rL

  

1

j

ir  
1

( 1) 2
i

j

rL

  

1
even

i

j

rL

  

1

j

ir  
1

2
i

j

rL


 

1 evenj

iS    

1
odd

i

j

rL

  

1
1

i

j

rL

  

1 1Pr( 1)j all

i i Ir C R     1 

1
1

i

j

rL

  

1 1Pr( 1)j all

i i Ir C R    (also 1

1

j j

i ir r

 ) 1 (also 
1

1 ( 1) 2
i i

j j

r rL L


   ) 

1
even

i

j

rL

  

1
2

i

j

rL

  

1 1Pr( 1)j all

i i Ir C R     1 

1
2

i

j

rL

  

1 1Pr( 1)j all

i i Ir C R    (also 1

1

j j

i ir r

 ) 1 (also 
1

1 ( 2) 2
i i

j j

r rL L


   ) 



13
th
 International Conference on Applications of Statistics and Probability in Civil Engineering, ICASP13 

Seoul, South Korea, May 26-30, 2019 

 6 

Table 4: Rules for constructing 
i

j

pd  starting in row j  of 
1ic 
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function that calculate the length of x . -3 means 
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1
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number of the thj  row in 
1ic 
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marginal probability distribution of node 
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 , the thj  row 

and ( 1) thj   row will be constructed at the 

same time. For this particular situation, 1iRP  and 

1
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iS   should also be updated synchronously. The  

detail process is shown as follow: 

The thj  row’s run of 
1ic 
 is divided into 

two equivalent runs. Supposed that 
11 j

iR 
 and 

12 j

iR 
means the start row number of the first and 

the second equivalent run, respectively. 

Therefore,  

 11 { | 1,2, , }
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After eliminating node 
iC , 

1iRP
 and 

1

all

iS 
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be updated to be 
1

update
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1
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 as shown in 

equation (5) and equation (6), respectively. 
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3.2. New inference algorithm 

Based on VE, a new inference algorithm is 

developed as shown in Table 5. Given that the 

marginal probability distribution Pr( )iC , query 

node set Q  and evidence set E , Pr( | , )S Q E  is 

calculated by the follow steps: 

①  According to E , if iC E , Pr( )iC  is 

updated. 

② If iC Q , record iC  to the extreme left 

of NPT’s parent nodes, i.e. numbered 1. The 
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recorded NPT is denoted as reorderNPT . 
Table 5: New inference algorithm 

Input Pr( )iC , Q , E  

Output Pr( | , )Ch Q E  

Step 1 

For 1i   to n , do 

   If 
iC E , update Pr( )iC . 

End and output updated Pr( 0)iC   

Step 2 

For i n  to 1，do 

If 
iC Q , record 

iC  to the extreme left of  

NPT’s parent nodes, i.e. numbered 1. 

End and output reorderNPT . 

Step 3 

Compress ( 1| , , , )1 2 nP S C C C  column 

by the developed new compression 

algorithm as shown in Figure 1 to get 
1nc 
 

and calculate ( )QN length Q . 

Step 4 

For i n  to ( 1)QN  , do (a)-(d) 

  (a) Calculate row numbers 
1im 
 of 

1ic 
. 

  (b) Eliminate 
iC . 

  (c) For 
1 1j   to 

1im 
, do 

           Construct 1new j

ic  , 1

i

new j

rd 
 and 

1

i

new j

pd 
 

           by the rules in Table 2, Table 3 and 

           Table 4. Update 
1iRP
 and 

1

all

iS 
 to get 

           
1

update

iRP
 and 

1

update

iS 
, respectively. 

       End and output new

ic , 
i

new

rd , 
i

new

pd ,  

      
1

update

iRP
 and 1

update

iS  . 

  (d) Row by row，decompress one row of  

        new

ic  by basing on 1

update

iRP  and 1

update

iS  ,  

        then compress this row. After process  

        all rows of new

ic , the final output are  

        ic , 
ir

d , 
ipd , iRP  and all

iS . 

End and output 1QNc  , 
1NQ

rd


, 
1NQ

pd


, 

2QNRP   and 2Q

all

NS  . 

Step 5 
Decompress 1QNc   by basing on 2QNRP   

and 2Q

all

NS   to get 3Pr( | , )Ch j Q E . 

③  The ( 1| , , , )1 2 nP S C C C  column of 

NPT is compressed by the developed new 

compression algorithm as shown in Figure 1 to 

get 
1nc 
. 

④  Based on VE, the nodes that are not 

included in Q  are eliminated one by one. 

4. NUMERICAL EXAMPLE 

4.1. Background and BN modeling 

The satellite antenna transmission system is 

composed of a pitch axis subsystem and an 

azimuth axis subsystem in parallel. The two 

subsystems are composed of a stepping motor 

(
1C , 

4C ), a drive shaft (
2C , 

5C ) and a harmonic 

reducer (
3C , 

6C ) in series as shown in Figure 2, 

respectively. 

41C

42C

5C 6C

11C

12C

2C 3C

STransmission system

1SPitch axis subsystem

2SAzimuth axis subsystem

 
Figure 2: Satellite transmission system 

The marginal probability distribution of 

components is shown in Table 6. According to 

the logical relationship between transmission 

system and its components, the BN model can be 

constructed as shown in Figure 3. 
Table 6: Marginal probability distribution 

iC  11C  12C  2C  3C  41C  42C  5C  6C  

Pr( 0)iC   0.09 0.09 0.12 0.05 0.09 0.09 0.12 0.05 

Pr( 1)iC   0.91 0.91 0.88 0.95 0.91 0.91 0.88 0.95 

S

11C 12C
41C 42C2C

3C 5C 6C

 
Figure 3: BN of satellite transmission system 
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4.2. Reliability inference 

Based on the developed new compressed 

algorithm and new inference algorithm, the 

inference of BN in Figure 3 can be performed 

and the results are shown in Table 7. 

Table 7: Probability distribution of S  

State 0S   1S   

Probability 0.0292 0.9708 

As shown in Figure 2, satellite antenna 

transmission system has two subsystems. If the 

number of subsystems is gradually increased, the 

maximum memory storage requirement of NPT 

is shown in Figure 4. When the number of 

subsystems is 20, the maximum memory storage 

requirement of NPT is out of the maximum 

memory storage of the platform in using BNT 

method. However, the proposed algorithms can 

still perform the inference of BN. Besides, the 

maximum memory storage requirement of the 

proposed algorithms is lower than the original 

algorithms. 

 
Figure 4: Maximum memory storage requirements 

5. CONCLUSIONS 

To completely compress the NPT, new 

compression algorithm is developed in this paper. 

Based on the compressed NPT, new inference 

algorithm is developed for performing the 

inference of BN model at the same time. The 

proposed algorithms are validated by the 

reliability analysis of satellite antenna 

transmission system. 
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