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Abstract

Massive machine-type communication (mMTC) concerns the access of massive

machine-type communication devices to the basestation. To support the massive con-

nectivity, grant-free access and non-orthogonal multiple access (NOMA) have been

recently introduced. In the grant-free transmission, each device transmits information

without the granting process so that the basestation needs to identify the active devices

among all potential devices. This process, called an active user detection (AUD), is a

challenging problem in the NOMA-based systems since it is difficult to find out the

active devices from the superimposed received signal. An aim of this paper is to pro-

pose a new type of AUD scheme suitable for the highly overloaded mMTC, referred

to as dimension spreading deep neural network-based AUD (DSDNN-AUD). The key

feature of DSDNN-AUD is to set the dimension of hidden layers being larger than the

size of a transmit vector to improve the representation quality of the support. Numer-

ical results demonstrate that the proposed AUD scheme outperforms the conventional

approaches in both AUD success probability and throughput performance.

keywords: Massive machine-type communication (mMTC), grant-free, non-

orthogonal multiple access (NOMA), active user detection (AUD), compressed

sensing (CS), deep neural network (DNN)
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Chapter 1

INTRODUCTION

In recent years, massive machine-type communication (mMTC) has received much

attention due to the variety of applications such as autonomous driving, factory au-

tomation, public safety and monitoring, smart metering, to name just a few. As the

term speaks for itself, mMTC concerns the access of massive machine-type commu-

nication (MTC) devices to the basestation [1]. Typically, mMTC focuses on support-

ing the massive connectivity in the uplink-dominated communication [2]. However,

to support massive uplink access is very difficult in the conventional wireless systems

(i.e., 4G LTE systems) for the heavy signaling overhead caused by the complicated

handshaking-based scheduling [3] and the lack of time/frequency resources caused by

the orthogonal resource allocation to a large number of MTC devices.

As a solution to support the massive connectivity, grant-free access and non-

orthogonal multiple access (NOMA) have been introduced in recent years [4]. Grant-

free access allows the transmission of MTC device to the basestation without the grant-

ing process [5]. Since each device transmits information without scheduling, identifi-

cation of active devices (i.e., devices transmitting information) among all potential

devices in a cell is indispensable. This process, often called an active user detection

(AUD), is an important problem in the grant-free mMTC since without this process

the basestation cannot figure out devices transmitting information. In order to support

1



Figure 1.1: mMTC uplink scenario in which only a few active MTC devices transmit

the packet (data and pilot symbols) to a basestation.

the massive connectivity using limited amount of resources, an approach to use non-

orthogonal sequences, called non-orthogonal multiple access (NOMA), has been pro-

posed [3]. In this scheme, by the superposition of multiple devices’ signals, orthogo-

nality of transmit signals is intentionally violated. To control the interuser interference

caused by the orthogonality violation, NOMA employs device specific non-orthogonal

sequences and deliberately designed nonlinear detector (e.g., message passing algo-

rithm (MPA) [4]).

By exploiting the fact that only a few active devices transmit the information con-

currently (see Fig. 1.1), the AUD problem can be formulated as a sparse recovery

problem. In solving the problem, compressed sensing (CS) technique has been popu-

larly used [6]-[10]. In [7] and [8], data symbols are used to detect the active users. In

[9], pilot signals are used for AUD. While the pilot-based AUD is conceptually simple,

its performance depends heavily on the length of pilot sequence. In [10], both pilot and

data measurements are exploited and the multiple measurement vector (MMV) based
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sparse recovery algorithm such as the block orthogonal matching pursuit (BOMP) has

been employed. However, performance of the CS-based AUD is not that appealing

when the (column-wise) correlation of the system matrix (a.k.a. sensing matrix) in-

creases. Also, performance degradation would be severe when the sparsity (the num-

ber of nonzero elements) of the underlying input vector increases. In fact, in many

practical mMTC scenarios, correlation among the NOMA sequences and also device

activity are high so that the CS-based techniques might not be effective in solving the

problem at hand. Therefore, it is of importance to come up with new type of AUD

scheme suitable for the highly overloaded access scenarios.

An aim of this paper is to pursue an entirely different approach to solve the AUD

problem for the grant-free mMTC scenario. The proposed scheme, referred to as di-

mension spreading deep neural network-based AUD (DSDNN-AUD), learns the com-

plicated mapping between the received signal and the support1 using deep neural net-

work (DNN) approach. The key idea of DSDNN-AUD is to set the dimension of hid-

den layers being larger than the size of a transmit vector to improve the representation

quality of the support. In fact, due to the increase in the number of hidden nodes, deep

neural network can better discriminate the supports generated from correlated struc-

tured environment (e.g., highly overloaded scenario). Numerical simulations demon-

strate that the proposed DSDNN-AUD scheme outperforms the conventional CS-based

approaches by a large margin, achieving more than 8 dB gain over the pilot-based

AUD.

1If s = [0 1 0 0 1 0], then the support is Ω = {2, 5}.
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Chapter 2

Grant-free Non-orthogonal Multiple Access

2.1 AUD System Model

We consider the uplink NOMA systems in which the basestation receives information

from multiple machine-type devices with a single antenna. In particular, we consider

the overloaded scenario where the number of devices N is larger than the number of

resources L (L < N ). Active devices transmit the pilot and data symbols after the

spreading with the (device specific) non-orthogonal sequences (see Fig. 2.1). Specif-

ically, the bitstream is mapped to the symbol si and then converted into spreading

vector qi = cisi using the device specific codeword ci [11].

In this work, we employ the low-density signature (LDS) sequence where the code-

word of a device has lots of zeros. Due to this sparse nature of a codebook, each symbol

is spread into only small number of resources, resulting in the reduction of the interuser

interference. Example of the LDS codebook C(4,6) (6 devices transmit information us-

ing 4 resources) is

C(4,6) =


0 w0 w1 0 w2 0

w0 0 w2 0 0 w1

0 w1 0 w2 0 w0

w2 0 0 w1 w0 0

 , (2.1)
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Figure 2.1: Block diagram of the DSDNN-AUD scheme.

where wj is the non-zero element of the codeword.

Let sp,i and sd,i be the pilot and data symbols for the i-th device, respectively.

Then the pilot and data observation vectors yp and yd at the basestation are given by

yp =
N∑
i=1

diag(cp,i)hp,isp,i + vp

=
[
Cp,1 . . . Cp,N

]
hp,1sp,1

...

hp,Nsp,N

 + vp, (2.2)

yd =
N∑
i=1

diag(cd,i)hd,isd,i + vd

=
[
Cd,1 . . . Cd,N

]
hd,1sd,1

...

hd,Nsd,N

 + vd, (2.3)

where cp,i and cd,i are the LDS codeword vectors of the i-th device corresponding

to pilot and data, respectively, hp,i and hd,i are the channel vectors between the i-
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th device and the basestation corresponding to pilot and data, respectively, vp ∼

CN (0, σ2I) and vd ∼ CN (0, σ2I) are the complex Gaussian noise vectors, Cp,i =

diag(cp,i) and Cd,i = diag(cd,i). Since most devices are inactive in mMTC uplink

scenarios, the vectors [(hp,1sp,1)T · · · (hp,Nsp,N )T ]T and [(hd,1sd,1)T · · · (hd,Nsd,N )T ]T

are the sparse vectors and further they have the same support.

Since the support information of pilot and data signals in a packet is common,

the system model can be readily expressed as the MMV model. Indeed, the transmit

packet of active devices contains multiple pilot and data signals in the same resources

so that the input of the system can be modeled as a block-sparse vector by stacking

the pilot and data observations simultaneously. Let (·)(r) be the vector (or matrix)

corresponding to the r-th observation and δi be the device activity indicator (i.e., δi = 1

for the active device and δi = 0 for the inactive device). For notational simplicity, let

Φi = diag(C
(1)
p,i , · · · ,C

(np)
p,i ,C

(1)
d,i , · · · ,C

(nd)
d,i ), (2.4)

xp,i =
[
(h

(1)
p,i s

(1)
p,i )

T · · · (h(np)
p,i s

(np)
p,i )T

]T
, (2.5)

xd,i =
[
(h

(1)
d,i s

(1)
d,i )

T · · · (h(nd)
d,i s

(nd)
d,i )T

]T
, (2.6)

then, the stacked measurement y can be expressed as

y =
[
Φ1 . . . ΦN

]

δ1x1

δ2x2

...

δNxN

 +



v
(1)
p

...

v
(np)
p

v
(1)
d
...

v
(nd)
d


= Φx + v, (2.7)

where xi = [xTp,i xTd,i]
T , Φ =

[
Φ1 . . . ΦN

]
, and x = [δ1x

T
1 · · · δNxTN ]T .

Since a small number of devices (say k devices) is active, the stacked sparse vector

x has k nonzero blocks. In light of this, main task of the basestation is to identify k sub-
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matrices in Φ participating in the received vector1. The corresponding AUD problem

can be formulated as the support identification problem as

Ω̃ = arg min
|Ω|=k

1

2
‖y −ΦΩxΩ‖22 . (2.8)

2.2 Conventional AUD

In the AUD process, which is done by the BOMP algorithm, we compute the corre-

lations between the residual vector and each submatrix Φi (corresponding to the i-th

device). Specifically, we choose the index s? maximizing the correlation between r̄k−1

and Φs as

s? = arg max
s=1,...,N

‖ΦH
s r̄k−1‖22, (2.9)

where r̄k−1 is the residual vector of y at the k-th iteration (note that r̄0 = y). Then

we update the support vector Ωk and the subsequent estimate xΩk based on LMMSE

technique as

Ωk = [(Ωk−1)T s?]T , (2.10)

x̂Ωk = E[xΩkyH ]E−1[yyH ]y. (2.11)

The residual vector r̄k used for the next iteration is given by

r̄k = y −
∑
i∈Ωk

Φix̂i. (2.12)

However, this type of greedy sparse recovery algorithms might not be effective

in the practical mMTC scenarios for the following reasons. First, correlation of code-

words increases with the number of devices. Indeed, when we try to support a large

number of devices with relatively small amount of resources (e.g., the number of de-

vices and resource elements are 100 and 20, respectively), column dimension of the

codebook C would be much larger than the size of measurement vector y, increasing
1If Ω = {2, 5}, then Φ2 and Φ5 participate in y.
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the underdetermined ratio of the system. In this case, clearly, the mutual coherence2 of

C will increase sharply, causing a severe degradation of the AUD performance. Sec-

ond, when the activity of devices is high (i.e., k is large), the required number of itera-

tions of the greedy sparse recovery algorithm to identify the support will also increase.

In this case, estimation error caused by the residual update in the sparse recovery pro-

cess is propagated, deteriorating the AUD performance severely. Due to these reasons,

design of new type of AUD scheme robust to the increases in the device activity is of

great importance for the success of grant-free mMTC.

2The mutual coherence µ (Φ) is defined as the largest magnitude of normalized inner product between

two distinct columns of Φ.
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Chapter 3

Support Function Approximation via DNN

3.1 Network Description

As mentioned, main goal of AUD is to identify the nonzero positions of x, not the re-

covery of nonzero elements. Hence, DSDNN learns the (nonlinear) mapping g between

the input (i.e., received signal y) and the desired support of x. The corresponding sup-

port identification problem in (2.8) can be expressed as

Ω̂ = g(y; Θ,∆), (3.1)

where Θ and ∆ are sets of the hidden layer weights and biases, respectively. The

primary goal of DSDNN is to find g parametrized by Θ and ∆ given y, closest to the

optimal function g∗. To do so, we design the deep neural network in a way to reduce

the correlation of sensing matrix Φ. Theoretically, to quantify the level of correlation

in a matrix Φ, a restricted isometry property (RIP) has been popularly used [12]. The

RIP constant δk[Φ] is the smallest number satisfying

(1− δk[Φ])‖x‖22 ≤ ‖Φx‖22 ≤ (1 + δk[Φ])‖x‖22. (3.2)

It is now-well known that the sensing matrix with smaller δk[Φ] achieves better sparse

recovery performance, which motivates us to pursue a reduction in δk[Φ] in the design

9



of DSDNN. Specifically, DSDNN estimates the support Ω̂ via the following optimiza-

tion problem

Ω̂ = arg min
|Ω|=k

1

2
‖Λy −ΛΦΩxΩ‖22, (3.3)

where Λ is the matrix (parametrized by Θ and ∆) representing the multiplicative and

additive operations of hidden layers. In the training phase, we train the network such

that the composite of Λ and Φ has better (lower) correlation structure (i.e., δk[ΛΦ] <

δk[Φ]).

Fig. 3.1 depicts the structure of the proposed DSDNN. The DSDNN consists of

the dimension spreading (DS) modules, fully-connected (FC) layers, pooling layer,

and softmax layer. In particular, each DS module is composed of a rectified linear unit

(ReLU) and FC layers. The hidden node in the FC layer is modeled as

q̃ = f (Wq + b) (3.4)

where q and q̃ are the input and output vectors of hidden layer, W is the weight matrix,

and b is the bias vector. f is the element-wise activation function to add the nonlin-

earity to the network. In DSDNN, we employ the ReLU function to avoid vanishing

gradient problem [13]. Since the proposed scheme learns the mapping between y and

the support Ω, the final support Ω̂ will be strongly affected by the activation patterns

(presumably on/off patterns) of hidden nodes.

When the coherence of the sensing matrix Φ is low, y can be expressed as a lin-

ear combination of less correlated columns of Φ indexed by Ω which implies that the

identification of Ω from y would be relatively straightforward, even in the presence

of noise. However, if the sensing matrix Φ is highly correlated, mapping between y

and Ω might not be clear and hence can be easily confused in the presence of ran-

domly distributed perturbations (e.g., channel and noise). Suppose two columns of Φ

are strongly correlated and only one of these is associated with the support, then it

might not be easy to distinguish the correct support element from the wrong one. For

example, if Ω1 = {1, 8} and Ω2 = {4, 6} and |〈Φ1,Φ4〉| ≈ 1 and |〈Φ8,Φ6〉| ≈ 1,
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Figure 3.1: Basic network structure of DSDNN for the AUD.

then the activation patterns of hidden nodes for Ω1 and Ω2 would be similar, ending up

having incorrect support identification by a small perturbation (see Fig. 3.2). In order

to mitigate this type of error, we increase the dimension of hidden layers from N to

pN (p > 1 is a spreading factor). In doing so, the number of hidden nodes increases

and thus the capacity to represent the support using the activation patterns can be im-

proved. In other words, by increasing the dimension of hidden layers, the similarity

(ambiguity) of the activity patterns among correlated supports can be better resolved,

which implies that DSDNN can identify the support accurately even when the sensing

matrix is badly correlated.

After the DS modules, the FC layer produces (np + nd)N output values whose

dimension is matched with the size of stacked sparse input vector x. In order to ex-

ploit the block sparse structure of x (see (2.7)), we add the pooling layer before the

final softmax operator. In the pooling layer, all the elements in each block (np + nd

elements) are averaged, generating N block-wise weighted output values. After the

pooling operation, the softmax layer generates N soft values representing the prob-

ability of being the support element. Finally, estimate of the support is obtained by

taking k elements having the largest probabilities.

In the proposed DSDNN, the batch normalization enforcing the distribution of

11



Figure 3.2: Examples of activation patterns of strongly correlated supports Ωp and Ωq.

By increasing the number of hidden nodes, the similarity of activation patterns among

the correlated supports is reduced significantly.

each layer input to have zero mean and unit variance is used to reduce the internal

covariate shift caused by the randomly-generated channel and also boost the training

speed [14]. Further, residual connections borrowed from ResNet architecture is used

to prevent vanishing and exploding gradients caused by deep layer structure [15]. In

the proposed scheme, the input of DS module links to the output of DS module di-

rectly so that the stability of gradients is guaranteed in the DSDNN. Since the support

identification problem is a classification problem using the support Ω as a label, we

12



use the softmax cross entropy J (Ω, Ω̂) as a loss function. That is,

J (Ω, Ω̂) = −
k∑
i=1

p(ωi) ln(p(ω̂i)), (3.5)

where p(ωi) = 1/k for ωi ∈ Ω and p(ω̂i) is the probability of the estimated support

element ω̂i being equivalent to the true support.

3.2 Training Issue in DSDNN

One important issue in the training phase is that the abundant amount of training

datasets are needed. Fortunately, in wireless communication systems, a large amount

of the training examples {y,Ω} can be generated using the channel statistics and noise

distribution. However, when the randomness of the received signal components (e.g.,

channel, noise, and codewords) is high, learning parameters might not converge and

thus the test performance of the learned network would be poor. Hence, in order to

ensure the convergence of DNN, it is important to reduce the degree of randomness in

training examples.

To this end, we first generate the flat fading channels whose channel components

are independently drawn for each device. This is reasonable for the short packet trans-

mission in the mMTC systems. Recall that the packet transmission time nTs (n is the

number of symbols and Ts is the symbol duration in LTE systems) is typically much

smaller than the channel coherence time Tc when the packet size is short. For example,

when the carrier frequency is fc = 2 GHz and the device speed is ν = 10 km/h, then

Tc = 9c
16πνfc

= 3.99 ms is much larger than nTs (Ts = 0.07 ms) for small n [16].

Also, we generate a predefined LDS codebook C in our training. In this manner, we

can easily obtain the massive synthetic training data with reduced randomness.

Another issue of the DSDNN is that the amount of training data depends heavily on

the number of active devices. Indeed, the number of different labeled datasets increases

quickly as the number of devices increases, resulting in the significant increase in the

13



required amount of training data. To address this issue, we generate the training data

and then train the network periodically by fixing the number of active devices. In the

mMTC systems, this setup is reasonable for two reasons. First, the number of active

devices remains unchanged in several time slots [17]. Second, the number of active

devices is much smaller than the number of total devices even in the busy hours [18].

Furthermore, due to the static and sporadic packet transmission, the off-line training of

DSDNN can be performed with long periodicity (e.g., once a week) and thus training

complexities would not be a burden in practical scenarios.
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Chapter 4

Simulations and Discussions

4.1 Simulation Setup

In our simulations, we consider the NOMA-based grant-free transmission in the or-

thogonal frequency division multiplexing (OFDM) systems. We set the total number

of MTC devices to 100 (N = 100) and active devices are randomly chosen among

them. Each device transmits 3 pilot symbols and 7 data symbols using the quadratic

phase shift keying (QPSK). To test highly overloaded scenarios, we use 20×100 LDS

codebook (m = 20). As a channel model, we use the Rayleigh fading channel whose

tap coefficients are independently distributed for each device.

For comparison, we use the pilot-based AUD and hybrid-AUD schemes. When

performing AUD, pilot-based AUD scheme uses pilot symbols exclusively and hybrid-

AUD scheme uses both the pilot and data symbols. In both schemes, BOMP is used

to identify the support. In the DSDNN-AUD, we generate 105 different samples for

training and testing. In the training phase, we set the learning rate to 0.0004, the size

of batch to 500, and the size of DS module to 500 (i.e., p = 5). As a performance met-

rics, we use the AUD success probability and data throughput per device. The AUD

success probability is defined as the probability that all active devices are identified

accurately. When obtaining the data throughput, we perform the channel estimation

15



Figure 4.1: AUD success probability as a function of SNR for three different AUD

schemes (k = 4).

using minimum mean square error (MMSE) and symbol detection using MPA algo-

rithm.

4.2 Simulation Results

In Fig. 4.1, we evaluate the AUD success probability as a function of SNR. We observe

that the DSDNN-AUD outperforms both the pilot-based AUD and hybrid AUD in all

SNR regime. For example, when the AUD probability is 0.8, the proposed scheme

achieves huge gain (around 8 dB) over the pilot-based AUD scheme and 5 dB gain

over the hybrid AUD scheme. This is because DSDNN-AUD resolves the similarity

of the activation patterns among correlated supports and thus reduces the coherence of
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Figure 4.2: Data throughput corresponding to the correctly detected active devices as

a function of SNR (k = 4).

sensing matrix Φ.

In Fig. 4.2, we evaluate the data throughput as a function of SNR. We observe

that the data throughput of the proposed DSDNN-AUD is higher than that of the pilot-

based and hybrid AUD schemes. For example, when the SNR is 10 dB, the proposed

DSDNN-AUD scheme achieves about 183% gain over the pilot-based AUD scheme

and 36% gain over the hybrid AUD scheme. These results clearly demonstrate that the

AUD performance directly affects the data throughput.

In Fig. 4.3, we plot the AUD success probability under the different numbers of

active devices. We observe that the AUD performance of proposed DSDNN-AUD

scheme is higher than that of conventional AUD schemes in all SNR regime. For

example, when the number of active devices is 18 (i.e., k = 18), the AUD success

17



Figure 4.3: AUD success probability as a function of the number of active devices

(SNR= 20 dB).

probability of the DSDNN-AUD is 0.6 while that of the conventional AUD schemes

are (nearly) zero. Further, when k increases from 4 to 10, the AUD success probability

of the DSDNN-AUD scheme decreases from 0.99 to 0.88 but that of the pilot-based

AUD and hybrid AUD schemes decreases sharply from 0.87 to 0.28 and from 0.94 to

0.74, respectively. This clearly implies that the DSDNN-AUD scheme is robust to the

increase in the number of active devices and hence it is very effective for the highly

overloaded mMTC scenarios.
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Chapter 5

Conclusion

In this paper, we proposed a novel AUD scheme based on the deep neural network

for the mMTC uplink scenario. Our work is motivated by the observation that CS-

based AUD could not support the massive number of devices and high device activity

cases in the grant-free NOMA systems. In the proposed DSDNN-AUD scheme, we

set the dimension of hidden layers being larger than the size of a transmit vector. In

doing so, the representation quality of the support is improved and hence DSDNN

can identify the support accurately. We showed from the numerical simulations in the

massive access scenario that the proposed DSDNN-AUD scheme is very effective in

the highly overloaded mMTC.
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초록

대용량 사물 통신 (massive machine type communication, mMTC)은 다수의 사

물통신기기들이기지국에접속하는상황과관계가있다.대규모연결성을지원하

기위하여최근에비승인접속과비직교다중접속 (non-orthogonal multiple access,

NOMA)이 고려되었다. 비승인 기반 전송 시, 각 기기는 승인 절차 없이 정보를 전

송하기 때문에 기지국은 모든 기기들 중 활성 상태에 있는 기기들만을 검출하는

과정을 수행해야 한다. 이러한 절차를 활성 기기 검출 (active user detection, AUD)

이라고 하며, 비직교 다중 접속 기반의 시스템에서는 수신 신호에 활성 기기들의

신호들이 중첩되어 있기 때문에 활성 기기를 검출하는 것은 어려운 문제이다. 본

논문에서는전체기기의수가매우많은대용량사물통신에적합한새로운방식의

활성기기검출기술을제안한다.이기술을차원확장심층신경망기반의활성기기

검출 (dimension spreading deep neural network based active user detection, DSDNN-

AUD)이라고명명하며,본기술의핵심적인특징은은닉층의차원을송신정보벡터

의크기보다크게설정함으로써서포트검출능력을향상시키는것이다.모의실험

결과를 통해 제안하는 활성 기기 검출 기술이 기존의 기법들보다 활성 기기 검출

성공확률과스루풋성능관점에서우수함을확인했다.

주요어: 대용량 사물 통신, 비승인 접속, 비직교 다중 접속, 활성 기기 검출, 압축

센싱,심층신경망

학번: 2016-20965
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