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Abstract

Selective Trajectory Memory Network and
its application in Vehicle Destination

Prediction

Benjamin LEGER

Department of Industrial Engineering

The Graduate School

Seoul National University

Predicting efficiently the final destinations of moving vehicles can be of sig-

nificant usefulness for several applications. Many probabilistic methods have been

developed to address it but often include heavy feature engineering and do not gen-

eralize well to new datasets. To face these limitations, Deep-Learning models present

the advantage of automating processing steps and can therefore be easily adapted

to new input data. De Brébisson et al. proposed clustering based deep-learning ap-

proaches to solve it in the specific case of the prediction of Taxis destinations with

remarkable performances, alongside with a proposition of a novel architecture in-

spired by Memory-Networks used in Natural Language Processing, and requiring

no preliminary clustering. A large room for improvement was however left for the

latter approach : the necessity of a relevant selection function retrieving historical

trajectories similar to partial trips to predict was indeed outlined by the authors. In

this work we propose to use the Segment-Path distance, introduced by Besse et al.
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in former works on trajectory clustering, to come up with an improved architecture

of this memory model. A review of several Memory Networks architecture and their

applications in time-series prediction is provided to give an overview of the differ-

ent structural alternatives existing for the design of our model architecture. Finally,

our model is confronted to individual car data and we propose a personalized user-

by-user prediction of destinations. We discuss the suitability and limits of the type

of model in this specific problem and conclude that the promising obtained results

are penalized by infrequent destinations cases inducing noise whose effect could be

reduced by turning our approach into a classification problem.

Keywords: Destination Prediction, Retrieving function, Memory Networks, Segment-

Path Distance, Car trajectories, User-personalized prediction

Student Number: 2017-29718
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Chapter 1

Introduction

1.1 Motivations, background

Monitoring and predicting locations and destinations of vehicles can be very useful

for several purposes. First of all, it can allow a better anticipation of traffic and thus

helping avoiding road congestion. For car manufacturers having real-time informa-

tion on car user’s location and directions can be used for marketing purposes such

as targeted advertisements (e.g. recommendations of places to visit nearby current

location), but it can also helps optimizing the control of vehicles (e.g. management

of fuel consumption...).

GPS devices are often providing these positioning informations, but in the case

where a driver is not using the built-in navigation system of his vehicle (for instance

when following a well known itinerary, or using a personal GPS navigator system),

no knowledge on his final destination is available. That is a reason why developping

predictive models is necessary.

This task has been made easier by the growing availability of geolocation data

provided by different types of mobile sensors which are increasingly used for mod-

elling and analyzing the driving patterns of moving vehicles for the purposes we

mentioned.
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1.2 Problem Description : destination forecasting prob-

lem

1.2.1 General context

The corresponding general prediction problem consists in the determination of the

final geographical coordinates D = (dlatitude, dlongitude) ∈ R2 of a moving vehicle

given an initial portion (or "prefix") P = (pi)i∈{1,...,n}, pi ∈ R2 ∀i of its previous n

coordinates and sometimes some context variables (metadata) describing the vehicle

(e.g. driver ID) or the trip itself (e.g. departing time).

Taxis destination prediction is one of the main cases of application of this fore-

casting problem, with the notable example of the ”ECML/PKDD 15: Taxi Trajectory

Prediction (I)” challenge 1 . In this kind of framework, models are usually built on

an important set of historical trajectories and associated metadata for taxis in a

given region.

However the forecasting problem also applies to car manufacturers as they intend

to provide user-personalized services based on driving destinations as mentioned in

1.1. This case belongs to what we will refer to as the user-personalized destination

prediction problem. In this case, historical trajectories would tend to be collected

individually for each user as they might intuitively present properties and patterns

specific to each driver.

1.2.2 Specific problem tackled

The exact problem tackled in the ’Experiments’ section of this paper (see section 4)

has been issued by a famous Korean car manufacturer. This one provided individual
1https://www.kaggle.com/c/pkdd-15-predict-taxi-service-trajectory-i
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driving data of ninety customers with the specific goal to derive models predicting

their final destinations as accurately as possible, given partial completions of trips.

The main constraint provided was the focus on deep-learning models as alternatives

to models already used by the company.

Additionally to the recorded trajectories, four corresponding external variables

about each trip were provided : the day of the week, the hour of the day, the week

number (between 1 and 52) and a last one indicating if the trips were performed on

a national holiday.

1.3 Existing models and methods

Several methods have been designed to solve the previous general problems. Bayesian

inference framework is commonly used to derive the probability of a location to

be the final destination of a given prefix. Ziebart et al. (22) and Krumm et al.

(12) use a grid representation of the trajectory space to predict the probability of

each node to be the final location of a given trip using Baye’s rule, making use of

additional external information such as elements about roads characteristics and

driving behaviors. Xue et al. (19) proposed an improvement of these works in the

case where no external data are available and where the historical trajectories are

not sufficient to cover all possible routes that a vehicle can take ("data sparsity

problem").

Several probabilistic methods based on Markov models has been developed to

find the most likely future destination of moving vehicles. Among them, Alvarez-

Garcia et al. (1) propose a Hidden Markov model generated from present location

and past GPS recordings based on a reduced number of significant location points.
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Krumm (12) uses a simple Markov model to predicts very next road segments visited

by vehicles. Ashbrook et al. (2) propose a clustering based approach where Markov

models are learnt to predict the most probable future destination among grouped

frequently visited locations. As seen in these examples, both Bayesian and Marko-

vian approaches are based, and thus strongly dependent, on a discretisation of the

trajectory space.

Other works introduced alternative methods to retrieve the relevant information

corresponding to a given prefix within a historical destination set, and to use it

to derive a prediction model. Tiesyte and Jensen (16) developed a method to find

the nearest neighbour of trajectories based on several distances measures in known

roads and to use it to predict the future positions of public buses. Besse et al (4)

introduced a metric for efficient trajectory clustering and used it in a later work

(5) to propose a density based model where gaussian mixture models where fitted

on the points of clusters of historical trajectory, allowing to compute similarities

between new trajectories to predict and eventually give a prediction. Monreale et

al (14) propose a pattern mining approach and build a decision tree to predict the

very next location of a moving vehicle.

In order to design models requiring as few engineering features as possible, De

Brebrisson et al. (9) proposed several artificial neural network architectures using

GPS logs as well as external information (driver id, departure time ...) of taxi trips

to accurately predict their destinations. One of the presented model ranked first at

the ”ECML/PKDD 15: Taxi Trajectory Prediction (I)” kaggle challenge. Lv et al.

(13) modeles taxis trajectories as two-dimensional images and uses convolutional

neural networks to extract spatial patterns used for prediction.

4



Regarding the exact problem introduced in 1.2.2, a deep-learning approach in-

spired by (9) has been presented by (23). The problem is however turned into a

classification task were each trip is assigned to a class of final destinations clustered

beforehand from historical trajectories.

5



1.4 Research Motivation and Contributions

In addition to its winning approach of the "ECML/PKDD 15: Taxi Trajectory Pre-

diction (I)", (9) introduced a new type of model inspired by the mechanics of the

"Memory models" used in the field of Natural Language processing, especially in

question-answering tasks. This method was however more presented as a sugges-

tion, introduced alongside with several directions for future improvements.

In this work, we propose to investigate in further details this type of architecture

and to provide some improvements and alternatives in its general structure as well

as for each of its components. The use of a distance measure between vehicle’s

trajectories introduced by (4) is especially considered to improve the selection of

historical information by this neural network. More generally we try to provide a

general understanding of this family of models and of their application in trajectory

destination forecasting. Finally we intended to apply the studied architectures on a

user-personalized prediction problem provided by a famous Korean manufacturer.

The main contributions of this work are :

(a) a review and comparison of existing memory models with a specific focus on

their applications on time-series forecasting problems and destination predic-

tion tasks

(b) the proposition of a modified architecture of memory networks for trajectory

destination prediction

(c) the study of a user-personalized prediction problem via a regression approach

and the experimentation of our memory model on the provided data

6



1.5 Organization of the Thesis

This report is composed of 5 chapters.

In Chapter 2 we propose a review of several memory models, detail their architec-

tures and structures, define their common components, see their areas of application

and compare them by presenting their analogies and structural differences. We also

define the Segment Path Distance created in (4) and show its fitness in the task of

selecting relevant completed historical trajectories from a partially completed trip.

Previous works on the user-personalized dataset used in the experimental section of

this study are also mentioned.

In Chapter 3 we propose a new possible architecture built from the idea developed

in (9) including several new elements inspired by the models studied in Chapter 2,

and implementing an SPD-based selection of historical information module.

Chapter 4 present some experiments carried out on a dataset provided by a fa-

mous Korean manufacturer. The data are first briefly described and analysed and our

model is applied and tested on several different cases of study. The viability of using

this type of approach on user-personalized prediction problems is also discussed.

Finally Chapter 5 gives some concluding remarks and expose future research

directions.

7



Chapter 2

Related works

2.1 Artificial neural network models for trajectory pre-
diction

2.1.1 Encoding and clustering approach

As mentioned in Section 1 artificial neural network architectures have been designed

to solve the moving vehicle destination forecasting problem. State-of-the-art per-

formances have been obtained by (9) in the "ECML/PKDD 15: Taxi Trajectory

Prediction (I)" kaggle challenge using an architecture based on multi-layer percep-

trons and clustering of historical destinations.

General structure :

This model follows a more general structure presented by the authors and summa-

rized by Figure 2.1.

8



Figure 2.1: Diagram of the generic architecture presented introduced by de
Brébisson et al. (9)

In this one the trajectory prefix to predict are first encoded into an internal repre-

sentation I(prefix) which is associated to a continuous representation of metadata

(we consider nmeta categorical variable (metai)i∈{1,...,nmeta} of Pi possible values)

obtained through embedding :

Input = [I(prefix), Embedding(meta1), . . . , Embedding(metanmeta)] (2.1)

This input is then fed forward into several hidden layers whose final output (i.e.

internal representation, noted (ei)i∈D, where D is a chosen hidden layer dimension)

is eventually used to compute normalized weights through the use of the softmax

activation function :

pi = softmax(ei) =
exp(ei)∑C
j=1 exp(ej)

∀i ∈ D (2.2)

9



These coefficients are finally used to weight centroids corresponding to clusters

of historical destinations (ci)1≤i≤C (where C a chosen number of clusters) computed

beforehand. This weighted sum is returned as a prediction :

ŷ =
C∑
i=1

pici (2.3)

Encoding :

Two approaches to encode the initial prefix were proposed :

(a) multi-layer perceptrons (MLP) :

In the former case, a fixed representation of the partial trajectory is beforehand

computed were the first and last k GPS logs are extracted and concatenated,

where k ∈ N to be set.

The reason for this stems from the very nature of multilayer perceptrons,

allowing only fixed-length vectors as input were the trajectories of the training

set presented various sizes.

Standard hidden layers were chosen (matrix multiplication, bias and applica-

tion of a non-linearity function, chosen to be the Rectifier Linear Unit (ReLU)).

(b) recurrent neural networks (RNN) :

In the case where RNNs were chosen to compute an internal representation of

the input, long-term-short-term memory units (10) were used to process locally

the inputted trajectories considering successively each pair of GPS coordinates

and updating an internal state of a given encoding dimension.

The first main benefit of this approach lies in the fact that the Recurrent

10



Neural Network encoder allows the use of variable-length input vectors. In

addition to that, the obtained encoding evaluates each prefix as a whole.

Alternatively a windowed version has been proposed, were the input of the

RNN is set to be a succession of several successive GPS recordings (window)

instead of individual points, for a better identification of short-term dependen-

cies.

2.1.2 "Memory network" model for taxi trajectory prediction

Another related approach has been introduced by the same authors, inspired by

mechanisms commonly used in the field of Natural Language Processing and for-

malized by works on Memory Networks ((18) (15)). Further insights on the general

structure of this class of model will be given in section 2.2.

The proposed idea was to compare any new prefix P to predict to a set of

historical trajectories (Tci)i, i ∈ {1, . . . ,m} (the "memory" of the model) in order

to compute a weighted prediction of already observed final destinations. The global

architecture of the model is summarized by Figure 2.2.

11



Figure 2.2: Diagram of the generic architecture presented in 2.1.2

Four main steps are considered :

Memory selection

m "candidates" historical trajectories Tci (called "candidates") are first selected

within a wider pool of historical data. A random selection is implemented in (9) even

though the authors suggest further investigations for finding an efficient selection

method. The design of a retrieving function selecting the historical trips the more

similar (given a certain criterion) to P is especially recommended.

Similarity ("attention") mechanism

In order to quantify the relative relevance with the prefix of each candidates in the

memory , similarities are computed. A simple dot product is used by (9) but here

again experimentations of more sophisticated similarity functions are suggested. A

set ofm similarity weights (ei)i, subsequently normalized using the softmax function,

12



are then obtained through this step :

ei = 〈r, ri〉, ∀1 ≤ i ≤ m, where 〈., .〉 is the canonical scalar product in Rm (2.4)

pi = softmax(ei) (2.5)

Final prediction

A weighted sum of the final destinations (Ci)i of the candidates is computed with

respect to the similarity weights and returned as a prediction :

ŷ =
m∑
i=1

piCi (2.6)

Possible improvements

As mentioned, several improvements and alternative to the model implemented by

(9) have been left for future works and research.

In order to generalize the principles and mechanics used in that approach, the

next section presents the original works on memory models.

2.2 Memory networks and applications

Works on memory networks as in (18) and (15) were the founding of the architecture

presented in 2.1.2. In order to better apprehend the mechanics it uses, but also the

different existing alternatives in its structure, we present here more generic details

on this class of models, initially developed in the framework of Natural Language

Processing (NLP). A direct application of the the end-to-end memory network of

(15) in multi-dimensional time-series forecasting will also be presented.

13



2.2.1 MemNN models

Motivations

As mentioned, memory networks have first been introduced in Natural Language

Processing and more specifically in the framework of question-answering tasks.

In this one, a story composed of several facts is typically provided alongside with

a question related to it. Hence, this type of task requires from a model an efficient

memorization of the mentioned information and an ability to use it in a relevant

fashion. However, most of the language modelling models present serious limitations

in performing it as pointed out in (21).

Principle

To overcome this, (18) proposed a type of model including a distinct memory com-

ponent from which information could be easily written or read and used jointly with

inputs for inference.

In opposition to commonly used RNN based models, which tend to compress past

information and memory (through their internal representation, making it difficult

to retrieve the information related to previously processed inputs), this approach

intended to include a well compartimentalized memory component allowing it to

accurately access and retrieve useful "memorized" inputs.

General structure

This memory, modelled by an indexed array m = (mi)i∈{1,...,Nm} of a given size Nm,

is working jointly with four distinct "components" described below :

(a) An input feature map :

14



This part of the models is in charge of computing an internal representation

of given inputs x = (x1, . . . , xn) ∈ E, the input space. Typically an embedding

model in the case of text inputs as considered in (18).

(b) A "generalization" module :

The other main component of the model is related to the update of the memory

based on the given inputs and their internal representation. In the simplest case

new inputs are simply stored in empty memory slots without any modification

of previous memory components. Hashing tricks are considered in (18) to select

only a limited amount of relevant inputs to store in m.

(c) An output feature map :

The inputs and the previously organised and updated memory are used jointly

to compute an (internal) output. Typically similarities are computed between

the input and each memory component. (18) consider a dot product based

similarity function and select successively :

i. the most similar memory components to the input x (let us call itmnearest1)

ii. the most similar component ("mnearest2") to the joint embedding of the

input and of mnearest1

and outputs the list [x,mnearest1 ,mnearest2 ].

(d) A response :

This "internal" output is then simply converted to a chosen format (e.g. an

actual sentence or a word in a "question-answering" NLP task for instance)
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However, the output feature map in the model proposed in this work includes the

selection of the memory component of maximum similarity with the input. Hence,

its training can not be directly performed from a simple "input-output" pair (the

max and argmax function being not differentiable) and requires a higher degree of

supervision since information on the most relevant (similar) memory components

("supporting facts") has to be provided in the training set.

2.2.2 End-to-end memory networks (MemN2N)

To overcome this limitation, (15) proposed a "continuous" version of (18) that can

be trained in an end-to-end fashion.

The core idea of this model was to weight the components stored in memory

proportionally to their similarity to new inputs instead of only selecting the closest

as done in (18), and thus obtaining a smooth and differentiable function mapping

inputs and outputs, allowing back propagation and an end-to-end learning of the

model’s parameters.

We present here the general structure of this model, which can be seen as a

modified special case of the architecture presented in 2.2.1.

Inputs

As described, this model can be trained from a simple pair of inputs and outputs a

(a referring to the "answer" of a question-answering task as the one tackled in (18)

and (15)).

The inputs are composed of :

(i) relevant information in1, . . . , inn to solve a given task (facts forming a story

in the case of the considered example)
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(ii) a query q

Memory selection ("generalization")

In this model the generalization step (as mentioned in 2.2) simply consists in splitting

the inputs into two parts : storing in1, . . . , inn directly in memory and putting q

aside.

Internal output computation

Two internal representations of the query (u, obtained through a first encoder EB)

and of the memory components (through an encoder EA) are processed and dot

product similarities are computed between the two resulting outputs. In a similar

fashion as before these similarities are normalized using a softmax activation function

and used to weight a representation of the memory. It has to be noted that this last

representation could be obtained through a different embedding layer (EC). The

obtained output vector o is then added term by term with u.

Response computation

The previous sum is finally fed forward through a dense layer and the softmax

activation function is used to select an output from a set of possible values (the

considered example being a classification problem).
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Figure 2.3: General structure of the end-to-end memory network of (15)

2.2.3 Memory networks for multi-dimensional time-series forecast-
ing (MTNnet)

(6) proposed an application of the end-to-end memory network described in 2.2.2

to a problem closer to our interests in this study : multi-dimensional time-series

forecasting.

Problem - Motivations

In that particular case the authors attempted to predict the future values of time-

series Y = {y1, . . . , yT }, yt ∈ RD were T is the number of timestamps and D the

dimension of the variable which is observed through time.

We describe here briefly this work as it tackles a task similar to our destination

prediction problem : our car trajectories can indeed be seen as two-dimensional
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(D = 2) time-series.

Architecture

A similar mechanism as in 2.2.2 is used were in1, . . . , inn corresponds to historical

time-seriesX1, . . . , Xn associated to the studied variable and the question is replaced

by a partially observed time-series Q. Encoding is performed through an architecture

based on convolutional layers and Gated Recurrent Units (GRU) (8) for both Q

and the historical series, and a filtering of the memory based on similarity weights

obtained by taking the dot products 〈Q,Xi〉, ∀i is performed in a similar fashion

than in (15).

The main structural difference with the end-to-end memory network defined in

(15) lies in the concatenation (instead of sum) between the selected output memory

vector (refered to as o in 2.2.2) and the encoded query (the "question" q in 2.2.2, the

partial time-serie here). A non-linear prediction yD is then obtained by inputting

the concatenation to a fully-connected layer.

This approach also includes an autoregressive component performing a linear

prediction of the future values of Q and average with yD, that will not be described

in details here.

2.3 Analogies and comparisons between the memory mod-
els introduced

Five main families of models have been introduced in this section.

In all of them we can outline several important components of which we propose
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the following 5-stage classification 1 :

Memory storage How the inputs are stored in the memory components.

Encoding module Module that computes an internal representation of the

memory and of the query.

Memory selection mechanism Given a memory and a query, how the model returns

a "context vector" based of the relevant information

related to the query to solve the task. It often includes

a similarity mechanism to compute similarity scores be-

tween memory elements and the

query.

a data selection process which determines if the mem-

ory component should be used

as a whole or only partially.

Query-memory combination The mechanism used to combine the encoded query

and the "context" memory vector.

Answer generation module The structure used to return a prediction for a given

task

Table 2.1 gives a comparison of the considered memory models based on these

categories :
1This one is rather similar to the one given in (18) and presented in 2.2.1 but adds some new

elements introduced by end-to-end architectures.
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Table 2.1: Comparisons between the considered models based on the proposed
classification of memory networks components

MemN2N MTNet Taxi memory
network

Memory
storage

All inputs but query All inputs but query All inputs but
query

Encoding Word embedding Convolution+GRU [Metadata em-
bedding + tra-
jectory repre-
sentation]

Memory se-
lection

Continuous weighting Continuous weighting Continuous
weighting

Similarity
mechanism

Dot product Dot product Dot product

Data selection
process

Total Total Partial (only
destinations)

Query/memory
combination

Sum Concatenation None

Answer Dense layer Dense layer Weighted sum

The MemNN model have set the fundamental principles of memory networks

with the introduction of a well compartimentalized memory component where in-

formation can be easily accessed to be combined with a query to infer a prediction.

The MemN2N adapted this work to create and end-to-end memory network requir-

ing less supervision : one of its key property was the continuous weighting of the

memory to obtain a "context" vector combined with a representation of the query.

These models were initially developed for NLP question-answering tasks. How-

ever applications of these models have been made for time-series forecasting tasks.

The MTNet took advantage of the MemM2N architecture, only introducing a con-

catenation between the context vector and the query instead of summing them.

The "memory network" of (9), used to solve a task very similar to ours, made
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significant adjustments to the original MemM2N architecture : only the final destina-

tions of the trips stored in memory were used to give a prediction and no combination

between the prefix and the selected memory were made.

Figure 2.4 proposes a summary of the relationships between the model considered

in this literature review.

Figure 2.4: Relationships and comparisons between the model introduced in
Section 2. Blue components correspond to model families and red components to

problem types.

2.4 Distances measures for vehicle trajectories

As mentioned, the memory network architectures we considered might benefit from

an efficient pre-selection of the relevant inputs to be stored in memory. This task

can for instance be performed randomly (as done in (9), see 2.1.2) or through the

use of hacking tricks (mentioned in (18)).

In the specific case of the destination prediction problem, (9) especially recom-

mends the development of an efficient similarity measure to compare trajectories in

order to only store the most similar to the prefix into memory.

More generally, the definition of a metric allowing a quantitative ranking of the
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most similar historical trajectories to a partial trajectory to predict ("prefix") is an

important asset in the type of task considered in this paper. More specifically we

are here looking for a distance d that would ideally match the following criterion,

were P is a "prefix" associated to a trajectory of actual final destination D, Ti, Tj

full trajectories from a historical set H of respective destinations Di and Dj and dp

a distance in R2 used to evaluate a prediction (typcially the euclidian distance):

dp(D,Di) ≤ dp(D,Dj)⇐⇒ d(P, Ti) ≤ d(P, Tj), ∀(i, j) ∈ H (2.7)

Based on a review of the numerous works on the topic ((17), (7), (20), (4) ...)

we focus here on a relevant distance presented in the following subsection : the

Segment-Path Distance.

2.4.1 Segment-Path Distance (SPD)

In a work initially intending to study the use of distances in the goal of performing

clustering among two-dimensional trajectories, (4) introduced two distances : first

the "segment-path distance" (SPD) used as a basis for the definition of the "sym-

metric segment-path distance" (SSPD) whose properties were described as excellent

for clustering tasks.

Definitions

To define them rigorously we introduce first two preliminary distance :

Definition 2.1. The Point-to-Segment distance between a point p1 ∈ R2 and a
segment s described by two points p1s an p2s is defined as follows :
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Dps(p, s) =

{ ∥∥p1pproj∥∥2 if pproj1 ∈ s
min(

∥∥p1p2s∥∥2 , ∥∥p1p2s∥∥2) otherwise
(2.8)

Where pproj1 is the orthogonal projection of p1 in s. (2.9)

Definition 2.2. The Point-To-Trajectory is defined as the minimum of all the
Point-To-Segment distances between a point p1 and each segment si composing a
trajectory T 2 of size n2 :

Dpt(p1, T
2) = mini∈[1,...,n2]Dps(p1, si) (2.10)

Based on these distances the segment-path distance corresponds to the average

of all the Point-to-Trajectory distances between each point p1i of a trajectory T1 of

size n1 and a trajectory T2 :

DSPD(T 1, T 2) =
1

n1

n1∑
i=1

Dpt(p
1
i , T

2) (2.11)

The SSPD distance is then simply defined as a symmetric version of this one :

DSSPD(T 1, T 2) =
DSPD(T 1, T 2) +DSPD(T 2, T 1)

2
(2.12)

However we focus our attention on the simple SPD distance, whose properties

are discussed in the next subsection.

Properties and advantages in the historical trajectories selection task

A first interesting property of SPD and SSPD distances is their relative simplicity :

they do not require any external parameter and are time insensitive, in opposition

for instance to the Warping based distances (Dynamic Time Warping (3), Longest
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Common Subsequence Distance (17) ...). They are also significantly less sensitive to

noise than the latter family of distance, a significant comparative advantage when

dealing with vehicle trajectories given the very noisy nature of this type of sequences.

Another interesting feature of the SPD distance for the task we intend to per-

form lies in the fact it compares both the geographical proximity and shapes of

trajectories. As it can be noticed in its formulation (see 2.4.1) both the physical

distance between two trips and their local geometrical similarities are taken into

account. In our specific case we can easily imagine that two trips occurring in the

same geographical area and following similar shapes (corresponding potentially to

similar directions and itinerary) would intuitively end up in close final destinations.

Finally, the main advantage of the SPD distance in comparison to its sym-

metrized version is its ability to compare a partial trajectory with a fully completed

trip, a property directly linked to its non-similarity. To illustrate that, we use the

example of the Figure 2.5 In this one the trajectory T 1 is simply the beginning

of the trajectory T 1 (T 1 = T 2[: 4]). We have in this case SPD(T 1, T 2) = 0 6=

SSPD(T 1, T 2) .
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Figure 2.5: Example case where SPD(T1, T2) = 0 6= SSPD(T1, T2)

The SPD distance will easily detect cases where a partial trajectory would cor-

respond to the beginning of an previously recorded historical trajectory.

2.5 Personalized predictions on car manufacturer data

(23) has proposed an approach to solve the exact problem we tackled in this paper

(1.2.2).

2.5.1 Problem approach and redefinition

In this one, trajectories from individual cars are used instead of taxi trips. The main

implication of this lies in the fact that taxi usually visit very various destinations

(dictated by the client) when car owners often follow driving routines (e.g. from

home to work). One of the main challenge of user-personalized prediction is hence

to take advantage of these patterns.

To take this into account (23) turned the initial destination prediction problem

from a regression problem (predicting ŷ ∈ R2 as "close" as possible to the actual

destination D) to a classification problem :
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- clustering has first been performed on destination of a set of historical trip,

resulting in several clusters of close destination;

- a model has then been derived to assign to each prefix one of these classes.

The prediction is said correct if it corresponds to the cluster whose centroid is

the closest to the actual destination.

2.5.2 Method and model

Amodel similar to the one presented in 2.1.1 has been implemented assign one cluster

of destination to each new partial trajectory to predict, the only difference being of

course the use of a final softmax layer of size ncluster, the number of destination

clusters.

One model has been associated to each vehicle considered based on evaluations

for different sets of parameters.
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Chapter 3

Proposed Model

We propose here a new memory network architecture for trajectory destination pre-

diction problems that make use of several elements studied in the previous section.

Possible alternative to each element of our network are also given but not experi-

mented.
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3.1 Overall architecture

Figure 3.1: Overall architecture

Our model’s general architecture in presented in Figure 3.1. We use a structure

similar to Figure 2.3 adapted to trajectory data. It includes a continuous selection

of memory component computed based on similarity weights. A regression model

is considered as the main goal is to predict a two-dimensional (latitude, longitude)

output. Hence a final two-dimensional fully connected layer is used to compute the

prediction. If necessary in some particular cases, the network can easily be turned

into a classification model as discussed in 3.7.
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3.2 Input

For each instance the model is provided with :

(a) the partial trajectory to predict p ∈Mnp×2(R) and its associated nmeta meta-

data metai, i ∈ {1, . . . , nmeta}

(b) a set H of historical trajectories.

3.3 Memory storage

The memory component of our network will be fed with a selection of the the m

historical trips in H the more similar and close to each prefix p to predict. In order to

"store" in memory trips that fit the best the criteria presented in 2.4 and selecting

relevant trajectories we perform a full scan of H, computing the SPD distances

between our partial trip and all the historical trajectories.

Memory_Selection(H, p,m) = [Tci = Ti|Ti ∈ knn(p,H, SPD,m), Ti ∈ H] (3.1)

where knn(x,E, d,m) returns the m nearest-neighbours of x ∈ E (3.2)

based on a distance d defined on E (3.3)

We intend therefore to take advantage of the good properties of this Segment-

Path Distance to improve the architecture proposed by (9).

3.4 Trajectory encoding

3.4.1 Encoding architecture

The trajectory encoding follows the first method introduced by (9) and presented

in 2.1.1. As done in (23), the first and last k = 5 points of the (flattened) tra-

jectories (prefix and historical) are concatenated to an embedded representation of
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the metadata and fed-forward into one or several dense layers of dimension Edim

(our encoding dimension). Recurrent Neural Networks could also have been used to

encode our inputs, however no experimental results will be given with that type of

architecture in this report.

3.4.2 Metadata and embedding

Three external variables are considered (the day of the week, the hour of the day and

another indicating if the day is a national holiday). One embedding table is learned

for each. The variable corresponding to the week number is however discarded.

Table 3.1 summarizes the original levels and the chosen embedding dimensions

corresponding to each meta-variable.

Table 3.1: Original/embedding space dimension of the metadata

Metadata Number of values/levels Embedding dimension
Holiday 2 1
Week day 7 2
Hour of the day 24 4

3.4.3 Distinctions between encoders, weight-sharing

Three different encodings are performed : one for the prefix and two for the histor-

ical trajectories (see next section). Regarding those trips, same weights are shared

between the different trips within each encoding module. However the two encoding

(referred to as EH
A and EH

B ) may have different weights W enc
A 6= W enc

B (dense layer),

and Wmeta
A 6= Wmeta

B , ∀ meta (metadata embedding) (see formalization bellow) :
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Trajectory reshaping :

presized = concatenate(p[: 5], p[5 :]), (3.4)

T resized
ci = concatenate(Tci [: 5], Tci [5 :]), ∀i ∈ {1, . . . ,m} (3.5)

Metadata embeddings :

WA
metaδmeta,W

B
metaδmeta,W

P
metaδmeta, ∀meta ∈ {holiday, weekday, hour} (3.6)

WA
meta,W

B
meta,W

P
meta ∈Mlevelsmeta×EmbedDimmeta(R) (3.7)

δmeta being the one-hot-encoded vectors corresponding to each variable (3.8)

Encoding (case of one hidden layer) :

EH
A = ReLU(W enc

A concatenate(WA
metaδmeta, T

resized
ci , ∀i,meta)) (3.9)

EH
B = ReLU(W enc

B concatenate(WB
metaδmeta, T

resized
ci ,∀i,meta)) (3.10)

EH
P = ReLU(W enc

P concatenate(WP
metaδmeta, p

resized,∀i,meta)) (3.11)

W enc
A ,W enc

B ,W enc
P ∈M17×Edim(R) (3.12)

EH
A , E

H
B , E

H
P ∈ REdim (3.13)

3.5 Memory selection

The selection of relevant insights stored in memory are obtained through a process

similar to the one introduced in 2.2.2.

3.5.1 Attention mechanism

A dot product is computed between the representation of the prefix (encoding EP )

and of the m candidates (obtained through the encoding EH
A ). The corresponding

m weights are then normalized by the softmax function. A multiplication with the
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second encoding of the memory (EH
B ) is finally performed to obtain output memory

vector o :

pi = 〈EP , (E
H
A )i〉 ∈ R, ∀i ∈ {1, . . . ,m} (3.14)

pnorm = softmax(p) (3.15)

o =
m∑
i=1

pnormi (EH
B )i ∈ REdim (3.16)

3.5.2 Data used

In opposition to (9) the full candidates (and not only their final destinations) are

used to infer the prediction. The main reason for that lies in the lower variability in

the drivers destination : they obviously tend to follow more regular patterns than

the taxis studied in this previous work. Hence a weighted sum of the candidates

destinations would result in the prediction of a centroid not taking advantage of this

property and probably in the middle of the frequent visited destinations. Depending

on the cases of application, our model can however be easily adapted.

3.6 Query-memory association

We combine here the selected memory (corresponding to the output vector o) and

the representation of the prefix EP in an additive fashion :

a = o⊕ EP ∈ REdim (3.17)
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Concatenation, as done in (6), could also be considered as an alternative :

a = concatenate(o,EP ) ∈ R2Edim (3.18)

3.7 Final prediction

The predicted destination is finally given after processing a into one last dense layer

of dimension two :

ŷ = W outa ∈ R2 (3.19)

W out ∈MEdim×2(R) (3.20)

In the case where our model should be adapted to classification problem (as the

one tackled by (23)) a softmax layer of the dimension nlabels could replace this ouput

layer :

ŷ = softmax(W outa) ∈ Rnlabels (3.21)

W out ∈MEdim×nlabels
(R) (3.22)
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Chapter 4

Experiments

4.1 Objectives

Several experiments are carried out. They intend to :

1. provide insights of our user-personalized dataset and of its properties

2. evaluate the fitness of the proposed architecture on an example of user-personalized

prediction problem

The model proposed in Section 3 is not a priori the most suitable kind of ap-

proach for that type of task. However we found interesting to study its performances

and limitations in that context.

4.2 Dataset

We describe here in further details the dataset considered. The experiments carried

out in this study make use of historical driving data from 90 vehicles (with a total

initial number of 4,765,332 entry) provided by a famous car manufacturer. These

driving data are composed of :

- (2 dimensional) GPS logs

- 4 external variables described in section 1.2
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4.2.1 Variability and predictability

The main characteristic of the dataset lies in the high variability between user’s

data. The number of recorded trips, their length and duration as well as the covered

geographical areas are especially very different from one vehicle to another and

can greatly influence the performances of predictive models. Table 4.1 provides a

summary of these properties.

Table 4.1: Statistics on vehicles characteristics (for minimum and maximum values
the corresponding vehicle ID is indicated inside the brackets (e.g. : (5)))

Nb. of trips Avg. trip length x-spread. y-spread. .
Minimum 214 (5) 46.9 (72) 25.5 (80) 68.4 (9)
Maximum 2797 (50) 176.9 (29) 515 (64) 312.6 (74)
Average 1110 94.4 270.4 199.6
Std 437 26.6 92.47 64.4

The relevance of the fitting of a predictive model on each driver’s dataset also

highly depends on the structure of user’s behavior. Two main critical cases are taken

here into consideration :

(a) the drivers destinations are totally random. No structure can be extracted.

(b) the user’s driving habits (and therefore the destinations he visits) changed

dramatically over time.

In both cases the prediction of final destination can result in vain efforts. To

quantify the "predictability" for each vehicle based on these considerations, we pro-

pose two metrics : the Entropy and the Kullback–Leibler divergence. The first of the

two indicators quantifies the "unpredictability" and uncertainty of our data and can

be formalised as follows :
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Definition 4.1. The Shannon Entropy of a discrete random variable D with val-
ues {di, 1 ≤ i ≤ n} in a space of finite dimension n, of respective probabilities of
occurrence pi = P(D = di) is defined as :

H(D) = −E[log(P(D))] = −
n∑

i=1

pilog(pi) (4.1)

The more "unpredictable" the variable D is, the higher H(D) will be.

Our target variable, the destination D ∈ R2, being continuous, a non-parametric

estimation of the entropy is performed using the Kozachenko-Leonenko k-nearest

neighbour estimator (11). This one computes an average of the distances between

neighbouring data points of each observation to provide an estimation of the disper-

sion of the variable within an observation set.

The Kullback-Leibler divergence will be used to compare the evolution of the

destinations distribution with time, in order to detect potentially important changes

in driving behaviors. The definition of this dissimilarity measure is first given by :

Definition 4.2. The Kullback-Leibler divergence of a discrete probability distribu-
tion P compared to a second probability distribution Q is given by :

DKL(P ||Q) =
n∑

i=1

P (di)log

(
P (di)

Q(di)

)
(4.2)

where Ω = {di, 1 ≤ i ≤ n} is the support of both probability distributions.

Once again a non parametric estimation is computed.

From this analysis some critical cases are noticed and discarded as discussed in

the following section.

4.2.2 Considered vehicles

Among the 90 available vehicles, 20 are randomly selected for carrying out general

experiments. The most unpredictable cases, based on the criteria discussed in 4.2.1,
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are excluded before performing this selection. Quantitative analysis of the obtained

results, especially regarding the influence of both models parameters and vehicle

properties on predictions, will be performed on this set.

In order to give more qualitative and intuitive insights of the results, individual

"case study" will also be carried out. For reasons of readability 5 vehicles are drawn

at random and will be briefly individually analysed. Among them we intentionally

choose 4 "normal" cases, extracted from the set of 20 cars previously mentioned,

and add a more "problematic" case, particularly complicated to predict. A quick

description of the corresponding extracted dataset is proposed in Table 4.2.

Table 4.2: Summary of the 5 example vehicles properties (Averaged trip length in
number of points). Car "5" corresponds to the more difficult case. Averages are

computed for the first four cars.

Vehicle ID Nb. of trips Avg. trip length x-spread. y-spread. Est. Entropy
4 647 79.72 295.3 195.4 0.090
16 1408 67.69 215.3 106.6 0.030
22 1571 80.76 298.6 219.3 0.082
44 1308 84.5 471.8 75.5 0.076
5 214 176.4 161.0 110.1 0.232

Average 1234 78.16 320.3 149.2 0.070

The four first vehicles seem to be relatively easy to predict, as they have covered

relatively short trips on relatively restricted geographical areas, and as well provide

a reasonable amount of data. In the other hand, with very long trips, few available

data, and a relatively high estimated entropy, car "5" properties are expected to

make the prediction task significantly harder.

Figure 4.1 gives the available trajectories for these 5 "case study" examples.

38



Figure 4.1: Trajectories of vehicles (respectively from left to right and top to
bottom) 4, 16, 22, 44 and 5.

4.3 Experimental settings

4.3.1 Training and testing set

Our model is trained and tested for the selected vehicles. A 80%/20% (respectively

for training and testing data) split of the data is performed for each car. The de-

limitation of pools of historical trajectories within which the memory of our models

will draw its inputs is performed following two procedures, distinguishing the cases

of the training and of the testing sets :

(a) For the training set : the m-closest trajectories (in the SPD sense) to each

partial trip to predict are selected within the training set excluding (of
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course) the prefix itself

(b) For the testing set : the candidates are selected within the whole training

set

One testing/training set is considered per pair (vehicle, completion) with completion ∈

[5mn, 10mn, 20mn].

4.3.2 Test methodology and parameters

In order to associate a predictive model to each vehicle we propose the simple follow-

ing strategy : several combinations of parameters are used to train multiple models

for each pair (user, completion) and are then evaluated on the corresponding test-

ing sets. The model with the best performances is then simply associated to the

considered configuration (in short, one model per (vehicle, completion) couple).

Two main elements need then to be defined :

(a) a grid of parameters to be tested

(b) an evaluation metric to assess the performance of each model

Parameters

The grids of values considered for each parameter of our model are summarized in

Table 4.3.

More detailed grids of parameters should be considered for a good and precise

choice of model setting per vehicle, however as the goal of this experiment is mostly

to study qualitatively the influence of these parameters on each type of vehicle and

to assess the behavior of our model in this context, relatively restricted number of

possible values are tested. A finer tuning is here left as a potential future work.
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Table 4.3: Model’s parameters

Parameters Values
Encoding -

Encoder type MLP and embedding
Hidden layer structure -

Number of nodes [20, 50, 100]
Number of hidden layers [1, 2, 3]

Activation function ReLU
"Historical selection" parameters -

Percentage of training selected [0.05, 0.1, 0.3]
Hyper-parameters -

Learning rate 0.001
Optimizer Adam

Validation size (early stopping) 20%

Metric

To define an error metric we first need an efficient quantification of the distance

between two locations. In order to take into account the curvature of the earth when

measuring the distance between two points, we consider the distance defined by

Definition 4.3.

Definition 4.3. We define our corrected distance between two points A, B ∈ R2 as

dc(A,B) =
√

111.0(Ax −Bx)2 + 88.8(Ay −By)2 (4.3)

A = (Ax, Ay), B = (Bx, By) ∈ R2 (4.4)

The two coefficients (110.0 and 88.8) being derived from the latitude of Korea (37◦).

Predictions are then evaluated by comparing the averaged corrected distance as

detailed by Definition 4.4

Definition 4.4. We define our error metric as the averaged error distance between
predictions ŷi and actual destinations Di, i ∈ {1, . . . , n}, where n is the size of the
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evaluation set and dc the distance introduced in 4.3, as :

Err =
∑

i∈{1,...,n}

dc(D, ŷ)

n
(4.5)

4.3.3 Baseline model : simple encoding

In order to obtain a model to compare our selective memory network with, we

consider here a baseline approach corresponding to a regression version of the model

used by (23).

In this one we simply consider our basic encoder structure taking each partial

destination to predict and the corresponding metadata as inputs, and simply add a

final two-dimensional dense layer to predict each final destination.

The idea is here to assess the added value of the memory structure of our pro-

posed approach to solve our prediction task, our baseline model basically being a

memoryless version of it.

4.4 Experimental results

4.4.1 General results

The results per vehicle and per completion level are given by Figure 4.2. Only the

best (selected) models for each pair (car, completion) are considered.
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Figure 4.2: Averaged prediction error (in kilometers) per vehicle per completion
level.

We first have a look at the extreme cases with the best and worst vehicles,

respectively car 70 and 23.

Table 4.4: Detailed test results for the best and worst car.

Configurations Best models
Parameters Error distance (km)vehicle ID Compl. Hist. Prop Enc. Dim. #hid. layers

70
5 0.1 20 2 0.89
10 0.05 100 3 1.12
20 0.3 20 1 1.13

23
5 0.3 50 2 7.22
10 0.1 100 3 9.30
20 0.3 20 2 10.51
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Figure 4.3: 10 randomly drawn predictions (red) vs actual destinations (blue) for
vehicle 70 (best, left) and 23 (worst, right) at completion 5mn. The historical

destinations of each car are drawn as grey dots.

In the case of car 70 the distribution of the final destinations is relatively ordered

and we can distinguish four main areas the driver frequently visits. This vehicle also

has relatively standard properties, with trip lengths and a data size close to the

overall mean values. Our Selective Memory Model catches here very well the region

towards which the vehicle is heading to and predictions are very satisfying.

Vehicle 23 also presents rather standard characteristics but with a less ordered

repartition of the final destinations. The mean prediction error seems here to be

penalized by one case where an infrequent and far away location is visited by the

user. As it will be discussed later on, a classification approach would here help us to

reduce the error by reducing the "noise" induced by this type of "outlier" destination.

One other main observation that can be done regards the surprisingly high errors

for higher completions, but this one will be tackled in the next subsection.
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4.4.2 Factors of influence on models performances

We study here briefly different factors that could impact the prediction results. We

divide them into two main categories :

(a) the characteristics of the vehicles themselves : the size of training sets, the

lengths of trips, the size of geographical area covered and the estimated entropy

(b) the parameters of the model : the complexity of encoding (number of hidden

layers and encoding dimension) and the number of historical trajectories stored

in memory

Vehicle properties

One first intuitive factor that would influence the prediction precision would be the

length of trips. Figure 4.4 gives the averaged error distances by vehicles averaged

trip’s length.

Figure 4.4: Averaged error (in kilometer)
per vehicle averaged trip length

(intervals of 20).

Figure 4.5: Averaged error (in kilometer)
per vehicle averaged training set size

(intervals of 300).
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From this plot we can distinguish a relatively obvious correlation between the

error and the averaged length which is confirmed by a non-parametric Pearson corre-

lation test. Based on this one the correlation between the two variables is considered

to be statistically significant at a level of 0.01.

Regarding the number of training data, Figure 4.5 tends to show a relatively

clear influence of the size of training sets on the prediction precision, even though

the error seems to increase in the case of the larger datasets. This can be explained

by the fact that vehicles with very high numbers of recorded trips tend to have more

chaotic destinations distribution (noise can be added by trips performed only once

or twice for instance, as seen in the case of vehicle 23).

We also observe that fewer data are available for higher levels of completion

(Figure 4.6). This phenomenon can be easily explained by the fact that trajectories

shorter than each given completion (for instance trajectories lasting less than 20

minutes for a completion level of 20) are obviously discarded during preprocessing.

This is here considered as one of the main explanation for higher prediction errors

for high levels of completion in several vehicle cases.

As expected higher entropy in vehicles destinations distribution results in poorer

accuracy as can be seen in Figure 4.7.
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Figure 4.6: Averaged training sizes per
completion levels.

Figure 4.7: Averaged error (in kilometer)
per estimated entropy (intervals of 0.01).

Models parameters

We now have a quick look at the influence of the models parameters in the fi-

nal averaged prediction error. Figure 4.8 gives the the mean distance between our

predictions and the actual destination for the different levels of complexity of our

encoders. We took both the encoding dimension and the number of hidden layers

into consideration.
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Figure 4.8: Influence of both encoding
dimension and number of hidden layers
in averaged error distances for all 20

vehicles.

Figure 4.9: Influence of the proportion of
the historical set stored in memory in
averaged error distances for all 20

vehicles.

Our experimental results tend to show that more complex encoding modules

result in better predictions, even though the difference between each encoding ar-

chitecture seems to be relatively small and possibly non significant.

Regarding the number of historical trajectories stored in memory (more specif-

ically the proportion of stored trips), the general influence on the prediction error

does not seem to be significant in the overall results (grouping the 20 vehicles all

together) as can noticed in Figure 4.9 (a very slight tendency for better predictions

with greater proportions is however noticeable, but probably not significant). The

setting of this parameter is dependant on each vehicle’s properties.

The low numbers of parameters considered in our experimental setting does not

allow us to very efficiently catch the influence of the model’s characteristics on the

obtained error. A study in more detailed parameters grid would be interesting in

potential future works on this topic. It must be added that an individual analysis of
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each vehicle should in practice be carried out, but is not proposed here in each car’s

cases for obvious reasons of clarity and readability.

4.4.3 Case studies : 5 example vehicles analysis

Table 4.5 summarizes the "best" models for each configuration (vehicle, completion)

in the sense of the error metric introduced in Definition 4.4 for each one of the 5

selected example vehicles. In each case the corresponding averaged error distance as

well as the associated set of parameters are detailed.

Table 4.5: Test results for the five example vehicles.

Configurations Best models
Parameters Error distance (km)vehicle ID Compl. Hist. Prop Enc. Dim. #hid. layers

4
5 0.1 50 2 4.70
10 0.3 20 2 3.56
20 0.1 20 2 3.43

16
5 0.3 50 3 2.02
10 0.3 20 1 2.19
20 0.05 100 3 2.68

22
5 0.3 20 1 5.51
10 0.05 100 1 5.52
20 0.05 50 2 5.06

44
5 0.3 20 3 3.82
10 0.3 20 3 3.79
20 0.3 20 3 3.79

5
5 0.05 50 2 16.9
10 0.1 50 3 17.2
20 0.1 50 1 16.8

Relatively decent precision seems to be obtained for three of the first four "nor-

mal" vehicles (4, 16 and 44). Experiments on car "22" seem however to result poorer
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predictions. As expected vehicle 5 reveals to be considerably more difficult to predict

with average errors above 15 kilometers.

Parameters settings tend to be relatively similar for the different completion

levels for each vehicle.

Property of predictions : an example

To have a better insight on the property of the models in each specific case, but also

to try understanding their performances, we have a closer look at the predictions.

Figure 4.10 gives the actual destinations and the corresponding predictions made by

the selected models in the case of vehicle 4 (rather "good" predictions), 22 (average

performances) and 5 (poor precision), with a ten minutes completion. Only the ten

first instances of each testing set are considered for readability.

Figure 4.10: 10 first predictions (red) vs actual destinations (blue) for vehicles 4,
22 and 5 (from left to right), with a completion of ten minutes. Distances are

plotted in light blue and destination of the training set in grey.

vehicle 4

Three distinct groups of destinations can be distinguished for that vehicle. Predic-

tions are then relatively easy and the model performs quite well. A classification

model assigning each prefix a class among clusters of historical trajectories, as done

in (23), would be especially relevant in that specific case. However our regression
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model tends to already return predictions corresponding to the correct geographical

area.

vehicle 22

Predictions for vehicle 22 tend to be penalized by infrequent destinations. The exam-

ple of the point at the extreme right of the plot in Figure 4.10 shows how some very

far away and occasional locations visited by the user can have a negative influence

on averaged prediction performances. Moreover the wide geographical area covered

by this car (in comparisons to the other considered vehicles) is another simple factor

that makes predictions error more important in this case.

vehicle 5

As expected vehicle 5’s destinations prediction was a particularly difficult task given

its properties : almost no routines can be noticed for this user, the trips covered are

long (in a wide geographical area) and the amount of available data is low.

If the distances between predictions and actual destinations tend to be signifi-

cant, the example of Figure 4.10 shows how our model manages to capture tendencies

on the general direction the driver is heading to, based on each partial trip.

The same general properties defined in this section are noticed when considering

other completion levels.

4.4.4 Baseline model

Our baseline model is then finally evaluated in the same testing sets and its re-

sults are compared to those obtained for our selective memory network. Figure
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4.12 gives the difference between the prediction error for the best parameter set-

tings of the baseline approach and of our memory model (Error(memory model)−

Error(baseline model)).

Figure 4.11: Averaged prediction error (in kilometers) per vehicle per completion
for the baseline model.
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Figure 4.12: Differences of averaged prediction error (in kilometers) between the
baseline approach and the memory model (per vehicle).

Better prediction results are observed in most cases for our memory model how-

ever the differences are most of the time relatively small. Vehicle 70 is the one which

tends to benefit the most of the memory mechanisms included in our proposed ap-

proach. Conversely, cars 53, 33 and 72 predictions are more accurate with a simple

encoding of the input data. These three vehicles share the same characteristic of

performing short trips in restricted geographical areas, with a large set of available

historical data. It could then be deduced that the simple baseline model would be

more suited to these "easier" and sometimes almost trivial cases of very local driving

behaviors.
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4.5 Discussions

The experimental results presented in this section has outlined some relatively in-

teresting properties of our selective memory network approach in this example of

user-personalized prediction problem. Relatively good predictions have indeed been

achieved.

It has been shown that the memory component of our model improved the pre-

diction precision in almost all considered cases in comparison to the simpler neural

encoding approach used by (23) that we adapted to regression. However less complex

models must be preferred in some cases, especially when drivers are performing small

trips in small geographical regions (corresponding to "easier" prediction problems).

Moreover, the type of regression approach implemented here is probably not

the best suited for the data considered in this experimental section. A classification

formulation of our problem, as the one tackled in (23) would probably have more

sense in this context. Based on the destinations distribution for most of the vehicles

it would be more interesting and sufficient for a car manufacturer to try predict-

ing general areas toward which a driver would be heading to without attempting

to precisely forecast exact destinations. The numerous infrequent historical visited

locations observed in most cases could indeed be seen as noise, and it might be wiser

not to take them into account as they would influence negatively the prediction of

frequent cases which are predominant in this framework, where most of the users

follow relatively strong routines.

A classification version of our model could then be easily designed and tested

(minor modifications in the output layer and clustering of historical destination

would probably be sufficient to achieve that) for this kind of user-personalized tasks.
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More model’s parameters settings must as well be tried out for a better under-

standing of their influence in prediction results. Baseline models of more traditional

probabilistic methods should also be implemented on these data in order to perform

a relevant comparison of performances.
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Chapter 5

Conclusion

5.1 Conclusion

In this study we have given an overview of the application of memory networks in

destination prediction problems for moving vehicle. In addition to discussing the

possible architecture these model could take in this context we have introduced

the use of the Symmetric-Path Distance in the pre-selection of historical data into

memory.

Based on that we have proposed a model, alongside with several alternative for

each of its components, summarizing the practices in use in different fields of ap-

plication, from Question-Answering tasks in Natural Language Processing to multi-

dimensional forecasting. This one can be easily modified depending on the exact

type of task to perform.

We also introduced an example of user-personalized destination prediction prob-

lem, were we described individual datasets with very varying characteristics and

used it as an example to implement our model with several parameters settings.

Even though the choice of a regression model was probably not the most appro-

priate in this context, we observed some decent predictions in most of the studied

cases, which outperformed the simple encoding model used in (23). However the
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classification approach considered in that work was still probably more relevant and

appropriate in this type of problem.

5.2 Future Directions

The experiments and tests done for our model in this work are not sufficient to cor-

rectly assess our model’s performances and to conclude about his suitability in this

specific context. More parameters should be tried out and more vehicles considered.

Implementing more "baselines" approaches based on state-of-the-art methods on the

data would also be useful to benchmark the performances.

More importantly a regression version of our Selective Memory Model should be

implemented and tested in this context. As it outperformed the regression version

of the encoder model used in (23) it would be interesting to see if it could obtained

better accuracy in a classification task.

Regarding application in non-personalized problems, the public dataset of the

"ECML/PKDD 15: Taxi Trajectory Prediction (I)" kaggle challenge could also be

used for evaluation, especially in order to see if our SPD based pre-selection module

is improving the results obtained by (9) in similar conditions.
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