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NUMERICAL INVESTIGATION OF SCALE EFFECTS ON SQUAT IN SHALLOW

WATER

Ivan Shevchuk, Technical University Hamburg, Germany

Carl-Uwe Boéttner, Federal Waterways Engineering and Research Institute, Germany

Nikolai Kornev, University of Rostock, Germany

SUMMARY

This paper is aimed at clarifying, to what extent the scale factor influences the squat phenomenon. In order to do that, a
series of squat computations for three containerships (one Panamax and two Post-Panamax) were conducted in three
scales: 1:1, 1:6, 1:40, and a range of depth to draft (4/7) ratios from 2.0 to 1.15. Also, a range of hull roughness values
was considered by different diameters of Nikuradses equivalent sand roughness ;.

It was found out that for the two of the three considered ships, the scaling error for squat grows as the 4/7 ratio is reduced.
At the same time, the increase of the sand roughness leads to a better agreement between the full scale and the model scale
results. For most of the considered cases the maximum scaling error was estimated to be 15c¢m (in full scale) or 10%,
which is quite moderate and does not necessary require a correction. The dependence of scale effects on the Froude
number, the 4/T ratio and the roughness height is not the same among the considered ships. Therefore, one of the
conclusions is that a development of a generally valid correction would be a challenging task.

NOMENCLATURE

h Fairway depth (m)
T Ship draft (m)

A Scale factor (-)

kg Nikuradse’s sand roughness (m)

kS Dimensionless sand roughness (-)

0 Trim angle (deg)

60 Trim angle scaling error (deg)

Su Sinkage at midship (m)

Sg Sinkage at the bow (m)

Sy Kinematic viscosity (m)

8SypH Scaling error for sinkage at midship, at

the bow and at the stern respectively (m)
U Uncertainty of the computed quantity

|E|%D Discrepancy between the experimental
and the computed values
Uy Validation uncertainty

1 INTRODUCTION

Nowadays, the results of the model tests for squat are
converted to full scale by direct multiplication with the
scale factor. By doing so one assumes, that the difference
of Reynolds number between the model and the ship
cannot considerably influence the squat phenomenon.
However, in extremely shallow water even a small change
of the effective gap between the ship and the fairway
bottom may have noticeable consequences for ship
behavior. Therefore, the difference between the relative
boundary layer thickness in the model and the full scale
caused by the difference in Reynolds number may indeed
play a significant role in this case. In order to clarify the
role of the scale effects on squat, a research project, named
ReSquat was conducted at the University of Rostock in
collaboration with the Federal Waterways Engineering
and Research Institute (BAW). The aim of the project was
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to estimate the order of magnitude of the direct scaling
error for the squat between the model and the ship using
CFD.

Prediction of squat effect has nowadays become a routine
task for CFD, at least in model scale and for moderate h/T
ratios. Multiple papers describe the successful application
of CFD codes for this purpose. (Jachowski, 2008)
conducted squat simulations using commercial CFD code
for a range of Froude numbers and h/T ratios and obtained
good agreement with the average result of empirical
methods. Drastic intensification of squat was observed for
the smallest h/T. (Linde et al., 2015) developed a quasi-
steady simulation procedure to speed up the squat
computations and obtained fair agreement with
experimental data. (Tezdogan et al., 2016) conducted a
thorough CFD investigation of squat and resistance for a
DTC hull moving in a canal. The discrepancy with
experimental results was found to be smaller than the
uncertainty of the experimental data.

In the context of the present paper, the work of (von
Graefe et al., 2011) is especially important to mention.
Authors compared the performance of a commercial CFD
solver with potential methods for prediction of squat in
restricted waterways. The CFD computations showed best
agreement with the full scale measurements. Comparing
the results between the computations at full scale and the
model scale authors concluded that squat in full scale is
larger than in model scale. However, no systematic
information on this effect was presented. Moreover, the
information on the hull roughness used in full scale
computations was not present in the paper.

Even though the studies on scale effects for ship
resistance, viscous wake and wave making are presented
in literature, see e.g. (Raven, 2008), to the authors’ best
knowledge systematic studies of scale effects on squat
have not been published yet. The present paper is an
attempt to fill this gap.
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2 CONSIDERED HULL FORMS

Three hull forms were considered in the present study: two
Post-Panamax-container ships (PPM52, PPM55) and one
Panamax-container ship (PM32). The hull forms of the
mentioned ships are shown in Figures 1 and 2, whereas the
main ship dimensions are given in Table 1. The hull forms
were specifically selected in such a way, that PM32 has a
Cglying between the Cpvalues of PPMS52 and PPM55. This
way, the dependence of the studied phenomena on the
block coefficient could be analyzed.

3 CONSIDERED CONDITIONS

Following parameters were varied in the framework of the
study for each of the hull forms: the scale factor A, the
depth-to-draft ratio h/T, the Froude number Fr and the
equivalent sand roughness k;. Three scale factors were
considered: full scale (A = 1), model scale (A = 40) and the
intermediate scale (A = 6). The depth-to-draft ratio was
varied in the range h/T= 2.0, 1.5, 1.4, 1.25, 1.15 whereas
the range of the Froude numbers was Fr=0.07, 0.09, 0.11,
0.13. The Reynolds numbers for the model scale vary in
the range from 6 - 10° to - 107, whereas for the full scale
from 1.4 - 10° -to 2.7 - 10°, which is at least two orders of
magnitude larger, than for the model. Next important
parameter is the hull surface roughness. Four roughness
diameters were considered k; = 0.15mm (ITTC
recommended, (ITTC, 2017)), 0.5mm, lmm, 2mm. In
total 720 computations were conducted (3 ships x 4
roughness heights x 5 depths x 3 scale factors x 4 Froude
numbers). The conduction of a large number of RANS
computations in a relatively short period of time was
possible due to the development of a quasi-steady-state
free-surface flow solver, which is briefly described in the
next section.

Table 1. Main dimensions of the considered hull forms

PPM52 PPMS55 PM32
Lyp 347 355.8 281.6
B 52 55 323
T 16 16 11.8
Cs 0.668 0.689 0.679

4  NUMERICAL METHOD

The simulations in the present study were conducted using
a quasi-steady-state volume-of-fluid solver, developed by
the authors in collaboration with the research group of the
University of Zagreb. This solver uses the ghost-fluid
method (also known as embedded free-surface) to account
for the presence of the air/water interface in the
computational domain (Vukcevic, 2016). The momentum
equations are solved in a steady-state manner, whereas the
transport equations for the volume fraction are solved in
an unsteady formulation with high Courant numbers. This
way the convergence of the wave pattern and the forces
acting on the ship can be attained already after a few
thousand iterations, analogous to the single-phase steady-
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state solvers. The discretisation of the governing equations
was done using the finite volume method with the schemes
of nominally second order accuracy for all terms. The
Menter’s k - w SST model was used for the turbulence
modelling.

In order to account for the influence of the propeller on the
flow in the stern and by these means increase the accuracy
of trim and sinkage prediction an actuator disc (AD)
model proposed in (Hoekstra, 2006) was used. This model
was extended with the ability to predict the propeller rps,
based on the propeller Krand Kq curves, provided by the
user. The values of Vaand | are estimated based on local
flow quantities. The adaptation of rps was done in an
iterative manner.

The effect of the roughness on the flow was accounted for
by the application of the wall functions. In order to
properly apply the wall functions, the y* value of the first
wall-adjacent computational node had to be larger
than k7, which in some cases led to the y* values of up to
700. In order to avoid the influence of the switch between
different wall functions, the same roughness-based wall
functions were used for all scales, but the sand roughness
was scaled accordingly.

It is known, that the application of wall functions for flows
with separations/strong pressure gradients (which is the
case for the considered task) can be problematic.
However, the wall-resolved simulations could not be used
for two reasons. First, the use of wall resolved meshes for
full scale would drastically increase the computational
costs. Second, even if the wall-resolved meshes were used,
this would require the modification of k and omega
equations, introducing the influence of roughness into the
turbulence model. Such models to authors’ knowledge are
neither widely used, nor well established and would
definitely lead to some influence on separation behavior
too.

The experimental observations as well as computational
results (Shevchuk et al., 2016) indicate, that the flow at the
ship stern in very shallow water is considerably unsteady,
which raises a concern, to what extent RANS models are
applicable for such cases. However, application of
RANS/LES for this task resulted in just 5% change of the
mean sinkage at the stern compared to RANS results.
Therefore, authors believe, that application of RANS
would not pose a significant problem for the accuracy of
the results even for the smallest h/T considered.

5  VERIFICATION AND VALIDATION OF THE
TRIM AND SINKAGE PREDICTION

The wverification and validation (V&V) of the
computational method, described in the previous section,
was only possible for the model scale, since the
experimental values for trim and sinkage for other scales
were not available. The determination of the numerical
uncertainty was on the other hand conducted for all scales.
Three meshes for each scale were generated using
snappyHexMesh generator: from 0.9M to 3.1M of cells
for a half of ship hull. Due to the symmetry about the
middle line plane only the left half of the flow was
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simulated. The special step-by-step meshing procedure
allowed for the 99.6% coverage of the ship surface with
prism layers. Examples of the mesh structure (slice at the
stern) are shown in Figure 3.

Table 2. V&V study for the PPMS52 hull at model scale,
Fr=0.12. Res — result. CONV-convergence,
DIV-divergence. Val. —was the validation

achieved?

Mesh 01[°] € Sm[m] | €

C 0.063 | - -0.028 | -

M 0.066 | 2.59E-03 | -0.028 | 4.30E-05
F 0.067 | 1.17E-03 | -0.028 | 9.94E-05
Res CONV DIV

U [%] 4.37 1.53

|E| % D 10.88 7.31

U % 15.48 7.63

Val. ? Yes Yes

Table 3. Uncertainty estimation for PPM52, h/T=1.25,

scale 1:1

Mesh | 0[] € Sm[m] | €

C 0.053 -1.194 | -

M 0.055 1.74E-03 -1.168 | 2.61E-02

F 0.054 -4.57E-04 | -1.162 | 5.45E-03

Res OCONV - CONV | -

Ul%] | 1.991 - 0.370 -

Table 4: Uncertainty estimation for PPMS52, h/T=1.25,

scale 1:6

Mesh | 0[] € Sm[m] | €

C 0.055 -0.198 | -

M 0.067 1.22E-02 | -0.201 | -2.71E-

03

F 0.067 -9.27E-05 | -0.199 | 1.87E-03

Res OCONV - CONV | -

Ul%] | 1.991 - 0.370 -

Only one hull form (PPM52) was considered in V&V
studies, since the other hull forms are considered similar
from the point of view of the numerical method. Only the
results for the depth-by-draft ratio of 1.25 and the Froude
number of 0.12 are shown in the present paper for the sake
of brevity. The V&V procedure as recommended by the
ITTC was used (ITTC, 2008).

In Table 2 one can see the results of the V&V study for
the model scale. The values of the experimental
uncertainties were chosen based on the results presented
by the ITTC in 2011 on the facility biases for the trim and
sinkage measurements (ITTC, 2011). One can notice, that
the values of the trim angle show monotone grid
convergence (CONV), whereas the values of squat at the
midship formally show grid divergence (DIV), which
strictly speaking means that no uncertainty estimation can
be done. However, the difference in the results between
the coarsest and the finest grid are obviously negligibly
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small and therefore it seems reasonable to assume that the
solution is converged. The uncertainty estimation in this
case was done using the formula U = (®max —Pmin)-Fs,
where ®max, Pmin are the maximum and minimum values
of the quantity and Fs= 3 - safety factor. Using this formula
validation both for trim and sinkage could be attained.
Tables 3 and 4 contain information on the uncertainty
estimation for the scales 1:1 and 1:6 respectively. In most
cases either the monotone or the oscillatory convergence
were observed. The estimated values of the uncertainty are
quite small: for the sinkage it lies below 0.8%, whereas for
the trim angle the value is much higher - up to 11%.

Table S. Comparison of the rps obtained from the
actuator disc model with the experimental
data, PPM52, model scale, h/T=1.25

Fr rps, CFD rps, Exp Discr. [%]
0.07 3.93 4.05 0.03
0.09 4.99 5.07 0.02
0.11 6.13 6.18 0.01
0.13 7.42 7.36 -0.01

All the previously described verification and validation
results were obtained using an actuator disc model.
However, the version of AD model, without the
determination of the rps was used. In order to make sure,
that the values of the rps are predicted accurately, the flow
computations for the model of PPM52 at depth-by-draft
ratio (1.25) were conducted for a range of Froude
numbers. The values of the rps were compared to the self-
propulsion tests, conducted by SVA-P (Anschau, 2016).
Results of the comparison can be seen in Table 5 and were
considered satisfactory. No grid convergence study was
conducted for this quantity.

6  ANALYSIS OF THE SCALING ERROR FOR
THE SQUAT EFFECT

In order to analyze the scaling error for squat, one can
compare two pairs of quantities between the model and the
ship scale: either the sinkage at midship and the trim angle
(Sm, 0) or the sinkage at the bow and at the stern (Sg, Sy).
The former two quantities seem to be more suitable for the
explanation of the physical phenomena, because sinkage
depends just on the vertical force, whereas the trim angle
on the trimming moment. At the same time Sg, Sy are
more practically important, because they allow for
evaluation of the effective differences in the under-keel
clearance between the model and the full scale. In our
opinion, both the practical and the physical aspects of the
studied phenomena are important, therefore the analysis
for both sets of variables (Sy, 6 and Sg, Sy) will be
presented.

In the following only the results for A = 40 and A = 1 are
going to be compared. The results for A = 6 almost in all
cases showed oscillatory dependence of the scaling error
on the scale factor. For example, in some cases the scaling
errors between A = 1 and A = 6 surprisingly turned out to
be higher, than between A = 1 and A = 40. Because of this
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behavior of the numerical model it was decided to neglect
the results for A = 6, until the reasons are clarified.

6.1  SCALING ERROR FOR Sy, AND 6

In Figures 4, 5 and 6 one can see the scaling error for
sinkage at midship (6Sy). The value of §S,, was calculated
according to the following formula:

8Sy = Sp'P — Sppodely, (1)
where S ,\s,,hm, model are the sinkages calculated at the full
scale and model scale and A - scale factor. Sy, is the change
of the vertical coordinate of the ship’s center of gravity,
which is negative for squat. This means, that if §S,, is
negative, then the center of gravity of the ship is lower,
than for the model and vice versa.

The analysis of the mentioned plots allows to notice the
following trends. First of all, one can see, that the most
plots for h/T = 1.15 do not correspond very well to the
ones for higher h/T. Only for PPM52 the curve h/T=1.15
follows the overall trends and seems reasonable, whereas
for PPM55 and PM32 the results for h/T=1.15 do not
agree at all with other depths. Therefore, one can
conclude, that the numerical solution at h/T=1.15
obviously has a higher numerical uncertainty, than that for
h/T=1.25. Because of this, the results for h/T could not be
considered reliable. However, the behavior of the solution
for PPM52 points to the fact, that the absolute value of the
scaling error increases, when the depth-by-draft ratio
diminishes and at h/T = 1.15 there is rapid growth
compared to h/T = 1.25 (see Fig. 5). Second of all, in most
cases the scaling error for Swis negative. This means, that
the ship vertical position is lower than that of the model

(Sg''P < Sprodel 3y This agrees well with the observations
made in (von Graefe, 2011). However, in all considered
cases the absolute value of the error is smaller than 15 cm
(the evaluation in percent will be shown for 65z, 65y in
the next subsection (see Figs. 10, 11 and 12). Third of all,
the increase of the roughness height obviously results in
the reduction of Sy and in some cases not only the
absolute value, but also the sign of the scaling error
changes (see e.g. Fig. 4).

Unfortunately, it does not seem possible, to determine
general trends in the behavior of §S,: for each ship the
dependence of the scaling error on h/T, Fr and ks looks
differently, e.g. for PPM52 one can see a monotone trend,
for PPMS55 the data contains a jump between Fr=0.11 and
0.13, whereas for PM32 the scaling error turned out to be
almost independent of the mentioned parameters.
Therefore, one can draw a conclusion, that the derivation
of a generally valid correction for the scaling error cannot
be undertaken, at least with the available database.

The scaling error for the trim angle was calculated
according to the following formula:

50 = @shiv _ Hmodel’ (1)
where §5hP, gmodelare the values computed for the ship
and the model respectively. If 86 is positive, the ship is
trimmed more to the bow, than the model, and vice versa.
The curves for §0 can be seen in Figures 7, 8 and 9.
Exactly as it was noticed for Sm, the plots for h/T = 1.15

393

19— 23 May 2019, Ostend, Belgium

do not agree well with the plot for other h/T, even though
in case of §6 the situation is a bit better. The scaling error
of 6 obviously strongly depends on the roughness height,
used for the full scale simulations, which is an expected
result, since the roughness affects the viscous forces under
the hull and the pressure drop. However, the trends vary
between the ships. For PPMSS5 the dependence is
oscillatory, whereas for PPM52 and PM32 the error is
positive at small kg ( §5MP > gmodel) byt starting from
ks = 1lmm it changes the sign. In computations of (von
Graefe, 2011) the error in trim angle was positive as well,
i.e. the ship trimmed more to the bow. However, the values
of the roughness used in the computations were not
reported in that work.

The 86 increases, when h/T is reduced and when Fr
grows. Generally, the values of §6 are quite small (<
0.02°), but significantly different for all hull forms.

6.2  SCALING ERROR FOR THE MAXIMUM
SINKAGE

As it has already been mentioned, analysis the differences
in maximum sinkage between the model scale and the full
scale can be undertaken using the plots for §S;z and 6.
Whether the sinkage at the bow or at the stern is larger,
depends on the sign of the trim angle. If the sign is
positive, then the sinkage at the bow is larger, than at the
stern and vice versa. The containerships PPMS5 and
PM32 are trimmed to the stern, but PPM52 - to the bow.
Therefore, in this section the quantity Syis analyzed for
PPMS55 and PM32, whereas for PPMS52 - §S;. Formulae
for §Sg and §Sy are similar to the one used for §S,,.From
the plots shown in Figures 10, 11, 12, 13, 14 and 15 one
can draw the following conclusions. In most cases (&/T =
1.25 - 2.0), the scaling error of maximum sinkage is under
10%. The only exception is the case h/T =1.15, where the
relative deviation can reach 12-15%. However, one has to
keep in mind that the results for h/T = 1.15 have higher
uncertainty. The maximum absolute discrepancy in the
maximum sinkage between the model and the ship is 19cm
(PPM52, h/T=1.15, k;=0.15mm). The values of §Sg, 6Sy
are obviously very sensitive to the roughness height. The
larger the value of kg is, the better is the agreement
between the ship and the model squat estimations. For
example, the scaling error of Sphas maximum value of
15% for PPMS52 at kg = 0.15mm, but at kg=2mm its value
diminishes to 5%. In the majority of the considered cases
the scaling error is negative (squat effect is more
pronounced for the ship, that for the model), which has to
be taken into account in practice.

Similarly to the previously analyzed quantities, the trends
for the scaling error of maximum sinkage vary strongly
among the ships and therefore a generally valid correction
seems hard to derive. One has to mention the interesting
results observed for PM32, where the scaling error is in
general much smaller than for other two ships and is
almost independent of the sand roughness or the Froude
number.
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7  CONCLUSION

The conducted numerical analysis of the scale effects on
squat for the range of depth-by-draft ratio h/T=1.25-2.0
has shown, that the conversion of the data from the model
to the full scale using linear scaling leads to an error of
about 10% (15cm) percent of the maximum sinkage.
Under very shallow water conditions (h/T =1.15) this
error can reach up to 15% (19cm). The squat effect in
model scale is normally less intense, than at full scale. This
means, that for a ship the values of the sinkage can be from
7 -10% (at h/T = 1.25) to 15% (h/T = 1.15) larger, than
that observed in model tests. Other authors drew similar
conclusions on this matter (von Graefe, 2011). As the h/T
is reduced, the conversion error grows, because of the
increasing importance of the viscous effects. The
reliability of the results for the lowest h/T considered in
the present work (1.15) unfortunately remains an open
question. Since at smaller values of h/T the physics of the
flow becomes more complex and the numerical solution
of the task is more challenging, additional study is needed,
to determine the source of the errors. The authors consider
this to be an important task, since at h/T=1.15 a dramatic
increase of the scaling error was observed and one has to
make sure, that this phenomenon is accurately captured.

The parameters of the ship hull roughness have a
significant influence on the studied phenomenon due to the
influence on the boundary layer thickness. Up to some
particular point the increase of kg leads to a reduction of
the scaling error, but at high values of k the error changes
its sign and its absolute values start growing again.

The initial idea of the conducted research was to derive
scaling laws, which would help to decrease the error of
linear scaling for the values of sinkage from model scale
to full scale. However, as it was shown the 85,,, 66, §S5,
Sy as the functions for h/T, kg, Fr behave themselves
completely differently for each ship, even though the
considered ships have similar hull forms and block
coefficients and thus it is hard to propose a generally valid
correction even for one class of ships. The derivation of
the correction for one ship would lead to increase of the
error for the other hull forms. But keeping in mind, that
the overall maximum scaling error observed in numerical
analysis was 8% of the UKC (19cm in full scale), the
necessity of a correction is questionable.
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Figure 1. Considered hull forms, I

Figure 2. Considered hull forms, II
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Figure 3. Slices of the computational mesh at the ship stern (a) —coarse, (b) —-medium, (c) - fine
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Figure 4. 85, for different sand roughnesses, PPM55
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Figure 16. Comparison of the sinkage at midship and trim angle between the model scale and the full scale
for two values of the sand roughness, PPM52
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