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Formation control refers to a collective behaviour of multi-agent systems where indi-
vidual agents come together to form a pattern, often geometric. These formations can
enable multi-agent systems to function more effectively in a broad range of applications.
Many formation control algorithms require centralized decision making, communication
between agents or a centralized decision maker and other factors that increase per-agent
cost and reduce the robustness and scalability of multi-agent systems. To this end, we
introduce two algorithms that operate using local decision making and limited or no
communication. The first algorithm is a communication-free and index-free algorithm
based on polar indicator distributions. The second is a progressive assignment algorithm
using limited, situated communication that deterministically assigns agents a position
in the objective formation along a convex spiral directed path graph. We also present
an extension of the second algorithm for 3-dimensional formation definitions. The first
algorithm is demonstrated in a physical experiment using ground-based agents while the
second one is simulated using micro air vehicles (MAVs) in a physics-based simulator.
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1 Introduction

Formation control refers to a collective behaviour of multi-agent systems where individ-

ual agents come together to form a pattern, often geometric. These formations can enable

multi-agent systems to function more effectively in a broad range of applications includ-

ing satellites and search-and-rescue [1]. Formation control systems can also be used to

model collective behaviours found in nature, such as insect swarms and bird formations.

1.1 Motivation

The primary goal of this thesis is to explore formation control algorithms that operate

under limited communication situations and allow for arbitrary patterns to be achieved.

Since for many applications of formation control all agents involved are equivalent, or

anonymous, distributed algorithms are of particular interest.

Multi-agent systems by definition consist of multiple agents. The costs, both monetar-

ily and in terms of power usage, of each agent is magnified across the entire system. Thus,

there is incentive to minimize the per-agent costs. Communication hardware can have a

significant effect on these costs, so minimizing communication between agents reduces

costs. Moreover, even though ubiquitous connectivity is becoming a trend across multiple

domains, including robotics, interaction models based on local behaviour observation can

bring increased robustness and scalability to multi-agent systems.

To this end we introduce two algorithms that operate under conditions with reduced

the absence of communication between agents. The first one, described in chapter 4,

1



CHAPTER 1. INTRODUCTION 2

describes an algorithm where agents do not communicate at all. The second, described

in chapter 5 and modified in chapter 6, uses one way broadcast communication between

agents.

1.2 Structure

The structure of this thesis, flowing from abstract to concrete, is as follows

Chapter 2 and 3 give an overview of the field of Formation Control and the common

types of algorithms used therein. We also explore hardware and software consider-

ations, in particular with respect to the choices used for our own project.

Chapters 4 to 6 offer an in depth formulation of our proposed algorithms, starting with

a entirely communication-free algorithm, followed by a progressive assignment

based algorithm with limited communication in two dimensions, and finally an ex-

tension of the progressive assignment algorithm into three dimensions.

Chapter 7 covers the implementation and results of our proposed algorithms. We dis-

cuss aspects of implementation including difficulties encountered and suggestions

for future improvements. We also provide rough comparisons of the algorithms

presented.



2 Formation Control

Many applications either require or benefit from the cooperation of multiple agents.

We are primarily concerned with static formation for the purposes of this thesis, rather

than formation tracking. Static formation refers to achieving some objective formation.

Once the objective formation has been achieved it is considered a success. Formation

tracking instead focuses on maintaining a formation as it moves through space, although

it may implicitly include the initial achievement of the formation.

We can classify formation control algorithms based on a number of parameters [2]:

how the objective formation is defined, how much or how little agents are allowed to

communicate, where decisions related to the formation are made, and whether the agents

are indexed or not. Each algorithm can then be described as a combination of these

parameters. For instance, chapter 4 describes a communication-free, anonymous (index-

free), decentralized formation control algorithm, whereas chapters 5 and 6 describe a

displacement-based, limited communication, decentralized and indexed algorithm.

2.1 Objective Formation Definition

The objective formation definition refers to how the overall structure of the formation is

specified. The three main approaches to this are position-, distance- and displacement-

based [2].

This list is not exhaustive and sometimes it can be difficult to categorize an algorithm

strictly into one of these categories [3]. For instance, bearing-based algorithms, which

3
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Positional

(0, 0)

(1, 3)

(2, 1)

(a) Positional-based

Distance

√5

√5
√10

(b) Distance-based

Displacement

(2, 1)

(-1, 2)

(1, 3)

(c) Displacement-based

Figure 2.1: Objective formation definition types

can be used to form regular polygons by maintaining a constant angle between neighbors,

could be categorized as displacement-based except that there is no requirement on how

close or far the agents are.

Position-based By far the most flexible of the approaches. Each agent is assigned an

absolute position in the formation. Necessitates that all agents have a common

frame of reference for both position and orientation.

Distance-based Each agent tries to maintain distance to nearby agents. No common

frame of reference is necessary. It can be used to model flocking behavior. Requires

at distances defined for at least 2 neighbors to be stable in 2 dimensions and 3 in 3

dimensions.

Displacement-based Each agent attempts to maintain a particular displacement from its

neighbors [1]. Agents require a common frame of reference for orientation but not

position. Each agent may have one or more displacements defined or displacements

may be symmetrically defined.
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2.2 Level of Communication

Another factor to consider when selecting an algorithm or designing your agents is how

much communication between agents is necessary or feasible. Communication hardware

increases the cost of each agent and also increases power consumption. However, using

more communication generally makes achieving more complex behavior easier.

Communication-Free Agents do not directly communicate with each other at all. They

may still sense neighbors.

Limited Communication Agents can communicate through limited means. Commu-

nication may rely on short-range signals such as situated communication [4] or

through visual means. Communication may be one-way, such as only being able to

broadcast.

Full Communication Any agent is able to communicate with any other agent.

2.3 Decision Making

Similarly, many formation control algorithms require making decisions, such as which

position in the objective formation an agent should be assigned to. Choosing to have

a single decision-maker can simplify algorithms but is also more susceptible to failure.

Decentralization often complicates algorithm design but is more robust under failure.

Centralized One agent or an outside source of truth. Makes decisions for all agents in

play. Requires full communication.

Decentralized No single source of truth. Each agent makes decisions for itself. May

still coordinate with other agents. Consensus-based with higher communication or

local-only decision making in the absence of communication.
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2.4 Indexing

Anonymous or index-free formation control algorithms are well suited to groups of ho-

mogeneous agents, that is that each agent is functionally equivalent to each other and can

successfully fulfill any role in the formation. In nature, homogeneous swarms are com-

mon, such as schools of fish or flocks of birds. This is contrasted with heterogeneous

formation, where each agent is not necessarily considered equivalent to every other agent.

An example of a heterogeneous swarm might be a mother duck leading her ducklings.

Indexed algorithms, however, make no assumption about the equivalency of agents. They

can be applied to both homogeneous and heterogeneous groups of agents. Agents might

be assigned a particular role or position based on some context, such as having extra ca-

pabilities or proximity to the desired position. Indices can be preassigned or assigned in

real-time.

Most current work has focused on indexed algorithms [2], [5], [6]. Some work has

been done using permutation-invariance, that is algorithms that function identically even

when agent indices are shuffled [7]–[9]. One of the first truly index-free formation control

algorithms uses indicator distributions [10].

Progressive formation control algorithms are an interesting combination of index-free

and indexed formation control [11]. Initially, all agents start out anonymous but then,

through some process, the agents receive an ID and are added to the formation. The

algorithm presented in chapters 5 and 6 is a progressive formation control algorithm.

Anonymous Also called index-free. Each agent is equivalent and can fulfill any role in

the formation.

Indexed Agents are assigned specific roles in the formation.
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2.5 Considerations

When selecting an algorithm there are a number of factors to consider. Certain con-

straints might rule out certain classes of algorithms. Among the factors to consider are

processing power, availability of sensors and application requirements. In an ideal situ-

ation with unlimited processing power and perfect information, any objective formation

can be achieved. However, processing power, sensors, and communication hardware all

cost money and energy. In many embedded applications, the availability of energy is lim-

ited and must be carefully rationed and when a large number of agents are needed, the

cost of an individual agent becomes more significant.



3 Robotics Hardware and Software

3.1 Robotics Hardware

This is only a very brief overview of robotics hardware with a narrow focus on hardware

related to formation control and in particular hardware used throughout the development

of this thesis. Actuators and other methods of interacting with the environment, for in-

stance, are not discussed at all. We broadly discuss types of vehicles used, onboard pro-

cessing and the necessary sensors. Each of these is a component of an agent but no single

component defines the agent itself.

3.1.1 Vehicles

Each agent generally needs some method of moving around in the environment, otherwise

moving to achieve an objective formation would not be possible.

Drones Drones are unmanned aerial vehicles. They are generally divided into two cate-

gories: fixed-wing and rotary-wing. Fixed-wing drones are similar to commercial

jets and fly by thrusting forward and relying on aerodynamics to generate lift. They

require constant motion to stay aerial. Rotary-wing drones, such as helicopters,

generate lift directly by rotating large blades. They are capable of maintaining a

constant position in space. Rotary-wing drones with four or six rotors, often called

quad- or hexacopters respectively, are commonly used in embedded applications

due to their stability, maneuverability, and simpler control compared to fixed-wing.

8
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(a) Example drone (b) Example ground vehicle

Figure 3.1: Example autonomous vehicles. 3.1b shows an agent used in section 7.1

Ground Vehicles Unmanned ground vehicles are also incredibly varied in terms of size

and function. Small radio controlled cars can be adapted into an autonomous agent

by replacing the radio control hardware. Self-driving cars are another example of

unmanned ground vehicles. Similarly, robotic vacuum cleaners are also unmanned

ground vehicles. Not all ground vehicles necessarily need wheels or follow the

same kinematics as normal cars.

3.1.2 Processing

Autonomous vehicles require processing to function. At the lowest level, they must pro-

cess sensor data and control the vehicle’s systems. On top of that, processing power is

needed to perform whatever task is necessary. Certain processes might be real-time, re-

quiring computation to be completed by strict deadlines continuously, such as the flight

controller of a drone. Failure of the flight controller may result in the vehicle catastroph-

ically failing and crashing. For this reason, low-level control of the vehicle is sometimes

relegated to separate hardware, such as the Pixhawk [12]. This allows for a better separa-

tion of concerns between the high-level application and the low-level details of controlling

the vehicle.
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The rise of single-board computers such as the Raspberry Pi have simplified program-

ming of embedded systems, developers are no longer restricted to C/C++ and assembly.

A single-board computer is a small embedded device with strong capabilities. They usu-

ally run some flavor of Linux and allow for a large range of toolsets and applications to

be used.

Still, sometimes certain calculations can benefit from older approaches. Field pro-

grammable gate arrays, or FPGAs, allow custom logic to be implemented in hardware

resulting in faster, reliable execution and lower power consumption than general comput-

ing devices. Similarly, single-board computers running Linux have more overhead that

can interfere with real-time systems and consumes extra power.

3.1.3 Sensors

Finally, autonomous vehicles need some way of perceiving their surrounding environ-

ment. In terms of formation control algorithms, two primary forms of sensing are needed:

vision, the ability to see the shape of the environment and sense other agents located

nearby, and localization, the ability to determine where the agent itself is located in the

environment. Both forms are complex problems in their own right and are the subject of

rigorous study [13]–[16].

Localization is the problem of determining where an agent is located. This localiza-

tion can be with respect to some specific, locally defined, coordinate frame or a global

coordinate frame. Localization methods are often combined to improve accuracy [16]–

[18]. One common form of localization is the use of a GNSS (global navigation satellite

system) sensor. The most popular among these, GPS (Global Positioning System), is a

system of global positioning using satellites in orbit of earth. Since the signals used for

localization, in this case, come from space, the accuracy of this method is dependent on

certain factors of the environment [19]. Additionally, the resolution of the location, how

precisely an agent can determine its position, can vary from by an order of magnitude,
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from tens of centimeters to tens of meters.

Another form of localization comes from odometry [20]. Odometry is the process of

using sensor data to estimate movement over time. It requires a known initial position

from which it can estimate the current location. Odometry systems are often subject to

an increasingly larger error in the actual position versus projected position called drift.

However, over short spans they can be very accurate.

Vision is the perception of an environment by an agent using images. Cameras are

an obvious choice as a sensor, but LIDAR and other depth perceiving sensors are also

very useful. Using object detection algorithms, an agent can approximate the position of

nearby agents [21]. It can be used for the purpose of localization as well, using either

an a priori map or one built on the fly, as in Simultaneous Localization and Mapping

[22]–[26]. The local environment of the agent is sensed and then compared to the map to

determine where the agent is.

3.2 Software and Simulation tools

3.2.1 ROS

The Robot Operating System (ROS) is an open-source framework for writing software

to control robots. While not an operating system in the true sense, such as Windows or

Linux, it provides a cross-language communication layer that allows robotic systems to

be built in a modular and reusable way [27]. The system broadly follows the publish-

subscribe architecture pattern.

ROS is based on a few key concepts from which the rest of the system falls into place.

These concepts are messages, topics, nodes and services.

Messages Messages are essentially structured containers of data. They are predefined

and consist of a few basic types as building blocks. More complex messages can be

composited from other message types. They also generally have rich interaction in
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Figure 3.2: Reproduced diagram of ROS basic concepts [28]

each language. For instance, in C++ the messages are represented by native objects.

These messages are the messages that get passed around from node to node through

topics.

Topics Under the publish-subscribe paradigm, topics represent the various channels that

messages pass through. Each topic is identified by a name. A message is then sent,

or published, to a particular topic, and any node listening, or subscribed, to that

topic can then receive the message. Each topic is strongly typed, that is associated

with exactly one message type. It is important to note that when a node sends a mes-

sage to a topic, it does not specify any recipients. Rather, any node subscribed to the

topic will receive it. Conversely, any node subscribed to a topic has no information

about the source of the message.

Nodes Nodes are where the bulk of the work is done. They can communicate with other

nodes by sending messages to a topic or subscribing to a topic. They may call

upon services offered by other nodes or offer services of their own. Nodes usually

perform some specified task. They may directly control some specific hardware,

collect sensor data or run calculations on data.
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Services Services are defined by a pair of message types and advertised by a node. They

differ from topics in two main ways. First, the service is associated with a specific

node as opposed to topics which are not associated with nodes. Second, they send

information back to the node that called the service.

Services resemble remote procedure calls. Some data is sent to the node called the

request analogous to parameters and then some data is sent back called the response.

This request/response pair, along with a name are what define the service. Unlike

topics, which are many to many, only one node is allowed to advertise a given

service.

3.2.2 PX4

The PX4 Drone Autopilot is a software stack designed to allow for remote control of

multi-rotor UAVs. The system handles the low-level details of flying a UAV as well as

managing sensor data. It can receive high level instructions, such as positional or velocity-

based setpoints and transform them into a low level instructions to the motors controlling

each rotor. Additionally, the software can handle fail-safes, such as low power or loss of

communication with the base station, in a configurable and robust way. It can communi-

cate wirelessly with a base station or remote control, or with a separate onboard micro-

controller through, for example, a commonly used messaging protocol called MAVLink.

3.2.3 Gazebo

Gazebo is a 3D physics simulator with a focus on robotics [29]. It supports complex in-

teractions between multiple agents in a simulated environment and is highly extensible.

It also models vision based sensors such as cameras and LIDAR, allowing rapid develop-

ment and testing of robotics algorithms. A large number of commercially available robots

and autonomous vehicles have simulation packages and models available for Gazebo.
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Although Gazebo works as a standalone simulator, it is often used in conjunction

with ROS. A high level of interoperability allows developers to take advantage of existing

ROS tools and libraries when developing applications using Gazebo. Gazebo can also

be used for automated testing of complex applications in realistic scenarios. The ability

to simulate multiple agents simultaneously is vital for formation control research. By

leveraging the Gazebo simulator and ROS integration, the same codebase can be used in

both simulation and practice.

RotorS

RotorS is a multi-rotor UAV simulation module for Gazebo [30]. On top of a more realis-

tic simulation, it offers a set of multi-rotor models for various drones and a suite of tools

for designing and simulating custom multi-rotor UAVs. The PX4 firmware can operate

on top of RotorS as a Software in the Loop (SITL) simulation.



4 Communication-free Formation

Control

Portions of text and figures reproduced from author’s previous work [31].

4.1 Overview

The algorithm presented in this chapter is both communication free and index-free. It

requires agents to share a global orientation frame (e.g., through a compass) but does

not require a common global reference frame. Broadly speaking, each agent has a set

of polar distributions (equation (4.1)) called the objective positions, and one for its own

current position. The agent then selects the best candidate among the objective position

distributions based on its own distribution and then moves to minimize the difference, or

error, between them.

4.2 Motivation

The motivation behind these polar distributions is that they account for errors or noise in

the agents’ sensors. Rather than utilizing individual points in space to define the positions

of all other agents, which then would have to be matched one-to-one with positions in the

objective formation configuration, the polar distributions represent a sort of probability

distribution of what an agent sees around it in terms of free and occupied space.

15
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(a) Objective

pattern

(b) –ψ0|τ=0(θ),

–ψ0|τ>0(θ)

(c) —ψ1|τ=0(θ),

–ψ1|τ>0(θ)

(d) –ψ3|τ=0(θ),

–ψ3|τ>0(θ)

Figure 4.1: Illustration of the polar indicator distribution. Figure (a) shows a wedge

configuration of 7 agents. Figures (b), (c) and (d) show the polar indicator distribution of

the first, second and fourth (top) agents, if indexed from left to right, for τ = 0 and τ > 0.

4.3 Formulation

We will only deal with the 2D case here. The full 3D formulation is found in our previous

work [31].

Definition 4.1 (Polar Indicator Distribution). Given a set of N agents with positions

(xi, yi) ∈ R2 ∀ i = 1, . . . , N , let Ni be the set of agent i’s neighbors. Their positions

are measured from the perspective of agent i’s local frame of reference and represented

by (xij, y
i
j) ≡ (rij, θ

j
i ) ∀j ∈ Ni in Cartesian coordinates or polar coordinates, respectively.

Then we define agent i’s polar indicator distribution by

ψi(θ) = α
∑︂
j∈Ni

w(rij)(θ) ∗ δ(θ − θij) (4.1)

where δ(θ) is the Dirac delta function defined in in the subset [0, 2π) ⊂ R, α > 0 is a

constant and w(r)(θ) is defined as w(r)(θ) = exp (−θQ(r)(θ)) where Q(r) > 0.

The Dirac delta function represents the bearing of a specified neighbor andQ(r) mod-

ifies it as a function of distance. Because the distribution is defined over a finite range of

R, we can easily discretize it and represent it using an array in our actual implementation.
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Q(r) is defined as

Q(r) = βr2 + τ (4.2)

for β, τ ∈ R, β, τ > 0 where β varies the width of w(r) based on distance and τ intro-

duces a constant minimum width. With this definition we can expand the definition of an

agents distribution into equation (4.3) as illustrated in figure 4.1

ψi(θ) = α
∑︂
j∈Ni

exp
(︂
−
(︂
βrij

2
+ τ
)︂ (︁
θ − θij

)︁2)︂ (4.3)

4.4 Position Assignment

Each agent must autonomously assign itself a position in the formation. In some for-

mation control algorithms, such as bearing and distance based ones, all positions are

inherently equivalent and thus position assignment does not make sense. In others, posi-

tions are either explicitly assigned ahead of time, or are negotiated through some form of

communication [2].

Definition 4.2. In order to achieve this, we define a cost function for achieving a desired

position ψ∗
j for an agent in position ψi as

Dψi
(ψ∗

j ) =

∫︂ 2π

0

(︁
ψi(θ)− ψ∗

j (θ)
)︁2
dθ (4.4)

from which an agent decides its objective position by minimizing

ψobji = ψ∗
j : j = argmin

j=1,...,N
Dψi

(ψ∗
j ), D

obj
ψi

..= Dψi
(ψobji ) (4.5)

Definition 4.3 (Formation objective). Given a pattern configuration defined by a set of N

positions, from which we can calculate their individual spherical distributions, the desired

formation shape of a group of agents is represented by the set Eψ = {ψ∗
1, . . . , ψ

∗
N} of
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desired spherical indicator distributions. Therefore, the formation objective is to have a

permutation σ ∈ SN such that Dψi
(ψ∗

σ(i)) < δ for a constant δ ∈ R, δ > 0. The value of δ

is the minimum error allowed to assume a successful convergence to the desired position.

The set {ψi(θ)} represents the agents’ positions and {ψ∗
j (θ)} the desired positions.

Definition 4.2 does not ensure that there exists a permutation σ mapping the set of

agents into the set of formation positions. This is an initial approach to the problem and

therefore we operate under the assumption that the initial distribution of agents ensures

the existence of σ.

Our next step is to minimize the cost function of achieving convergence as defined in

definition 4.3. Here is where the value of τ comes in to play. Because of our definition

of ψi(θ) from equation (4.3), if τ is too small then the minimization problem can become

non-convex. ψi(θ) becomes comprised of several peaks with values close to zero between

them. This means that a local minimum exists where several peaks line up but others do

not. The value of τ can be adjusted to minimize this risk.

4.5 Collision Avoidance

The algorithm presented above does not consider collision avoidance. For example, when

rj → 0, the contribution of j to ψi is reduced to a constant, and in particular can lead to

a collision. This is especially true when neighbors are distributed densely over θ and ψi

becomes almost constant.

The following modification to equation (4.1) introduces collision avoidance into the

algorithm. We define two thresholds rs and rd representing the minimum distance con-
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sidered safe and the minimum distance where the danger collision is likely.

ψi(θ) =
∑︂
j∈Ni

αj exp
(︂
−
(︂
βrij

2
+ τ
)︂ (︁
θ − θij

)︁2)︂
, αj =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
α if rs < rj

rj/(rj − rd) if rd < rj ≤ rs

∞ if rd ≤ rj
(4.6)

4.6 Control Inputs

Next, we define the control input for our algorithm. We first consider a single-integrator

model (where input is given in terms of velocity) and then later expand it for double-

integrator models (acceleration based).

For a single-integrator model each agent i’s dynamics are given by pi[k+1] = pi[k]+

Tsui[k] where pi[k], ui[k] ∈ R2 denoting position and velocity respectively at time k with

sampling period Ts. ui[k] is defined in terms of radial and angular inputs (uir [k], uiθ [k])

representing speed and direction respectively. We can calculate rij[k+1] and θij[k+1] for

agent i using trigonometry to define a cost function.

rij[k + 1]2 = rij[k]
2 + T 2

s uir [k]
2 − 2Tsr

i
j[k]uir [k] cos

(︁
θij[k]− uiθ

)︁
(4.7)

θij[k + 1] = arccos

(︄
rij[k] cos

(︁
θij[k]

)︁
− Tsuir [k] cos (uiθ [k])

rij[k + 1]

)︄
(4.8)

Definition 4.4 (Cost function). Given an agent with dynamics described by a single in-

tegrator, its position represented by ψi(θ), and its position objective by ψobji (θ), then we

define its cost function at a time step k by

Ji[k] =

∫︂ 2π

0

(︂
ψi − ψobji

)︂2
dθ + γ||ui||2 = Dobj

ψi
[k] + γuir [k] (4.9)

where γ > 0 controls the weight of the closed loop control.
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From this this we propose a control law to minimize (equation (4.9))

uiθ [k] =
˜︁θ : ˜︁θ = argmin˜︁θ∈[0,2π)

∫︂ 2π

0

(︂
ψi

[︂
k+1 | uiθ [k] = ˜︁θ]︂− ψobji [k]

)︂2
dθ (4.10)

uir [k] = ν
Dobj
ψi

10δ +Dobj
ψi

(4.11)

where ψ is the maximum allowable error for convergence defined in definition 4.3.

The factor 10 is to encourage faster convergence of u2ir with respect to the error term from

equation (4.9).

Similarly for a double-integrator model each agent i’s dynamics are given by pi[k+] =

pi[k]Tsqi[k], qi[k + 1] = qi[k] + Tsui[k] where pi[k],qi[k] and ui[k] denote position, ve-

locity and acceleration respectively. Our control input is now ui[k] or acceleration with

components uir and uiθ representing radial and angular acceleration. We must modify the

cost function (equation (4.9)) to account for velocity into Ji[k] = Dobj
ψi

[k] + γruir [k] +

γθ |uiθ [k]|. Now we can adjust our desired angular speed from (equation (4.10)) into

qiθ [k] =
˜︁θ : ˜︁θ = argmin˜︁θ ∈ [︂

qiθ−uimax
θ

,qiθ+uimax
θ

)︂
∫︂ 2π

0

(︂
ψi

[︂
k + 1 | uiθ [k] = ˜︁θ]︂− ψobji [k]

)︂2
dθ

(4.12)

where we change the minimization interval to account for our maximum radial accel-

eration. Our control inputs then simply become uiθ = qiθ [k] − qiθ [k − 1] and uir =

qir [k]− qir [k − 1].



5 2D Minimal Communication

Formation Control

Portions of text and figures reproduced from author’s previous work [32].

5.1 Overview

The algorithm presented in this chapter uses minimal communication between agents.

It is a progressive algorithm whereby agents start as anonymous or index-free and self

assign an index. It requires agents to share a global orientation frame. Broadly speaking,

the algorithm is divided into two phases. The first phase is position assignment. Each

agent self assigns a position in turn in a deterministic manner based on a locally convex

spiral. The second phase involves each agent following its parent, the previous agent on

the spiral, while maintaining a displacement to achieve the final formation.

5.2 Motivation

This algorithm was partially inspired by Pinciroli’s progressive formation algorithm [11].

Compared to their work, our algorithm requires only one-way communication and no ne-

gotiation between agents, allowing for lower latency during the assignment phase. Our al-

gorithm introduces a constraint on the available objective formation configurations based

on the sensing characteristics of each agent. Additionally, we are able to easily extend our

21
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algorithm into three dimensions as explained in chapter 6.

5.3 Formulation

In this chapter the following notation is used. [N ] = {k ∈ Z+ : k ≤ N} to denote

the set of the first N positive integers. Given a set of vectors x1, . . . , xN ∈ Rn, x =

[xT1 , . . . , x
T
N ] ∈ RnN denotes the stacking of vectors. Conv(q) denotes the convex hull of

q and by δConv(q) its boundary, which is a convex polygon.

We define the formation as a set of points q = [q1, . . . , qN ] ∈ R2N . Given a set of

N agents with positions p(t) = [p1(t), . . . , pN(t)] ∈ R2N , our goal is to achieve a spatial

distribution equivalent to q under translation.

Definition 5.1 (Formation Objective). Given an objective point set q and a set of agents

represented by their positions p(t), we consider that the formation has been achieved at a

time t = t′ if a permutation σ : [N ] → [N ] exists such that

∥pi(t′)− p0(t
′) + qσ(i) − qσ(0)∥ < ε (5.1a)

∥ṗi(t′)∥ < δ (5.1b)

for constants ε, δ > 0 that represent the maximum error allowed for positions and speed.

We assume that agents are able to measure the position of any other agent in line-of-sight

up to a maximum sensing distance δs.

Thus we have two disjoint problems to solve. First, find a permutation σ : [N ] →

[N ] such that equation (5.1) can be fulfilled. Second, define a control law such that we

can converge to the desired formation within the limit set by ε with t = t′ < ∞. We

propose a progressive assignment algorithm that enables agents to automatically assign

themselves a unique position in the objective formation. Additionally, a fairly standard

control law derived from previous work on leader-follower formation control algorithms

with collision avoidance is proposed.



CHAPTER 5. 2D MINIMAL COMMUNICATION FORMATION CONTROL 23

(b)	Assignment	order(a)	Formation	configuration

Figure 5.1: Illustration of the position assignment via a locally convex path.

5.4 Locally Convex Directed Path Graph

A locally convex directed path graph, or convex spiral, can be defined for an objective

formation configuration q that guarantees a unique assignment of identifiers. We call a

directed path graph locally convex if each point in the path, excepting the first and last,

form a convex angle with its neighbors. Figure 5.1 shows an example of a convex spiral

generated from a set of points. The convex spiral is generated using a trivial modification

to the Jarvis march method of computing the convex hull in the plane [33].

First we chose a node as the graph root called proot. Any node that lies on δConv(q)

is suitable, for instance the leftmost node. We define two sets P = {proot} and Q = q\P

where P denotes nodes that are already part of our convex spiral and Q denotes nodes

still to be considered. plast ∈ P denotes the last node added to P and is initially proot.

Then while |R| > 0 select a node ri ∈ R such that ∀rk ̸= ri ∈ R : rk lies to the right

of the line between plast and ri. We then move ri from R to P and plast becomes ri. That

is R = R ∩ {ri}, P = P ∪ {ri}, plast = ri.
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5.5 Position Assignment

Next, we describe an algorithm for position assignment requiring only one-way communi-

cation between agents. Suppose we have a set ofN agents where p(t) = [pT1 (t), . . . , p
T
N(t)] ∈

R2N represents position and δs represents an agents maximum sensing range. The objec-

tive formation is defined as q = [qT1 , . . . , q
T
N ] ∈ R2N . We assume the following condition

holds:

Assumption 5.1 (Distances in convex spiral). Let p(0) represent an initial distribution

of agents. Without any loss of generality, we assume the boundary of its convex hull is

the set δConv(p(0)) = {pi(0), . . . , ph0(0)} where h0 represents the number of agents in

δConv(p(0)). We assume that any agent in the convex hull boundary is able to sense its

two immediate neighbors, i.e., ∥qi − qi+1 mod h0∥ < δs ∀i ≤ h0, where δs is a lower limit

of the agents’ sensing range.

Each agent maintains a state that is either unassigned or the identifier of the position

they have been assigned to. All agents are initially unassigned. The agents periodically

broadcast their state. Situated communication can be used to locate the position of other

agents based on these broadcasts. Next, an agent must assign itself as root. This agent

must lie on δConv(p(0)). Since we assume a global reference frame, we can define the

root as the leftmost agent and then the agents must simply check to see if there are any

agents to their left or proot = argmin pix , pi ∈ p(0). Once the root node has assigned

itself, it starts broadcasting its identifier. We still need one more assumption in order to

guarantee each node on the convex spiral can self-assign.

Assumption 5.2 (Existence of a locally convex path). Let p(0) be the position ofN agents

after deployment. Given an agent in δConv(p(0)) identified as the root of the directed

path graph, and an assignment direction that uniquely identifies the second node in the

graph, then these two agents define a unique locally convex directed path graph in which

all agents are included exactly once. We assume that any two consecutive agents in the
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path are able to sense each other.

Assuming Assumption 2 holds, then all agents are able to self-assign a unique position

in the formation.

5.6 Collision Avoidance and Control Inputs

Given that the assignment process essentially creates a chain of leader-follower pairs, we

can easily adapt established leader-follower control laws from the literature. The down-

side to this is that small errors in the chain will compound. Additionally, convergence for

agents near the end of the chain takes significantly longer than agents near the beginning

of the chain. Another issue that arises is that we assume each agent except for the root

can sense its leader agent. If using line-of-sight based sensing then it is possible for other

agents to break line-of-sight while moving. Various solutions have been proposed, such

as using a non line-of-sight based sensing method or reducing the speed of the leader as

the follower approaches the sensing range limit or when line-of-sight is lost.

A potential is used for collision avoidance [34]:

Vij(t) =

⎧⎪⎪⎨⎪⎪⎩
(︃

min
{︃
0,

∥pij(t)∥2 −R2

∥pij(t)∥2 − r2

}︃)︃2

∥pij(t)∥ > r

∞ ∥pij(t)∥ < r

(5.2)

where R, r represent the warning and danger distance, respectively. These constants are

defined in a way such that an agent actively tries to avoid another agent when the distance

that separates them is smaller than the warning distance, and it must never be below or

equal to the danger distance.



6 3D Minimal Communication

Formation Control

Portions of text and figures reproduced from author’s previous work [32].

6.1 Overview

The extension of the previous algorithm into three dimensions relies on finding a map-

ping between the convex spiral in two dimensions and some ordering or path through the

objective formation in three dimensions. However, given the increase in complexity in

the possible shapes in three dimensions, we have not attempted to prove that such a path

exist.

6.2 Formulation

The following section is built on top of the ideas described in chapter 5. Specifically,

the position assignment process is identical. A few changes must be made to extend the

formation into three dimensions. Objective formation q must be redefined in terms of

R3N . We assume the agents are initially distributed in a plane, or, that when projected

into a plane, no agents occupy the same position. This allows us to use the position

assignment process without any significant changes.

Assumption 6.1 (Ordering). The position assignment process requires an ordering of

26
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the objective formation but the concept of a convex spiral does not easily extend into

three dimensions we must choose another, independent, method to specify an ordering.

Suppose we define σ as permutation of q such that σ = (σ(q1), σ(q2), . . . σ(qn)). We

define LOS(p1, p2) as true if, and only if, there is a clear line-of-sight between p1 and p2.

We assume σ is a valid ordering if it satisfies

∥qσi − qσi+1
∥ < δs, (6.1a)

LOS(qσi , qσi+1
) (6.1b)

where δs > 0 represents the maximum sensing distance of an agent.

Position assignment then follows section 5.5. The same collision avoidance and con-

trol inputs can also be used since they work irrespective of the dimension of the input

vectors. We do not provide a methodology for finding a valid ordering in the general

case. In the case that the objective formation consists of a single three-dimensional con-

vex hull then if the triangulation of the hull boundary contains a Hamiltonian path, it is a

sufficient ordering. All platonic solids contain a Hamiltonian cycle, which implies the ex-

istence of a Hamiltonian path [35]. Thus all graphs that are isomorphic to Platonic solids

contain a Hamiltonian cycle, however not all such graphs necessarily fulfill the sensing

requirements of this algorithm.



7 Implementation and Results

Sections 7.1 to 7.3 includes figures and some text from author’s previous work [31], [32].

7.1 Communication-free Formation Control

7.1.1 Implementation

In order to implement the algorithm, we needed to build several agents capable of acting

autonomously. They needed to be able to sense the other agents in the environment.

To this end, we built several autonomous vehicles based on 1:10 Elektro-Monstertruck

"NEW1" BL, an example of such is shown in figure 7.1a. We replaced the radio control

receiver with an Arduino and Raspberry Pi connected to each other via serial. The car is

controlled via two servo motors, one for turning and one for speed. Turning is limited to

±0.35rad or ≈ ±20deg. The Arduino takes care of generating the control signals for the

servos and receives instructions from the Raspberry Pi via serial. The Raspberry Pi runs

the actual algorithm. Each iteration of the algorithm is somewhat quick but there is a bit

of overhead from reading and processing the lidar data as well as a web server we run for

monitoring and visualization. Because of this, we run the algorithm in steps rather than

real-time and then move the car some distance after each step proportional to the velocity

control input.

To sense the other agents we included a RPLiDAR A1M8 lidar component mounted

on top of each truck. This lidar has a range of 12m and a 360-degree view of the en-

28
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(a) Example agent (b) Lab environment

Figure 7.1: (a) Autonomous agent used during experiment and (b) Illustration of lab

environment where the white column is used for orienting reference

vironment in a plane. Since we require a global orientation we use knowledge of the

environment’s geometry rather than using a compass or magnetometer for orientation.

The testing environment is a typical office room with furniture shown in figure 7.1b. It

features a column and we assigned a north and east direction to the walls adjacent to the

column. This was sufficient for our purposes, though a more robust orienting method

would be recommended for field use.

Owing to the kinematic properties of the agents we constructed and the relatively

small size of the testing environment, we opted for a relatively simple objective formation

with a rather large allowed error. We use 4 agents with a square pattern as the objective

formation.

7.1.2 Results

The results of the experiment are presented in figure 7.2. The polar indicator distributions

for 3 of the positions in the objective formation are presented in figures 7.2a to 7.2c. A

rough convergence was achieved in just 5 iterations. While this test has few agents and

a relatively simple formation definition, it shows that convergence is possible in realistic
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(a) Position 0 (b) Position 2 (c) Position 3

(d) Raw lidar output (e) Initial vision (f) Final vision

Figure 7.2: (a-c) Desired vision for bottom left, top left, and top right agents respectively

(d) Raw output of the lidar. (e) Initial view from an agent. (f) Final view from an agent

after convergence with respect to δ



CHAPTER 7. IMPLEMENTATION AND RESULTS 31

scenarios. More complex formations have been achieved in simulation.

7.2 2D Minimal Communication Formation Control

7.2.1 Implementation

We performed two simulations to test the formation control algorithm. In the first one,

we used a single-integrator simulator written in python. For the second we decided to

focus on having a more realistic simulation using Robot Operating System (ROS) with

the Gazebo simulator and RotorS for simulating the flight controller.

Figure 7.3 show the simulation environment for the Gazebo simulation. It consists

of the ROS master process, the Gazebo simulator, a formation broadcaster and a set of

processes for each drone in the simulation. Each drone runs a PX4 software in the loop

simulator (SITL), MAVROS for communicating with the PX4 and the formation control

process. The formation control process consists of two threads, one for communicating

with the PX4 through MAVROS and the other for high level movement planning. PX4 is

an opens source flight controller [12]. It can be used for simulation in Gazebo on top of

RotorS (a drone simulator plugin for Gazebo) [30]. In realistic scenarios, it runs on sep-

arate dedicated hardware. The formation broadcaster broadcasts the desired formation to

each drone through ROS. It is responsible for ordering the objective configuration which

may be computationally expensive. In a real implementation, the formation definition

could be embedded if the desired formation is static, or broadcast using other means. A

few quirks of the implementation are discussed in section 7.3.

7.2.2 Results

We have compared the performance of the single integrator simulation and results ob-

tained with ROS/Gazebo in terms of convergence time and agent paths. In order to be
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Figure 7.3: ROS/Gazebo implementation architecture.
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able to compare the single integrator implementation in Python with the ROS implemen-

tation, we have adjusted the time steps and speeds to match both simulations.

Figures 7.4a and 7.4b show the objective configuration and initial distribution of the

agents. We chose a line along the y-axis as the initial pattern and a 3x3 grid for the ob-

jective configuration. Rather than a random initial distribution, we have chosen a line in

order to show the efficacy of our method in a disadvantageous initial distribution. The

paths taken by both the single integrator simulation and the Gazebo drone simulation

are similar, with moments where collisions were being avoided being more clear in the

Gazebo simulation. The single integrator converges much faster, owing to the simpler

model used. This is shown in figures 7.4c and 7.4d, where instantaneous errors of indi-

vidual agents are illustrated. These errors are calculated as the norm of the difference of

the current leader-follower displacement and the objective one.

Drones have an approximate size of 55 cm by 55 cm, and the size of the area displayed

in figure 7.4a is 9 m × 9 m and 7.4b is 4 m × 25 m. For figures 7.4c and 7.4d the

size of the area displayed is 20 m × 30 m. Although, our control input to the drones

is velocity which the drone is not capable of instantaneously achieving. The maximum

speed was 1 m/s. The Gazebo simulation took 35 seconds to converge, which could be

improved with better control. The positions of the drones were sampled at 1Hz for the

single integrator simulation and 10Hz for the Gazebo simulation. Figure 7.5 shows the

final results in Gazebo. For the collision avoidance potential, we have utilized r = 1.5m

and R = 0.75m.

7.3 3D Minimal Communication Formation Control

7.3.1 Implementation

Since this is an extension of section 7.2 the implementation remains largely identical with

a few modifications to support specifying the objective formation in three dimensions. We
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(a) Objective configuration (b) Initial deployment

(c) Single integrator paths. (d) Paths in Gazebo.

(e) Single integrator errors. (f) Errors in Gazebo.

Figure 7.4: Simulation of a 3x3 grid formation in both
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Figure 7.5: Final 2D configuration in Gazebo

use the same process architecture specified in figure 7.3. In reality the implementations

are identical except for the Formation Broadcaster component. In the 2d case it broadcasts

the formation with a static z coordinate assigned for all positions. This means that due

to rounding errors and the properties of the collision avoidance potential, it would be

possible for two agents to pass over each other using the z axis. However this did not

happen in any of the simulations we ran.

7.3.2 Results

To demonstrate the validity of our algorithm for deploying drones into three-dimensional

configurations, we chose a pseudo-icosahedron as our objective configuration, which is il-

lustrated in figure 7.6a. Our pseudo-icosahedron is generated using vertices at (0,±1,±2)

rather than (0,±1,±ϕ) where ϕ is the golden ratio. The pseudo-icosahedron is scaled by

a factor of 20m so that the objective positions are farther than our collision avoidance

parameter r. The ordered path was generated manually. Additionally since the pseudo-
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icosahedron is an irregular platonic solid it demonstrates the flexibility of our algorithm.

The initial configuration was random as seen in figure 7.6b.

It took roughly 70 seconds to converge, with the same agent speed and collision avoid-

ance parameters used in the two-dimensional case. The 2D case converged in roughly 35

seconds but overall had shorter distance to travel and fewer agents so comparison is not

very useful. As mentioned in the 2D implementation, a better control algorithm could

reduce the time to convergence. Figure 7.7 shows a side view of the final configuration in

the Gazebo simulator. We used tho same parameters for the collision avoidance potential

as with the 2D case, r = 1.5m and R = 0.75m.
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(a) Objective configuration (b) Initial deployment

(c) Paths for 3D. (d) Errors for 3D.

(e) Paths for 2D. (f) Errors for 2D.

Figure 7.6: Simulation of an pseudo-icosahedron formation in both
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Figure 7.7: Final 3D configuration in Gazebo



8 Conclusion

Our goal was explore formation control algorithms that allow for arbitrary patterns to

be achieved and operate with limited or no communication between anonymous agents.

To this end, we introduced two algorithms plus a modification showing that arbitrary

formations can be achieved under the given constraints. Future work could focus on

improving the drawbacks of the presented approaches, including focusing on optimizing

convergence exploring alternative structures for use during assignment for the limited

communication algorithm and refining the 3d extension of the limited communication

algorithm.
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