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Abstract

In control, a common type of system is the multiple-input multiple-output
(MIMO) system, where the same input may affect multiple outputs, or con-
versely, the same output is affected by multiple inputs. In this thesis two
methods for controlling MIMO systems are examined, namely linear quadratic
Gaussian (LQG) control and decentralized control, and some of the difficulties
associated with them.
One difficulty when implementing decentralized control is to decide which

inputs should control which outputs, also called the input-output pairing
problem. There are multiple ways to solve this problem, among them using
gramian based measures, which include the Hankel interaction index array, the
participation matrix and the Σ2 method. These methods take into account
system dynamics as opposed to many other methods which only consider the
steady-state system. However, the gramian based methods have issues with
input and output scaling. Generally, this is handled by scaling all inputs and
outputs to have equal range. However, in this thesis it is demonstrated how
this can cause an incorrect pairing. Furthermore, this thesis examines other
methods of scaling the gramian based measures, using either row or column
sums, or by utilizing the Sinkhorn-Knopp algorithm. It is shown that there are
considerable benefits to be gained from the alternative scaling of the gramian
based measures, especially when using the Sinkhorn-Knopp algorithm. The
use of this method also has the advantage that the results are completely
independent of the original scaling of the inputs and outputs.
An expansion to the decentralized control structure is the sparse control, in

which a decentralized controller is expanded to include feed-forward or MIMO
blocks. In this thesis we explore how to best use the gramian based measures
to find sparse control structures, and propose a method which demonstrates
considerable improvement compared to existing methods of sparse control
structure design.

A prerequisite to implementing control configuration methods is an under-
standing of the processes in question. In this thesis we examine the pulp
refining process and design both static and dynamic models for pulp and pa-
per properties such as shives width, fiber length and tensile index, and various
available inputs. We demonstrate that utilizing internal variables (primarily
consistencies) estimated from temperature measurements yields improved re-
sults compared to using solely measured variables. The measurement data
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from the refiners is noisy, sometimes sparse and generally irregularly sampled.
This thesis discusses the challenges posed by these constraints and how they
can be resolved.
An alternative way to control a MIMO system is to implement an LQG

controller, which yields a single control structure for the entire system using
a state based controller. It has been proposed that LQG control can be an
effective control scheme to be used on networked control systems with wire-
less channels. These channels have a tendency to be unreliable with packet
delays and packet losses. This thesis examines how to implement an LQG con-
troller over such unreliable communication channels, and derives the optimal
controller minimizing the cost function expressed in actuated controls.
When new methods of control system design and analysis are introduced in

the control engineering field, it is important to compare the new results with
existing methods. Often this requires application of the methods on examples,
and for this purpose benchmark processes are introduced. However, in many
areas of control engineering research the number of examples are relatively few,
in particular when MIMO systems are considered. For a thorough assessment
of a method, however, as large number of relevant models as possible should
be used. As a remedy, a framework has been developed for generating linear
MIMO models based on predefined system properties, such as model type,
size, stability, time constants, delays etc. This MIMO generator, which is
presented in this thesis, is demonstrated by using it to evaluate the previously
described scaling methods for the gramian based pairing methods.

Keywords: Control configuration selection, Decentralized control, Gramian
based measures, Input-output scaling, LQG control, Unreliable communica-
tion links, Delays, Hold-input, MIMO systems, TMP, Tensile Index, Modeling,
Uncertain data sets, Linear regression, CTMP, Freeness, Fiber length, Shives.
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CHAPTER 1

Introduction

A common issue in industrial processes is that interaction between different
parts of the plant gives rise to a multiple-input multiple-output (MIMO) sys-
tem, where the same input may affect multiple outputs, or conversely, the
same output is affected by multiple inputs. Such interactions make MIMO
systems considerably more complex to control than single input single output
(SISO) systems [1].
While there are numerous ways to control MIMO systems, the focus here is

on two methods, decentralized control and linear quadratic Gaussian (LQG)
control, and ways to solve some of the problems associated with these strate-
gies. Moreover this thesis discusses tools and methods to evaluate the control
of MIMO systems.

One method to control a MIMO system is to divide it into subsystems of one
input and one output and implement SISO controllers for each of the subsys-
tems. This control strategy is called decentralized control and remains widely
used in industry [2]. It has several advantages compared to implementing a
MIMO controller for the entire system, as it allows the use of relatively easy
to design low dimensional controllers. Moreover, it is less vulnerable to sensor
and actuator failures than more complex control schemes that try to control

3



Chapter 1 Introduction

the entire system with one overarching control scheme. However, a decentral-
ized control scheme leads to the input-output pairing problem: which inputs
should be used to control which outputs to best fulfill the control objectives?
Numerous methods have been proposed to find a suitable input-output pair-

ing, many of which are discussed in [3]. The most widely used is the Relative
Gain Array (RGA)[4] and modifications of it, such as the dynamic RGA and
the Relative Interaction Array (RIA)[5]. Relatively recently a new group
of input-output pairing methods have been introduced, namely the gramian
based methods. This group includes the Σ2 method [6], the participation ma-
trix (PM)[7] and the Hankel interaction index array (HIIA)[8]. These meth-
ods use the controllability and observability gramians to create an interaction
matrix, which gives a gauge of how much each input affects each output. An
attractive property of these interaction matrices is that they can be used to
determine both a decentralized controller structure and a sparse structure (a
structure which includes feed-forward and/or MIMO blocks). Moreover, the
gramian based measures take into account system dynamics and not only the
steady state properties of the system.
The gramian based methods, however, differ from the RGA and its variants

in that they suffer from issues of scaling, in the sense that the results of the
methods vary depending on input and output scaling. There is a commonly
suggested method to solve this problem, namely scaling the inputs and outputs
from zero to one, presented in [9]. However, in Paper A we demonstrate that
this method is insufficient in some situations. We then proceed to propose a
new method of scaling, based on the Sinkhorn-Knopp algorithm [10], which
removes the problems of scaling dependency.
Sometimes interactions between the different inputs on the outputs result

in a decentralized control scheme yielding poor results. One possible remedy
to this is to expand the decentralized control structure to include decoupling
feedforward to remove the most problematic interactions. This yields what
is called a sparse controller structure. However, this requires determining
which interactions that are appropriate to remove with feedforward, and which
ones where implementing feedforward may create interactions that result in a
poorer control outcome.
The gramian based methods can also be used to determine which elements

are appropriate for feed forward, and a rule of thumb of how to do so was
presented in [7]. In Paper B we investigate more thoroughly how to design

4



sparse controls using the gramian based measures. Furthermore we investigate
how sparse control design needs to be adapted when using the new method of
scaling proposed in Paper A.
Another control scheme that can be used to control MIMO systems is LQG

control. This is a well established method developed in the 1960s which aims
to find the control scheme minimizing a quadratic cost function. While LQG
control was relatively quickly adopted for the control of ships and space ve-
hicles, the process industry was generally slow to adopt LQG control [11].
As industry has become more interested in use of networked control systems
to perform remote control of factories [12], control over wireless channels is
an issue that has risen into prominence. Wireless communication is prone to
issues of packet losses and delays, which poses difficulties when implementing
control schemes. Here LQG control is one of the proposed methods to carry
out control in such situations [13] and in this thesis it is examined how to
optimally implement LQG control over unreliable channels.

In Paper D we examine how to optimally implement LQG control in the case
where there is such a random unbounded delay with a specified probability
between the controller and actuator and in Paper E we expand this to present
a solution for a more general type of unreliable communication, with any type
of random delay, as well as packet losses. Moreover, we properly utilize the
knowledge of which control signals have arrived to derive a solution which
yields a lower cost than in Paper D.

When new methods of design and analysis are introduced in the control
engineering field, it is important to compare the new results with those of
existing methods, to evaluate the extent of the improvement and if it only
applies to systems with certain properties. However, it is not always apparent
how this can be accomplished in an unbiased and consistent way. To address
this, in Paper C we propose a MIMO system generator, which allows for
the creation of a large number of random MIMO systems with user defined
properties. In Paper A and Paper B we demonstrate how the MIMO generator
can be used to perform statistical analysis for evaluation of new methods to
compare their results with those of existing methods.

To implement and design control structures for MIMO systems, an under-
standing of the system in question is necessary. Full MIMO controllers such as
LQG control generally require a full system model. Decentralized controllers
generally do not require full system knowledge. However, they do require some
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understanding of how the inputs affect the outputs as decentralised control
implementation includes selecting which inputs are appropriate to use. As
there are often more available inputs than outputs to control, an assessment
of how the various inputs affect the outputs is often necessary as a first step
when designing a decentralised control structure. In this thesis we will derive
models for a paper refiner, assessing how the available inputs of the refiner
affect the resulting pulp or paper.
A important measure of paper quality is tensile index. However, it requires

time and resource consuming manual measurements, which in turn are quite
unreliable [14]–[16]. Hence, considerable benefits can be gained from mod-
elling and estimating tensile index. The modeling approach in mechanical
pulping processes, has been that external variables, such as specific energy
(i.e. the ratio between motor load and production), dilution water added to
the refiners, plate gaps (disc clearance) etc., should be used for process follow
up of pulp and handsheet properties [17]–[22]. However, when using external
variables as predictors, the process non-linearities tend to negatively affect
the result. To cope with that soft sensors, describing physical phenomena in
the refining zone, have been developed during the last decade [23]–[26]. The
soft sensor’s outputs can be seen as estimates of internal variables (such as
fiber residence time, consistency profile, forces on bars, distributed defibration,
thermodynamic work etc.), which are difficult to measure directly in the pro-
cess. Typically, such soft sensors are non-linear but have become important for
advanced process optimization. Specifically, consistency and fiber residence
time have been candidates for such activities for some years, as they provide
a link to e.g. tensile index, mean fiber length and Somerville shives, [14]–[16],
[27]–[29]. In Paper F modelling tensile index using both external and internal
variables is explored. It is shown that internal variables generally outperform
external variables when deriving models for tensile index.
Due to the cost of measurements the available data set of tensile index is

quite limited. As the measurements are also quite unreliable Paper F also
explores how to best derive models subject to these limitations.
In Paper G our modelling of the refining process is expanded to include

pulp properties, such as freeness, shives width and fiber length. Unlike tensile
index these can be measured automatically, so considerably larger data sets
were available. However, just as in the case of tensile index, the measurements
were noisy and irregularly sampled. As in the case of tensile index, models
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were derived using a combination of internal and external variables, and it is
shown that reasonable models can be found for shives width and fiber length
estimation. The greater size of the data sets also allowed for the use of dynamic
models, even though the generally low sampling rate resulted in these models
performing similarly to static models.
The thesis is organized as follows: In Chapter 2 the control configuration

problem is presented, and common methods to find an input-output pairing
are discussed with special focus on the gramian based pairing measures. In
Chapter 3 the difficulties the gramian based pairing measures have with in-
put and output scaling is discussed, along with possible methods to resolve
this issue. In Chapter 4 methods to evaluate and compare new methods are
discussed. In Chapter 5 the methods described in Chapters 2-4 are demon-
strated. In Chapter 6 LQG control is described and in Chapter 7 control of
systems with delay is discussed. A short introduction to pulp refining is pre-
sented in Chapter 8, and in Chapter 9 a discussion of modelling techniques is
presented. In Chapter 10 the papers included in this thesis are summarized
and in Chapter 11 possible future work is discussed.

1.1 Main contributions
The main contributions in this thesis are as follows:

1. A new method for scaling the gramian based input output pairing meth-
ods is proposed, which removes the scaling dependency of the gramian
based measures.
a) The method is shown to outperform existing measures on a large

number of systems.
b) It is also shown how the method should be adapted in order to

identify feedforward structures.

2. The construction of a multiple-input multiple-output (MIMO) system
generator, which can be used to evaluate and compare different control
methods.

3. The derivation of optimal LQG control in the case where there are un-
bounded delays and packet losses in the communication channel between
the actuators and controller, and between the sensors and controller.
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Chapter 1 Introduction

a) Two solutions are presented, one less computationally intense solu-
tion which does not fully utilize all available information, and one
optimal version in which all available information is fully utilized.

b) In simulation it is demonstrated that the derived controllers signif-
icantly outperform traditional LQG control in cases of delays.

4. The derivation of models for predicting tensile index, shives width and
fiber length from process measurements.
a) Both static and dynamic models are evaluated.
b) It is further explored how to best deal with issues such as unreli-

able, sparse and irregularly sampled data, which are typical when
modelling paper refiners.
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CHAPTER 2

Control configuration selection

A key property of integrated plants is that they tend to have numerous outputs
(controlled variables) and numerous possible inputs (manipulated variables).
There are two basic strategies that can be implemented here. One alternative
is to treat the control of the entire system as one control problem and design
a control scheme for the entire system, using a multiple-input multiple-output
control strategy such as, for example, model predictive control (MPC). Al-
ternatively, one can divide the system into subsystems and design a separate
control scheme for each subsystem. While designing a control scheme for the
entire system may yield the best solution in theory, this solution also tends to
be complex to implement and maintain as it generally requires a good model
of the entire system. Furthermore, a single actuator or sensor failure may
jeopardize the entire control scheme.
Splitting the system into subsystems can alleviate this problem as each sub-

system has a control scheme designed independently of the other subsystems.
An extreme case of this is the decentralized control structure, where the sys-
tem is divided into subsystems of one input and one output. This method is
commonly used in industrial processes, as it is straightforward to implement
using simple PI or PID controllers.
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Chapter 2 Control configuration selection

However, to implement a decentralized control structure two problems need
to be resolved. Firstly, if there are more inputs than outputs available, deci-
sions have to be made regarding which inputs will not be used (as each output
here is controlled only by one input). When this is done one needs to decide
which input is to control which output. This is known as the input-output
pairing problem, which is one of the focus areas in this thesis (it is assumed
that the decision of which inputs to use has already been made).

2.1 The Input-output pairing problem
As previously stated, the input-output pairing problem consists of choosing
which input should control which output using a decentralized control scheme.
While in industry this is still sometimes done using rules of thumb and experi-
ence [30], there are pairing methods which give systematic ways to determine
the input-output pairings. These pairing method analyze some properties of
the system and from there find a recommended pairing. While these methods
often find pairings that allow for good control, there are no guarantees of op-
timality from any of the methods as there is no definition of what an optimal
pairing may be. Moreover, different pairing methods may give different rec-
ommended pairings, which presents additional difficulties when determining
which pairing to use.

2.2 The transfer function matrix
To use most pairing methods the MIMO system is defined using its transfer
function matrix (TFM) which describes the interactions between the outputs
and inputs of a MIMO system as:

Y = G(s)U (2.1)

Y =


y1
y2
...
yN
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U =


u1
u2
...
uN



G(s) =


g11(s) g12(s) · · · g1N (s)
g21(s) g22(s)

... . . .
gN1(s) gNN (s)

 (2.2)

with y1,...,yN being the system’s outputs, u1,...,uN being the system’s inputs
and G(s) is the TFM of the system. Note that G(s) is a square matrix as the
goal is to match each input with one output (and we have already determined
which inputs to use).

2.3 RGA
The most common pairing method is the RGA [4], which determines a pairing
by comparing the open loop and closed loop properties of the system. It is
traditionally calculated from the static gain of the system’s TFM as

RGA = G(0) ◦G(0)−T ,

with superscript −T denoting the inverse transpose of the matrix and ◦ de-
noting element-wise multiplication. To find a pairing from the RGA matrix
one selects the pairing with elements closest to 1, while avoiding negative el-
ements. Explicitly, if the element of row i and column j in the RGA is close
to 1, then uj should be used to control output yi.

An important property of the RGA is that it is scaling independent, which
means that it gives the same results regardless of the scaling of the outputs
and inputs. However, it has a few limitations, one of which is that it only
takes into account two way interaction. As a consequence interactions from
a triangular TFM would not appear in the RGA. Moreover, the static RGA
does not take into account system dynamics, including delays. However, it
can be expanded with the dynamic RGA [31], which examines a frequency
range rather than the zero frequency. The dynamic RGA, though, is based
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Chapter 2 Control configuration selection

on the assumption of perfect closed loop control for all frequencies it covers,
which is unrealistic for high frequencies [30].

2.4 Gramian based measures
Another group of input-output pairing methods which will now be exam-
ined and henceforth be referred to as the gramian based measures are the
Σ2 method, the participation matrix (PM) and the Hankel interaction index
array (HIIA). These methods examine each of the transfer functions of the
TFM separately to gauge the impact of each input on each output. Unlike
the static RGA they take into account the system’s dynamics and not only
its steady-state properties. The gramian based measures (PM, HIIA and Σ2)
can be calculated from a system’s TFM [6]–[8]. Given a TFM as described in
(2.2) each measure generates an interaction matrix (IM). For the HIIA and
Σ2 it is generated by

[Γ]ij = ||gij(s)||∑
k,l ||gk,l(s)||

, i, j = 1, 2, ..., N,

using the Hankel norm and 2-norm for the HIIA and Σ2, respectively. The
PM is derived in a similar fashion, but it uses the squared Hilbert-Schmidt
norm, i.e.

[Γ]ij = ||gij(s)||2HS∑
k,l ||gkl(s)||2HS

.

Hilbert-Schmidt norm and Hankel norm
The Hilbert-Schmidt norm and Hankel norm both utilize the Hankel singular
values (HSV) of the system. These are defined as

σ
(i)
H =

√
λi,

where λ1, ..., λn are the eigenvalues of PQ, with P being the controllability
gramian and Q being the observability gramian. Thus this is a gauge of a
combined controllability and observability of the system. The Hilbert-Schmidt
norm is the square root of the sum of the squared HSVs of the system, while
the Hankel norm is the maximum HSV.
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2.4 Gramian based measures

H2 norm

The H2 norm, which is used for the Σ2 method can be written as

||gij(s)||2 =

√√√√√ 1
2π

∞∫
−∞

|gij(jω)|2dω.

It is proportional to the integral of the squared magnitude of the bode plot,
and can be seen as a measure of the energy in the impulse response.

Determination of the pairing

For the gramian based measures the generated IM is used to determine the
pairing. With an interaction matrix Γ of

Γ =

γ11 · · · γ1N
... . . . ...

γN1 · · · γNN

 (2.3)

the pairing that has the largest total interaction from the IM is preferred. For
instance, a diagonal pairing matching u1 with y1, u2 with y2 etc, would have
a total interaction of

N∑
i=1

γii

while an anti-diagonal pairing would have a total interaction of

N∑
i=1

γ(N+1−i)i.

When an initial pairing has been determined, the control structure can be
expanded to include feedforward by selecting additional elements from the IM.
If γ1N is large but not included in the original pairing one can still include
the interaction by using feedforward on the control of y1 to compensate for
the impact of uN .
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Design of feedforward control structures

Once a decentralized control structure has been found it can be expanded to
include feedforward blocks. To understand why one would wish to do this, we
begin by examining a 3 by 3 system, i.e.y1

y2
y3

 =

G11(s) G12(s) G13(s)
G21(s) G22(s) G23(s)
G31(s) G32(s) G33(s)

u1
u2
u3

 .
Let us assume that the inputs and outputs have been ordered such that our

decentralized controller design has a diagonal pairing where yi is controlled by
ui ∀i. Now, u1 will also affect y2 and y3 by G21(s) and G31(s), respectively.
If u1 affects y3 to such an extent that it poses a problem, this can ideally be
resolved by using the feedforward

u3 = u∗3 −
G31(s)
G33(s)u1, (2.4)

where u∗3 is the control signal from the decentralized controller and we assume
G31(s)
G33(s) is stable and proper. If we implement this feed-forward loop we will have
removed the direct effect of u1 on y3. However, there are other consequences
of this implementation since the change of u3 will also affect y1 and y2. If
these interactions are significant the feed-forward loop might do more harm
than good. Having this in mind, we examine how the IM can be used to
determine when feed-forward might be appropriate.
Consider an interaction matrix

Γ =

γ11 · · · γ1N
... . . . ...

γN1 · · · γNN

 .
First we choose the elements for the decentralized pairing as described pre-

viously and assume, without loss of generality, that the pairing elements are on
the diagonal. After this, we look in the interaction matrix for large elements
not yet selected for pairing. The current method for determining feedforward
is simply to use the largest elements not selected for pairing [7]. However,
doing this means that other potential interactions are not taken into account.
For example, assume that γN1 is large, making u1 a potential candidate for
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feed-forward. However, as described in the example, this will impact uN ,
which will not only impact yN , but also the other outputs. A gauge of the
size of this impact is

∑N−1
i=1 γiN . If these values are very large then the IM

indicates that adding the described feed-forward of u1 is unwise. To determine
the use of feed-forward in the general case we therefore create a new matrix
Γ∗, whose elements are defined by

γ∗ij = γij − ρ
N∑
k=1
k 6=i

γki,

where ρ is a tuning parameter. With this new IM, the largest elements where
i 6= j are chosen for feed-forward until the sum of elements chosen (both for
control and feedforward) is larger than 0.7, a rule of thumb for gramian based
measures [9].

Delays
Continuous time gramian based measures struggle to appropriately deal with
delays. This as the Σ2 method is completly unaffected by delays, and the
Hankel singular values of systems with delays are problematic, as continuous
time systems with delays are of infinite order. One solution for this is to
discreatize the system and implement the methods on the discrete time system,
as discussed in [9]. A pairing found on the discrete time system can then be
implemented on the continuous time system. Note that when implementing
decoupling feedforward on systems with delays some decouplings may not be
possible as they would be non-causal.

2.5 Niederlinski Index
The Niederlinski Index (NI) can be used to determine a necessary condition
for a decentralized closed loop system to be stable [32]. Consider a system
described by a TFM G(s) controlled by a decentralized and diagonal controller
C(s) with integral action. If G(s) is stable, G(s)C(s) is proper, and all SISO
control loops (created by opening the other loops) are stable, a necessary
condition for the existence of a stable control scheme with integral action is
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NI = det[G(0)]∏N
i=1 gii(0)

≥ 0,

where gii(0) refers to the diagonal elements of G(0). The NI can be used in
combination with other pairing methods when determining pairing. That is
to say that one discards solutions which have a negative NI, even if they are
recommended by the control configuration method (instead choosing the best
solution which has a positive NI). Note that the NI is a necessary but not
sufficient condition for closed loop stability, so there is still a risk of unstable
pairings even when using the NI.
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CHAPTER 3

Scaling the gramian based measures

The gramian based measures are based on various norms. Norms have the
property that

||αgij(s)|| = |α|||gij(s)||,

where α is a scalar constant.
This means that for the gramian based measures input and output scaling

will affect the recommended pairing. For example, if one would have a system
as in (2.2), which would yield the IM (2.3), and one was to change the scaling
of the first input such that ũ1 = u1/α is the new input, the scaled TFM would
become

G∗(s) =


αg11(s) g12(s) · · · g1n(s)
αg21(s) g22(s)

... . . .
αgn1(s) gnn(s)

 , (3.1)

which in turn would yield an IM
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Γ∗ ∝

 |α|γ11 · · · γ1N
... . . . ...

|α|γN1 · · · γNN

 . (3.2)

This IM may yield a different recommended pairing than (2.3) depending
on α. Consequently, as different scalings of the system may yield different
results, emphasis needs to be placed on how to best scale the system when
using one of the gramian based measures to find a pairing. Generally, this
is resolved by scaling the inputs and outputs from 0 to 1, setting zero to the
lowest value they are likely to reach and 1 to the highest value [9]. However,
there are other methods to scale the system, which will be discussed in the
following sections.

3.1 Row or column scaling

Each column in the IM corresponds to the interactions from one input, while
each row corresponds to the interactions affecting one output. One way to
scale the system prior to pairing is to divide the elements in each column of
the IM by the corresponding column sum. This was presented in [33] for the
Σ2 method, and ensures that when conducting the pairing algorithm, equal
importance is given to each input. In the new IM (Γc) the scaled elements
would become:

[Γc]ij = [Γ]ij∑N
k=1[Γ]kj

,

where Γc is an interaction matrix with normalized columns. If one instead
wishes to ensure that equal importance is given to each output, one could
instead chose to normalize the rows, which gives an interaction measure (Γr)
defined by

[Γr]ij = [Γ]ij∑N
k=1[Γ]ik

.
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3.2 Sinkhorn-Knopp algorithm
By scaling the columns or rows one can guarantee that equal importance is
given to either each input or each output when determining the pairing. How-
ever, if one wishes to have both the columns and rows scaled, the Sinkhorn-
Knopp algorithm can be used. This algorithm combines row and column scal-
ing by alternating between normalizing the rows and normalizing the columns.
In cases where the matrix can be made to have positive elements on the di-
agonal (as is always the case with gramian based measures) this algorithm
is guaranteed to converge to a matrix that will have both rows and columns
normalized [10]. While the Sinkhorn-Knopp algorithm can be implemented
by simply alternating between dividing the elements in each column of the IM
by the corresponding column sum and dividing the elements in each row by
the corresponding row sum, it can also be implemented as described in [34],
i.e.,

r0 = e

ck+1 = D(ΓT rk)−1e

rk+1 = D(Γck+1)−1e,

where e is a vector of ones, and D(x) turns a vector into a diagonal matrix by
creating a matrix with the elements of the vector on its diagonal and zeros in
all remaining positions. The scaled IM then becomes

ΓSK = D(r)ΓD(c).

To calculate how far the solution is from being perfectly scaled (that is
having both column and row sums equal to one), one can use the following
formula [34]:

errk = ||ck ◦ D(ck+1)−1 − e||1,

where ◦ denotes element-wise multiplication. This expression can be used as
a stopping criterion.

Scaling the IMs with the Sinkhorn-Knopp algorithm has the additional
benefit of removing the impact of input and output scaling on the IMs. Using
the Sinkhorn-Knopp algorithm to scale the system will yield the same IM,
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regardless of what the original scaling of the system was.
In Paper A, we compare the Sinkhorn-Knopp scaling with alternative scal-

ings on a large number of randomly generated MIMO systems and find that
it performs significantly better than the alternative scaling methods.

3.3 A demonstrative example

To demonstrate the importance of scaling the IM we will implement input-
output pairing on the FS configuration of a heat-integrated distillation column
[35],

G(s) =


4.45

(14s+1)(4s+1)
−7.4

(16s+1)(4s+1) 0 0.35
(25.7s+1)(2s+1)

17−3e−0.9s

(17s+1)(0.5s+1)
−41

(21s+1)(s+1) 0 9.2e−0.3s

20s+1
0.22e−1.2s

(17.5s+1)(4s+1)
−4.66

(13s+1)(4s+1)
3.6

(13s+1)(4s+1)
0.042(78s+1)

(21s+1)(11.6s+1)(3s+1)
1.82e−s

(21s+1)(s+1)
−34.5

(20s+1)(s+1)
12.2e−0.9s

(18.85s+1)(s+1)
−6.92e−0.6s

(15s+1)(4s+1)


Using the HIIA we can derive an IM for the system,

Γ =


0.034 0.056 0 0.0025
0.118 0.28 0 0.0593
0.013 0.24 0.0845 0.0452
0.0016 0.036 0.0276 0.0008

 ,
where the bold numbers indicate the pairing which yields the largest sum. As
can be seen the values in the second and third rows are generally considerably
larger then those of the other rows. This means that greater importance
is given to finding an optimal match for the outputs of y2 and y3, while
those outputs which correspond to rows with less interaction are given lesser
importance. This leads to that the input that can be seen to have the least
affect on y4 (i.e. u4) is chosen to control it.
If we rescale the IM using the different scaling methods we get,
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Γc =


0.051 0.023 0 0.0057
0.18 0.12 0 0.14
0.019 0.097 0.19 0.11
0.0024 0.015 0.062 0.0019



Γr =


0.092 0.1514 0 0.0067
0.064 0.1538 0 0.032
0.0082 0.1567 0.055 0.030
0.0061 0.1359 0.105 0.0031



ΓSK =


0.15 0.073 0 0.029
0.082 0.059 0 0.11
0.011 0.060 0.079 0.10
0.0089 0.059 0.17 0.012


As can be seen, with the new scaling methods, using row or SK scaling

we find a pairing in which, while some compromises are needed, each output
is controlled by an input that seems to have at least a moderate amount of
interaction. With column scaling, however, we see that y1 is controlled using
u4, which has very little affect on y1.
If we simulate the different control configurations, we find that the configu-

ration from using row or SK scaling performs very well, while the configuration
recommended by the unscaled IM has a quadratic cost of several magnitudes
higher, and the configuration from the column scaled IM is unstable. In Pa-
pers A and B we will further explore the methods of control configuration
selection, investigating many different cases and systems.
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CHAPTER 4

Evaluation of control methods

Whenever a new method, or a change to an existing method is proposed,
it needs to be evaluated to determine if it offers a significant improvement.
Moreover, in cases where there are numerous competing methods to solve the
same problem (such as the input-output pairing problem) there is a need of
a way to compare the methods and determine for which types of system each
method is preferable.

4.1 Generation of system models for evaluation
When analyzing new methods for control system design, it is common to
demonstrate their benefits on one or a few example systems. While this is a
useful way to demonstrate a new method, it does not easily allow for general
conclusions of the strengths and limitations of the new method. To do this it
would be beneficial to implement the method on a large number of systems
with varying properties. For single-input single-output system a large batch
of process models have been collected for such evaluations [36], but there is
no similar batch for MIMO systems.
In Paper C we present a MIMO model generator which allows for the gen-
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eration of a large number of MIMO systems to enable comprehensive testing
on MIMO systems. The MIMO model generator generates TFMs with prede-
fined properties such as system size, stability, time constants, delays etc. It is
implemented in MATLAB and the code is freely available [37].

4.2 Determination of a cost
To compare different methods there needs to be a method to evaluate how well
the controller performs on a given system. A well established method to assess
the performance of control systems is to evaluate its response to reference steps
and to various types of disturbances by integrating the squared deviation from
the reference over a specified time h, i.e.

c =
∫ h

0
(R(t)− Y (t))T (R(t)− Y (t))dt, (4.1)

where c is the derived cost, R(t) is a vector containing the reference signals,
and Y (t) is a vector of the outputs. Typical disturbances one may test are
step disturbances on the inputs and high frequency noise on the outputs. This
cost can be expanded to include a cost on the control inputs, for example

c =
∫ h

0
(R(t)− Y (t))TQ1(R(t)− Y (t)) + U(t)TQ2U(t)dt,

where Q1 and Q2 are user defined matrices, used to weight the different parts
of the cost.

4.3 Comparison of costs
While the above cost works well to evaluate different controllers on one sin-
gle system, for a thorough comparison of control methods one would need to
evaluate more than one system. However, the costs are not immediately com-
parable between different systems, as the systems may be of different scale
and of varying difficulty to control. To allow comparison between different
controlled systems the costs can be normalized for each control configura-
tion on the system using the following equation to produce a score for each
configuration:
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S = cmin
c

, (4.2)

where S is the score of the configuration, c is the configuration’s cost, and
cmin is the lowest cost of all tested configurations for the system. This ensures
that each configuration has a score from 0 to 1 for each system, which allows
comparisons to be made for the result on different systems. In the comparisons
presented here the score is set to zero for a control scheme that does not yield
stable results.

4.4 Controller Tuning
When performing evaluations and comparisons in cases where controller design
is not the focus of the evaluation, for instance in cases of input output pairing,
controllers needs to be implemented in a generalized and consistent way that
yields reasonable results without favoring one method over the other. There
are numerous methods to design PID controllers automatically, some of which
are discussed in [38]. The methods that will be discussed here are lambda
tuning and internal model controller (IMC) tuning. They are among the most
common methods for commercial auto-tuners [39], making them reasonable
methods to be used for comparison purposes (as they are fairly likely to be
applied when the control system is implemented in the industry).

Lambda controller tuning
The lambda method [40]–[42], is a two step procedure where for non-integrating
systems, the first step is to approximate the SISO transfer function by a first
order system with dead time, i.e

Ĝ(s) = K

1 + Ts
e−Ls.

The next step is to determine a PI controller

C(s) = Kp(1 + 1
Tis

),

where the controller parameters are derived from Ĝ(s) according to
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Kp = 1
K

T

L+ λ
Ti = T

where λ is a tuning parameter. This implementation yields,

Ĝ(s)C(s) = e−Ls

(L+ λ)s ,

For the case when L = 0, the closed loop system becomes,

Ĝ(s)C(s)
1 + Ĝ(s)C(s)

= 1
1 + λs

,

and thus λ can be seen as the targeted time constant of the closed loop system.
A common choice of λ is to set it to T , giving the closed loop system the same
time constant as the first order plus dead time approximation of the process.
Other than choice of λ, every step in implementing this control scheme can

be done automatically, and hence do not require any user input that may add
bias to the results.

IMC controller

An alternative to lambda tuned controllers, is to use IMC tuning, which uses a
model of the system to cancel out as much of the system dynamics as possible.
An IMC tuned controller can be implemented as described in [43], i.e., given
a stable transfer function model G(s) of the system, one starts by factorizing
the model into two parts:

G(s) = g̃+(s)g̃−(s)

such that g̃+(s) contains the delays and the non minimum phase zeros of
G(s), while g̃−(s) contains the remaining dynamics. This ensures that g̃−1

− (s)
is stable. A controller can then be implemented as

C =
f(s)g̃−1

− (s)
1− f(s)g̃+(s) ,
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where

f(s) = 1
(1 + εs)q

is a user designed filter, ε is a tuning parameter and q is chosen such that the
controller is proper. This results in a closed loop structure of:

G∗(s)C(s)
1 +G∗(s)C(s) = f(s)g̃+(s).

Note that for minimum phase systems (i.e. g+ = 1), we have the same
closed loop dynamics structure as the Lambda tuned system without delays.
Thus, ε can be chosen using the same reasoning as for Lambda tuning for
minimum phase systems. For non-minimum phase system one can use

ε = ηZ,

where Z is the largest time constant of the model’s non-minimum phase zeros
and η is a tuning parameter, typically around 1.
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CHAPTER 5

An illustrative example

To illustrate some of the methods discussed in Chapters 2-4 we evaluate the
scaling methods on first order plus dead time systems. These types of system
models are common in the process industry, where they are often derived
experimentally. To begin we use our MIMO generator to generate a single
first order plus dead time system,

G(s) =


39.7

6.5s+1e
−0.32s 242

1.14s+1e
−1.58s 7.15

5.7s+1e
−0.12s 2.59

1.36s+1e
−1.03s

516
3.3s+1e

−0.11s 8.2
3.4s+1e

−0.59s 608
2.4s+1e

−1.33s 7.2
2.9s+1e

−1.46s

7.05
1.5s+1e

−1.53s 1.1
4.3s+1e

−1.73s 1
7s+1e

−0.15s 41.2
1.3s+1e

−0.57s

38.3
7.6s+1e

−1.72s 172
7.6s+1e

−1.46s 26
3.1s+1e

−0.19s 10.3
1.9s+1e

−1.97s


Now, if we use the HIIA to generate an IM, we get the following IM

Γ =


0.024 0.1481 0.0042 0.0011
0.28 0.0052 0.3458 0.0044

0.0043 0.0007 0.0006 0.025
0.0245 0.1064 0.0145 0.0079
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Table 5.1: The recommended control configurations with different scaling methods.
No scaling Row scaling Column Scaling SK-scaling

y1 u2 u2 u2 u1
y2 u3 u1 u1 u3
y3 u1 u4 u4 u4
y4 u4 u3 u3 u2

Table 5.2: The cost for the different control configurations.
No scaling Row scaling Column Scaling SK-scaling
1.34× 107 4631 4631 11468

In bold are the values that correspond to the largest sum of interactions with
a positive Niederlinski Index. From this we can see that the HIIA interaction
matrix recommends the pairings y1 − u2, y2 − u3, y3 − u1 and y4 − u4. If
we rescale the IM using the methods listed in Chapter 3 we get the pairings
described in Table 5.1.
As can be seen from Table 5.1, we get three different recommend pairings

depending on what scaling we use. For each configurations, we design a de-
centralized control scheme using the lambda method for varying values of λ.
The resulting feedback systems are then tested for a reference step. For the
comparison we define a cost using (4.1) with a simulation time of 2000 time
units after the reference step. For each configuration the cost is calculated for
values of λ ranging from 0.1T to 10T (with T being the time constant of the
SISO-system) and the lowest cost was then saved. Table 5.2 shows the results
for each configuration.
From this it can be seen that the pairing recommended by both row and

column scaling yields the best result, with the pairing recommended by the
unscaled IM being very poor.
If we wish to further investigate this we can use the MIMO generator to

generate 100 similar first order plus dead time systems (with the settings
described in Table 5.3) and repeat the same investigation. To compare the
results on different systems we normalise the costs using Equation (4.2) and
the resulting average score for each scaling method is listed in Table 5.4. From
here we can see that SK scaling generally yields the best result for reference
following for these types of first order plus dead time systems. In Paper A
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and Paper B we will utilize this method to evaluate many different types of
methods and systems, including sparse control structures.

Table 5.3: Table showing the MIMO model generator settings
Parameter Value
Size
Number of inputs 4
Number of outputs 4
Minimum number of inputs affecting each output 4
Maximum number of inputs affecting each output 4
Dynamics
Maximum static gain 1000
Minimum pole time constant 1
Maximum pole time constant 10
Percentage of transfer functions with delay 100
Minimum Delay 0
Maximum Delay 2

So from this we can see while for a single system there is no guarantee that
SK scaling gives the best result, but on average it seems to outperform the
other scaling methods for these types of systems. Furthermore none of the
configuration found with SK scaling were unstable, demonstrating its consis-
tency. Moreover we can note that the unscaled IMs yield comparably poor
results, which illustrates the importance of scaling the IMs.

Table 5.4: The score and number of unstable configurations (U) for the different
scaling methods tested on 100 systems.
No scaling Row scaling Column scaling SK-scaling
Score U Score U Score U Score U
59.3 25 91.1 5 90.4 6 97.2 0
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CHAPTER 6

LQG control

In chapters 2-5 we examined methods of decentralised or sparse control of
MIMO systems, in which the MIMO control problem is divided into a number
of SISO control problems. However while these methods are sufficient for
many industrial practices, the fact that the entire system is not taken into
account can lead to sub-optimal control behaviour. An alternative to these
methods is full MIMO control in which the entire system is treated as a single
control problem. The perhaps most common such method is LQG control,
which is based on control of linear systems, for sampled systems defined as

xk+1 = Axk +Buk + wk

yk+1 = Cxk +Duk + ek, (6.1)

were wk and ek are Gaussian model noise and measurement noise, respectively.
LQG control yields a full multi-variable controller where all the inputs are used
to control all the states. It is based on finding the control input that minimizes
a cost function similar to that described in Section 4.2, namely
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Chapter 6 LQG control

JN = min
u
E

[
N∑
i=0

uTi Qui +
N∑
i=0

xTi Rxi + xTN+1SN+1xN+1

]
, (6.2)

where Q is a positive definite symmetric matrix and R and SN+1 are positive
semi-definite symmetric matrices.
To derive the optimal solution dynamic programming is used. This means

that first the uN that minimizes the cost function (6.2) is found, then for the
remaining cost a control signal uN−1 that minimizes this cost is found. After
this, uN−2 is found to minimize the now remaining cost. This is repeated
until all uk have been found. It can be shown that the optimal control signal
is [44]

ui = −Lixi,

where

Li = (BTSi+1B +Q)−1BTSi+1A

Si = AT
(
Si+1 − Si+1B

(
BTSi+1B +Q

)−1
BT
i Si+1

)
A+R.

In this case, where N is a finite number, this is the solution to what is called
the finite horizon problem. If N → ∞ this becomes what is known as the
infinite horizon or stationary problem, which has the solution

ui = −Lxi

L = (BTSB +Q)−1BTSA,

where S is found by solving

R+ATSA− S −ATSB(Q+BTSB)−1BTSA = 0.

It can also be shown that for sufficiently large N the finite horizon solution
Li will tend towards the infinite horizon solution L.
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6.1 State observers

6.1 State observers
LQG control is a state based control scheme, that is to say the control input
is calculated based on the states of the system. However, this assumes that
the state is known. This is not always the case as many of the states may
not be measured, and the measurements which are available are subject to
measurement noise. This creates the need to estimate the states using what is
called an observer, which combines measurements and model based estimates
to derive an estimate of the states. The most common observers using state
space models can be written on the so-called innovation form [45]

x̂k+1|k = Ax̂k|k +Buk

x̂k|k = x̂k|k−1 +Kk(yk − Cx̂k|k−1)

where x̂k+1|k is the estimate of x̂k+1 at time k. Kk is the observer constant
gain specified by the user. To calculate the Kk that minimizes the variance
of the estimate, a Kalman filter can be used, which is given by:

x̂k|k = x̂k|k−1 +Kk(yk − Cx̂k|k−1)
x̂k+1|k = Ax̂k|k +Buk

Kk = Pk|k−1C
T (CPk|k−1C

T +Re)−1

Pk|k = Pk|k−1 −KkCPk|k−1

Pk+1|k = APk|k−1A
T +Rw −AKk(CPk|k−1C

T +Re)KT
k A

T

where R1 is the variance of the model noise wk and R2 is the variance of the
measurement noise ek (assumed independent here). If measurements yk are
unavailable due to packet drops or delays, only the model can be used for
prediction, which is equivalent of letting Kk = 0 in the Kalman filter.
In state feedback LQG control these estimated states are used to derive

the control signal. The separation principle is important to note here, which
states that the estimation problem and the control problem can be solved as
two independent problems. [44].
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CHAPTER 7

Control over unreliable channels

To implement the control structures described previously, there needs to be
controllers that calculate the control signal, actuators that apply the control
signal on the process, and sensors that measure the outputs used by the con-
trollers to calculate the control signals. As controllers, sensors and actuators
are often positioned on different locations, it can be difficult or expensive to
create reliable communication links between the components. Hence wireless
communication channels, which are generally less reliable have seen increasing
use. Therefore, the question of control over lossy networks is one of increasing
importance. Some methods to optimize control algorithms over lossy channels
are discussed in [46]–[48].
Depending on how data is sent and decoded, a communication channel could

also be subject to delays. For instance, if tree codes are used to characterize
the submission of the data from the controller to the actuators, and from the
sensors to the controller, as discussed in [49] and [50], a lossy channel can be
turned into a channel with a random delay. This delay is not bounded, but it
follows a probability function that depends on the reliability of the channel.
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Chapter 7 Control over unreliable channels

7.1 Unreliable communication links
When there is a risk of packet loss or packet delays in a system there are no
guarantees that the signal sent from the controller at time t is applied as this
time. Hence, there is a need to distinguish between the signal the actuator
applies and the signal the controller sends. The system studied here can be
described as

xk+1 = Axk +Buk + wk, (7.1)

where uk is the control signal applied by the actuator at time k. However, uk
is not necessarily the control signal our controller sends at time k, which is
denoted as vk. Consequently, if LQG control was to be implemented in cases
with risk of packet loss or packet delays, the optimization problem would be
posed as

JN = min
v
E

[
N∑
i=0

uTi Qui +
N∑
i=0

xTi Rxi + xTN+1SN+1xN+1

]
. (7.2)

rather then the general case without packet delays or losses described in (6.2).

7.2 Hold input or zero input
When there is an unreliable channel between the controller and the actuator
this means that the latest signal sent might not yet have arrived. When this
occurs there are two basic strategies the actuator can adopt [51], [52]. One
is to set the input to zero if the latest control signal sent is delayed or lost,
which is known as zero-input. The other alternative is to continue to apply
the latest input received until a more recent one arrives, which is known as
hold-input.

7.3 TCP- or UDP- like case
There are also two basic types of unreliable communication links. In one
the sender does not know if the sent packet has arrived, which is known as
the UDP-like case. In the other one there is a system of acknowledgment that
ensures that the sender knows if the sent packet has arrived. This is referred to
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7.3 TCP- or UDP- like case

as the TCP-like case. While these acknowledgments can themselves be subject
to packet losses and packet delays, we will be assuming that their arrival is
instantaneous and reliable. There are two principal differences between the
design of a controller for the UDP-like case and for the TCP-like case.
The first pertains to state estimation. If there is a random delay between

the sensors and the controller, this means that at time n the controller may
not have access to measurements from time n. An algorithm is then needed
to estimate the states (as they may not have arrived). For example, in the
case where the states can be measured directly without noise, an estimate of
the state xN at time t would be

x̂N (t) =
{
xN if xN has arrived by time t
Ax̂N−1(t) +BûN−1 if xN has not arrived by time t

where ûN is an estimate of the control signal applied by the actuator at time
N . In the TCP-like case the control signal applied by the actuator is known as
there are acknowledgments that inform the controller when a control signals
arrives at an actuator. This means that ûN−1 = uN−1 and thus no uncertainty
of the control signal will impact the quality of the estimation. However,
for the UDP-like case û must be estimated, which leads to a more complex
problem as the choice of control signal will impact the optimal estimation [46]
and therefore one cannot necessarily treat the control problem as a problem
separate from the estimation problem. However, the focus here is the TCP-
like case, where the acknowledgments lead to the separation principle holding
and thus the control problem can be solved separately from the estimation
problem [46].
Another important difference is that the information of which control sig-

nal that is available in the TCP-like case is highly relevant when deriving
subsequent control signals. Thus, controller design methods which utilize this
knowledge can perform significantly better then those that do not, as is shown
in Paper E.
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Chapter 7 Control over unreliable channels

7.4 Control structure for LQG control over
unreliable channels

For LQG control without delays, the control signal is derived as discussed
in Chapter 6, by vk = −Lxk, i.e. the control signal is proportional to the
state. Since this is the optimal solution, the state can be seen to contain all
relevant information required to derive the control signal. However in the case
of delays with hold input, the optimal control solution will have a somewhat
different structure. To understand this we examine an example where at time
k,

uk = vτk ,

In this case, as vτk is applied by the actuator, we can understand that
vτk+1,..., vk−1, vk have not yet arrived to the actuator. Now, when deriving
the optimal vk+1, the optimal solution will not only depend on xk+1, but also
on control signals that may be applied by the actuator before vk+1 has reached
the actuator. In Paper E we show that for the finite horizon case the optimal
solution for vk+1 becomes

vk+1 = Lk


vk
...
vτk
xk+1

 , (7.3)

where Lk can be derived using knowledge of the channel (probability of packet
delays and packet losses). Now this assumes that the controller knows which
signals have reached the actuator, which is the case in the TCP- like case and
not in the UDP- like case. If the controller does not know which signals have
reached the actuator, it will have to take into account all previous control
signals, i.e. the solution would be in the form of

vk+1 = Lk


vk
...
v0
xk+1

 . (7.4)

In Paper D we derive an expression in the finite horizon case for the optimal
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Lk in case of a specific type of random delay. This solution did not however
fully utilize the knowledge of which control signals has reached the actuator,
resulting in a control strategy as described in (7.4). In Paper E we correct
this short-coming as well as expand the solution to cover a broader set of
unreliable channels, encompassing both packet losses and packet delays.
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CHAPTER 8

Mechanical pulp refining

In order to implement the control strategies described previously on a exist-
ing system, an understanding of the system in question is required. In this
thesis the pulp refining process is analyzed, being a potential candidate for
decentralized or sparse control.
The purpose of pulp refining is to break down chips of wood into their

individual fibers, the resultant pulp can then be used to produce paper, card-
board and other products. This is done using paper refiners, which utilize
mechanical forces to grind down the wood chips. Before and during the re-
fining process the chips are treated to soften up. This as otherwise the chips
will be too brittle, causing fractures which result in shorter fibres. Pretreat-
ment can be done by utilizing steam to heat the chips (this is referred to as
thermomechanical pulping (TMP). If chemicals are used in conjunction with
the steam to treat the chips, this is referred to as chemical thermomechanical
pulping (CTMP). In this thesis we will examine data of both the TMP and
CTMP refining process.

There are numerous different types of pulp refiners. The refiner type that
is the focus for the modelling work presented in the thesis is the CD refiner.
CD refiners consists of two serially linked refining zones called the flat zone
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Chapter 8 Mechanical pulp refining

Figure 8.1: A schematic drawing of a CD refiner. The vertical flat zone (FZ) is
directly linked to the conical zone (CD) via an expanding point. Plate
gaps are represented by ∆CD and ∆F Z .

(FZ) and the conical zone (CD) as shown in Figure 8.1. The width of each
zone, commonly known as the plate gap, is adjustable. Furthermore, dilution
water can be added at the entrance to each zone.
After the refining process the resulting pulp is sent to a latency chest, in

which the pulp is stirred and heated in order to straighten the fibers. Mea-
surements of pulp properties are often taken after the latency chest. This
results in a substantial and time varying measurement delay as the time spent
in the latency chest is generally around 5-20 minutes depending on the size of
the latency chest. Moreover the mixing in the latency chest means that the
measurements should be interpreted as weighted averages over a time period.
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8.1 Inputs
These are different factors which may affect the quality of the pulp and paper
produced by the refining process and, thus, can potentially be used both for
control of pulp properties and to model pulp properties. In the following
sections, the main inputs for a refiner are described. The effect these inputs
have on pulp and paper properties will later be examined, which can lay the
foundation for design of control configurations.

Plate gaps

Plate gap, also referred to as disc clearance, is a measure of the width of the
space where the chips are ground. Hence it can be seen as a measure to how
closely the chips are ground.

Residence Time

Residence time is a measure of how much time the chips spend in each zone
of the refiner. It can be seen as a measure of the time the refiner spends
grinding the chips. Residence times are heavily influenced by both the plate
gaps and the production rate. As the production influences the plate gaps in
both zones, the plate gap of each zone is heavily interdependent.

Production

Production is a measure of how much pulp is produced. In practice, though,
the production is estimated from the volume of input chips. As the density of
input chips varies this can lead to production measurements being somewhat
unreliable.

Specific energy

Specific energy is calculated as energy consumption divided by production.
Hence, it can be seen as a metric of efficiency as it measures the amount of
energy consumed per unit of product.
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Dilution water feed rate

This is the amount of dilution water added to during the refining process.
Dilution water can be added separately to each zone. Dilution water greatly
affects the consistency of the flow.

Consistencies

The consistency is a measure of the percentage of chip content in the different
zones. Note that the consistencies are not only affected by the dilution water
feed rate, but also by the flow of chips, water and steam within the refiners.

Types of wood chips

Due to variation in production and availability of wood chips, pulp and paper
refineries often complement their own produced wood chips with chips from
external sources. These are often of different type and quality, which may
effect the properties of the produced pulp or paper.

Internal and external variables

Some of the aforementioned inputs can be measured or concluded directly
from operating conditions. These are what we refer to as external variables,
and include the dilution water feed rate, saw mill chip type and plate gaps.
We also consider the production to be an external variable, as its derivation
is straight-forward from process inputs.
By adding sensor arrays within the refiner temperature profiles can be ac-

quired over different parts of the refiner. These temperature measurements,
along with the previously mentioned external variables, can be used in the ex-
tended entropy model [23]–[26], for estimation of the consistency profile and
the fiber residence times in the FZ and CD zones [14]–[16]. These inputs, be-
ing estimated from internal temperature measurements, will be called internal
variables, and they will be used along with external variables to derive models
for pulp and paper properties in Paper G and Paper H as illustrated in Figure
8.2.
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8.2 Outputs

Figure 8.2: A combination of internal and external variables can be used to derive
pulp refiner models for predicting pulp properties.

Interdependencies of internal variables

From the internal measurements we have access to estimates of the residence
time and consistencies in both zones. There are many factors that affect
these parameters. Some parameters, such as production and chip content,
will affect these measurements in both zones. Plate gaps and dilution water
feed rates are individually set for each zone, but due to the serial nature of the
refining process, parameter values of the flat zone may affect the measurements
in the conical zone, as illustrated in Figure 8.3. This leads to considerable
interdependencies between the measurements in the different zone. This is
especially noteworthy for the residence times as production heavily influences
the residence times in both zones, while in normal operating conditions the
affect of the separate plate gaps is considerably lower. These interdependencies
make it difficult to isolate the impact of each of these variables in their separate
zones.

8.2 Outputs

There are many potential measures of pulp and paper quality, which are in-
teresting to model (estimate) and to control. The focus here will be on the
paper quality measure tensile index, along with the pulp quality measures
fiber length, freeness and shives width.
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Figure 8.3: The serial nature of the process causes significant inderdependencies
of the internal variables.

Fiber length

This is a measure of the average length of fibers in the pulp. Pulp with
longer fibers generally yields paper with higher tensile strength, so this is an
important quality measure. It can be measured automatically, for instance by
a Pulp Quality Monitor (PQM).

Shives Width

Shives are bundles of unrefined fibers left in the pulp. These cause points of
structural weakness in the resultant paper. Shives width is often measured
by counting the number of shives in a sample over a certain width (PQM for
example take widths greater than 150 micrometers).

Freeness

This is a measure of how quickly water drains from the pulp, which is com-
monly used as a measure of pulp quality. It can be measured automatically
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using a PQM.

Tensile Index

Tensile index is a measure of the tensile strength of a handsheet. Tensile
strength is tested by physically pulling a handsheet apart, to see the forces
required for it to break.
To measure tensile index pulp is collected from the process, which is then

used to make handsheets. These handsheets are then used to calculate tensile
strength and from this derive tensile index. To understand how this is done
we examine a case where the collected pulp is used to make 7 handsheets.
Each handsheet is divided into 3 strip’s (see Figure 8.4). Each strips tensile
strength is then tested. From this there are 3 ways to calculate the tensile
index of each strip:

τij =


σij/µ̄ Case A

σij
1
l

∑l

k=1
µkj

Case B

σij/µij Case C

where σij is the tensile strength of strip i from handsheet j, µij is the cor-
responding basis weight and l is the number of strips. The denominator in
Case A is the average basis weight for all handsheets, i.e, one measure for the
complete batch of handsheets. The denominator in case B can be seen as the
most logical, being the average basis weight of each handsheet. Case C re-
quires information about both tensile strength and basis weight for each strip.
In general, Case C is too time consuming and not so often used as a standard
procedure. Instead, Case A is normally used, which of course can affect the
accuracy when it comes to handsheet variations in the forming procedure.
There is generally a considerable variation of the tensile index of the strips

from the same pulp sample [53]. The main reasons are that some strips will
contain shives and there is a variation between the basis weight of the hand-
sheets. Therefore, to get a single tensile index measurement from the pulp
sample, the mean of all measured tensile indices from the sample is used.
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Figure 8.4: A schematic drawing of three strips obtained from each of the seven
handsheets.
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CHAPTER 9

Modelling

In mathematical modelling the goal is generally to derive a mathematical
relationship from which one or several variables (referred to as the outputs or
dependant variables), can be predicted using the remaining variables (referred
to as independent variables or inputs). The structure of this mathematical
relationship can vary from very simple linear models, to highly complex non-
linear models. Choosing the correct model structure is a challenge and much
depends on the expected relationship between the inputs and outputs, as well
as the availability of data. With limited or noisy data, complex mathematical
models may become highly unreliable, necessitating simpler model structures.
These models are important and in many cases necessary due to their use in

predicting the output. Model predictions can complement or replace manual
measurements, which are often expensive and time consuming to make, as well
as being potentially unreliable. Another use for models, highly relevant in the
control field is that of inference. This is that as models reflect the relationship
from inputs to outputs they give understanding to how the outputs are affected
by the inputs. This is highly useful when designing automatic controllers as
it aids in determining which inputs are appropriate to use for control and
which inputs do not sufficiently affect the outputs to be usable which can lay
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the foundation when solving the input-output pairing problems. Note that
the models need to be relatively simple in nature or inference becomes very
difficult.

9.1 Static linear models
A commonly used simple model is the static linear model. For such models
the equation used to predict the output is in the form of

y = θx,

where y ∈ R1×1 is the output, x ∈ Rp×1 is a vector of the predictors (for
static linear models this is generally the inputs, but more complex models
may have other terms as predictors) , θ ∈ R1×p is a vector of what is called
the parameters, and p is the number of predictors. The goal in linear modeling
is to derive values for θ, so that from measurements of x, one gets as accurate
as possible estimates of y.
The process of deriving linear models generally first consists of acquiring

a data set containing measurements of both the output, and the predictors.
These measurements can be grouped in matrices so a data set of size N can
be expressed as

Y =


y1
y2
...
yN

 X =


xT1
xT2
...
xTN

 ,
where y1 corresponds to the first measurement of the output, and x1 are
the measurements of the predictors at this time. The goal is then to derive
parameters θ which best describe the relationship between Y and X. This
relationship can be assessed by examining the mean square error of the dif-
ference between our predicted and measured outputs, i.e,

1
N

N∑
i=1

(yi − θxi)2 = 1
N

(Y T − θXT )(Y −XθT ) (9.1)

The θ which minimizes the above expression is:
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9.1 Static linear models

θ = (XTX)−1XTY

provided XTX is invertible.

Dynamic models

An alternative to the described linear static models is dynamic models, which
are continuously updated as more data is acquired. This presents several
advantages. As new data measurements are often continuously provided, by
continuously updating our model this ensures that we are at all times utilizing
all available data. Another benefit is that these dynamic algorithms can be
adapted so that old data is given less importance or discarded entirely. This
allows the models to adapt to changing process conditions. There are a few
different variants of adaptive models, the one mainly used here is the sliding
window adaptive model [54] in which data is discarded after a certain time, so
the models are based only on the most recent data. This can be implemented
using the following equations:

θk = θk−1 +Kk

[
ε(k, θk−1)

−ε(k −m, θk−1)

]
Kk = Pk−1

[
xTk xTk−m

](
I +

[
xTk
xTk−m

]
Pk−1

[
xTk xTk−m

])−1

Pk = Pk−1 −Kk

[
xTk
xTk−m

]
Pk−1

where ε(k, θ) = yk − θxk and m is the length of the sliding window (measure-
ments older than m time units will be disregarded with this algorithm).

ARX models

A group of models somewhat more complex than the static linear model is the
ARMAX group of models. These models also model dynamic behaviour by
including past values of inputs and outputs. One of the most common model
structure from this group is the ARX model,
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A(q)y(k) = B1(q)u1(k) +B2(q)u2(k) + ...+Bp(q)up(k) + e(k),

where y(k) is the output at time k, e(k) is white noise,

A(q) = 1 + a1q
−1 + a2q

−2...+ anq
−n

Bj = b1 + b2q
−1 + bm+1q

−m,

where q is the shift operator (i.e. q−1y(k) = y(k − 1)) and n and m are
parameters used to determine the size of the model. By setting q = 1 in the
above equation the DC-gain can be calculated, which is the ARX models gain
at low frequencies, and is comparable with the parameter vector from the
static linear model.
For most cases ARX models can be derived in the same way as static linear

regression models, by simply expanding the predictor matrixX to also contain
past inputs and outputs. However, for many of the systems we examine here
this is not possible due to the fact that the inputs are sampled much more
frequently than the output. This means that relevant past outputs are not
always available. This can be solved as described in [55] by designing the
model recursively and estimating missing outputs using the model, i.e.

ψ̂k =
[
−ŷk−1 ... −ŷk−n uk−1 ... uk−m

]T
,

γk = Pk−1ψ̂k

λ+ ψ̂Tk Pk−1ψ̂k
,

θk = θk−1 + γk(yk − ψ̂Tk θk−1)rk,

Pk = 1
λ

(I − γkψ̂Tk )Pk−1rk + Pk−1(1− rk)

where rk = 1 if yk is available and rk = 0 otherwise. ŷk is our output estimate,
which when measurements are unavailable can be estimated from our model,

ŷk = θTk ψ̂k.
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Evaluating models

A common challenge when conducting linear modeling is deciding which pa-
rameters to use. As some parameters effect on y might be small or highly non-
linear, including these parameters may not improve our linear model quality.
To be able to determine which parameters are beneficial a method to evaluate
model quality is required. One way is to use the cost (9.1) to evaluate the
model. This is a metric useful for comparing different models. However, we
also need a measure of how well the model corresponds to the data. To resolve
this there is what is known as the coefficient of determination, which compares
the linear model to the best placed horizontal line, and it is expressed as

R2 = 1−
∑N
i=1(yi − f(xi))2∑N
i=1(yi − ȳ)2

,

where ȳ denotes the mean of the outputs and f(xi) denotes the output pre-
dicted by the model for the inputs xi. The R2 has the benefit of giving a
clear scale of model quality. An R2 of 1 indicates a perfect fit, an R2 of zero
indicates that the model is no better than a horizontal line, while negative
R2 indicates an even worse model. A problem with the R2 metric is that
increasing the number (p) of parameters will always improve the R2. To solve
this the adjusted R2 can be used [56],

adj.R2 = 1− N − 1
N − p− 1

∑N
i=1(yi − f(xi))2∑N
i=1(yi − ȳ)2

,

which punishes models with many parameters and hence ensures that adding
additional parameters will only improve the adj.R2 if they have a greater
impact than what is expected by chance.
It is important to note that no metric of model quality is perfect (R2 for

example has the limitation that it emphasises predictions of the major and
enduring shifts in output values). Hence, it is often important to combine the
metrics of model quality with visual inspection of the models predictions to
analyse each model strengths and limitations.
When evaluating models, especially if the purpose of the models is for pre-

diction, it is important to ensure that the model works well on new data and
not only on the data used to make the model. To ensure this before designing
the model, the data set is divided into two sets, one training and one valida-
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tion set. The training set is used to derive the model while the validation set
is then used to evaluate the models, which can be done using either the R2 or
by using the quadratic cost described in (9.1).
A common issue in linear modeling is that the inputs may be dependent

on each other. This may mean that it is difficult to individually asses the
impact of each input, resulting in less reliable models. A measure of the
linear interdependency of the predictors is the variance inflation factor (VIF)
[57], defined as

V IFi = 1
1−R2

i

,

where R2
i is the R2 value obtained by regressing the ith predictor on the

remaining predictors. A V IFi = 1 means that there is no linear correlation
between the kth predictor and the other remaining predictor variables. If
V IF > 4, a general rule is that further analysis should be performed, while
V IF > 10 indicates serious multicollinearities and a need to find a modified
set of predictors.

Outlier detection

A common issue when modeling is the possibility of outliers. These are data
points whose value differs significantly from that predicted by the model. This
could be due to a number of factors such as measurement errors, sampling
issues or anomalous process conditions. Outliers can have a considerably
detrimental impact on model quality, especially in cases where the number of
data points is low. There are a number of methods designed to detect outliers.
One is Cook’s distance [58] which gauges the impact of removing a data point
i by:

Di =
∑N
k=1(ŷk − ŷk(i))2

ps2 ,

where ŷk is the prediction of the data at time k with a model derived using
the full data set, ŷk(i) is the prediction of the data at time k with a model
derived using the same data set but with the data point i removed. s2 is the
mean squared error, defined as:
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s2 =
∑N
i=1(yi − ŷk)2

(N − p)
A high Cook’s distance indicates that removing the data point considerably
impacted the model, which in turn indicates that the point may be an outlier.
An issue with outlier detection methods is the possibility of masking, in

which outliers can hide each other. When modeling using small data sets
consisting of quite unreliable data we propose a method for analysis and vali-
dation of models that is specifically tailored to cases with small data sets: use
roughly half the samples to design a model (e.g. 10 samples for a set of 19).
Evaluate the resulting model by calculating the adjusted R2. Then repeat
this for all possible combinations of samples. This allows us not only to get
a general impression of model quality but also to evaluate the quality of each
measurement sample. For example, if a sample only appears in poor models,
it is indicative that the sample itself is an outlier.
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CHAPTER 10

Summary of included papers

This chapter provides a summary of the included papers.

10.1 Paper A
Fredrik Bengtsson, Torsten Wik, Elin Svensson
Resolving issues of scaling for gramian based input-output pairing meth-
ods
International Journal of Control, Taylor & Francis, 2020 .

In this article we examine ways to resolve the issues of input and output
scaling that the gramian based input output pairing methods have. We pro-
pose a new method based on the Sinkhorn-Knopp algorithm which removes
the scaling dependence of the gramian based measures. We then test this along
with other scaling methods on a large number of systems using the MIMO
generator described in Paper C. It is found that using the Sinkhorn-Knopp
algorithm to scale the systems yields significant improvements compared to
the other scaling methods.
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10.2 Paper B
Fredrik Bengtsson, Torsten Wik
Finding feedforward configurations using gramian based interaction mea-
sures
Submitted to Modeling, Identification and Control .

In this article we expand on the work carried out in Paper A, examining
how the scaling schemes can be modified to design feed-forward controllers.
The different methods are evaluated using the MIMO generator described in
Paper C, and it is found that a hybrid scaling scheme, where Sinkhorn-Knopp
scaling is used to design a decentralized control scheme and then other scaling
schemes are used to determine which elements to use for feedforward yields
the best result.

10.3 Paper C
Fredrik Bengtsson, Torsten Wik
A multiple input, multiple output model generator.
A multiple input, multiple output model generator. Technical report,
Department of Signals and Systems, Chalmers University of Technology,
2017 .

In this technical report a MIMO model generator is presented. This gener-
ator allows the user to generate a large number of linear MIMO systems with
predefined properties, such as system size, stability, time constants, delays etc.
These systems can then be used to evaluate various control tuning methods.

10.4 Paper D
Fredrik Bengtsson, Babak Hassibi, Torsten Wik
LQG control for systems with random unbounded communication delay
Proceeding of the 55th Conference on Decision and Control (CDC),
pp 1048-1055. 2016 .

Here we examine LQG control when there is a random unbounded delay
between the controller and the actuator. For a specific probability distribution
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10.5 Paper E

of the delay we derive an optimal controller for the TCP-like case and evalu-
ate it in simulations of an example system. The acknowledgements of which
signals has arrived to the actuator are here only used for the state estimation
and not in the optimization of the controller.

10.5 Paper E
Fredrik Bengtsson, Torsten Wik
Stochastic optimal control over unreliable communication links
To be submitted .

This article expands on the work in Paper D, to present a solution for a
more general type of unreliable communications with any type of random
delay, as well as packet losses. Moreover, we fully utilize the knowledge of
which control signals have arrived to derive a solution that yields a lower cost
than the one in Paper D.

10.6 Paper F
Fredrik Bengtsson, Anders Karlström, Torsten Wik
Modeling of Tensile Index using Uncertain Data Sets
Nordic Pulp and Paper Research Journal,
vol. 35, no. 2, pp. 231-242, 2020 .

In this article we examine data from a paper refiner and examine the mod-
eling of tensile index from a number of available inputs and outputs. We
explore to what extent various inputs are useful for predicting tensile index
as well as examine how to best conduct modeling of tensile index considering
the limited availability of data.

10.7 Paper G
Fredrik Bengtsson, Anders Karlström, Torsten Wik
On the modeling of pulp properties in CTMP processes
Submitted to Nordic Pulp and Paper Research Journal .
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In this article we examine data from the CTMP refining process and exam-
ine the modeling of fiber length, shives width and freeness from a number of
available inputs and outputs. Both static and dynamic models are explored,
and it is shown that reasonable models can be derived for fiber length and
shives width.
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CHAPTER 11

Concluding remarks and future work

In this thesis control of MIMO systems has been investigated. Firstly, we
examined methods for decentralized and sparse control and proposed modifi-
cations to the gramian based interaction measures for the input-output pair-
ing problem. This modification consist of rescaling the IMs from the gramian
based interaction methods using the Sinkhorn-Knopp algorithm. Further-
more we propose a new method of using the gramian based measures to de-
sign sparse controllers, by better taking into account the interactions of the
system.
To evaluate control configuration selection methods we proposed a MIMO

system generator that allows for a statistical evaluation of different control
configuration methods. By evaluating our proposed modifications, both with
the MIMO generator and on models of real systems, we demonstrate that
our modifications significantly improve the results, both for decentralised and
sparse control structures. In addition, using the Sinkhorn-Knopp algorithm
to rescale the IM has the advantage that it yields identical results regardless
of the scaling of the original system.

Moreover we investigate another MIMO control method, LQG control, in
the case where there are unreliable communication channels between the con-
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troller and actuators and between the sensors and controller. For this case we
derive an optimal finite horizon control LQG control law.
Finally, the pulp and paper refining process was examined. We derived

models for predicting tensile index, fiber length and shives width using a
combination of external and internal variables.
There are multiple areas in this thesis work which can be expanded on.

When it comes to evaluation of methods, further work is needed in the area of
automatic controller tuning. The automatic controller tuning should ensure
that comparison of methods for control configuration selection is as little de-
pendent on the tuning of individual control loops as possible. However, it is
not always clear what the best method to use is, and if each controller should
be found with the other outputs in open loop [59], or if one should successively
close the loops with each implemented controller [60].
Using a MIMO generator to evaluate different control structure selection

methods proved to be effective. As the MIMO generator allows for generation
of systems with many different types of properties, it may be fruitful to expand
the evaluations with other types of systems to analyse which methods should
be used for which type of system.
In the area of LQG control for lossy channels there are still some expansions

possible. Our solution, while optimal is computationally very demanding.
Although we have proposed a few methods to reduce the online computational
burden, this is an area which can be explored further.
Moreover, we have only presented work for the TCP-like case. The UDP-like

case, where there are no acknowledgments between the sensor and actuator,
is still an open problem.
Regarding the modeling of pulp and paper outputs there is considerably

more to do. There are numerous other pulp and paper properties which it
would be of interest to model. Furthermore, the modeling was done on a
data set of quite limited size. Studies conducted on a more expansive data
set, where an effort has been made to individually excite the inputs, would
potentially allow for more detailed and accurate modeling of pulp and paper
properties. A larger data set would also allow for more possibilities to explore
more complex model structures.
There are multiple potential uses for our models of the pulp and paper

properties. One important step would be to utilize the derived models to
aid in the design of controllers for the refining processes. At the simplest,
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our models can be seen to be a gauge of how much each input affects the
outputs. This can be utilized to perform control configuration selection by
finding which inputs are appropriate to be used for control. Furthermore
with more frequent output measurements, dynamic models could be derived,
which could be utilized to derive MIMO controllers, such as LQG control,
or to improve a decentralized control structure by using more sophisticated
control configuration selection methods such as the gramian based methods.
Finally, the modelling work can be expanded to create digital twins, which

can be used to aid operators and to optimize the refining process.
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