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Abstract
Context Cloud computing has become the de facto standard for deploying
modern software systems, which makes its performance crucial to the efficient
functioning of many applications. However, the unabated growth of established
cloud services, such as Infrastructure-as-a-Service (IaaS), and the emergence of
new services, such as Function-as-a-Service (FaaS), has led to an unprecedented
diversity of cloud services with different performance characteristics.

Objective The goal of this licentiate thesis is to measure and understand
performance in IaaS and FaaS clouds. My PhD thesis will extend and leverage
this understanding to propose solutions for building performance-optimized
FaaS cloud applications.

Method To achieve this goal, quantitative and qualitative research methods
are used, including experimental research, artifact analysis, and literature
review.

Findings The thesis proposes a cloud benchmarking methodology to estimate
application performance in IaaS clouds, characterizes typical FaaS applications,
identifies gaps in literature on FaaS performance evaluations, and examines the
reproducibility of reported FaaS performance experiments. The evaluation of
the benchmarking methodology yielded promising results for benchmark-based
application performance estimation under selected conditions. Characterizing
89 FaaS applications revealed that they are most commonly used for short-
running tasks with low data volume and bursty workloads. The review of
112 FaaS performance studies from academic and industrial sources found a
strong focus on a single cloud platform using artificial micro-benchmarks and
discovered that the majority of studies do not follow reproducibility principles
on cloud experimentation.

Future Work Future work will propose a suite of application performance
benchmarks for FaaS, which is instrumental for evaluating candidate solutions
towards building performance-optimized FaaS applications.
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Chapter 1

Synopsis

Cloud computing [1, 2] has become the de facto standard for deploying modern
software systems. The established cloud computing paradigm Infrastructure-
as-a-Service (IaaS) grows unabated1 and the emerging paradigm Serverless
computing experiences rapid adoption2. IaaS can be seen as the core of cloud
environments offering low-level computing resources (e.g., CPU processing
time or disk space) as self-service, prevalently in the form of virtual machines
(VMs). As cloud computing evolves towards higher-level abstractions, it aims to
liberate users entirely from operational concerns, such as managing or scaling
server infrastructure. Function-as-a-Service (FaaS) offers such a high-level
fully-managed service with fine-grained billing to execute event-triggered code
snippets (i.e., functions).

The continuing growth of the cloud computing market has led to an un-
precedented diversity of cloud services offered in many different configurations
with varying performance characteristics. Hence, selecting an appropriate cloud
service with an optimal configuration for a performance- and cost-efficient
functioning of an application is a non-trivial challenge.

Performance evaluation is a field of research that systematically measures
characteristics such as latency or throughput to build an understanding of
performance in a given environment. Performance evaluation in IaaS clouds is
an established area of research (see Section 1.3.1) but requires new methods for
reproducible experimentation and for understanding the relationship between
different performance benchmarks (i.e., performance tests). In contrast, FaaS
performance evaluation (see Section 1.3.2) is a much younger but very active
area of research that lacks a consolidated understanding. Therefore, this thesis
formulates the following goal:

Goal

My licentiate thesis aims towards measuring and understanding
performance in IaaS and FaaS clouds. My PhD thesis will extend
and leverage this understanding to propose solutions for building
performance-optimized FaaS cloud applications.

1https://aws.amazon.com/ec2/gartner-mq-2019/
2https://www.marketsandmarkets.com/Market-Reports/serverless-architecture-

market-64917099.html

1

https://aws.amazon.com/ec2/gartner-mq-2019/
https://www.marketsandmarkets.com/Market-Reports/serverless-architecture-market-64917099.html
https://www.marketsandmarkets.com/Market-Reports/serverless-architecture-market-64917099.html


2 CHAPTER 1. SYNOPSIS

To achieve this goal, this thesis contributes experimental research to measure
and understand performance in IaaS clouds and primary as well as secondary
research to understand the landscape of FaaS applications and FaaS performance
evaluations.

The remainder of this chapter is organized as follows. Section 1.1 introduces
relevant background on cloud computing and the foundations of performance
evaluation. Section 1.2 raises and motivates the research questions of this
thesis and discusses its scope related to my PhD thesis. Section 1.3 extends the
context discussion to related work in the fields of IaaS and FaaS performance
evaluation. Section 1.4 summarizes the methodology used to address the
research questions. The contributions of the individual papers are summarized
and linked to the research questions in Section 1.5. The research questions are
then answered in Section 1.6 and discussed in a larger context in Section 1.7.
Threats to the validity of the results are discussed in Section 1.8. Section 1.9
outlines future work as part of my PhD thesis and Section 1.10 concludes this
thesis.

1.1 Background
This section defines cloud computing, distinguishes FaaS and serverless comput-
ing, introduces the foundations of performance evaluation, and distinguishes
between micro- and application-level benchmarks.

1.1.1 Cloud Computing

Cloud computing [2–6] is most commonly defined as:

a model for enabling ubiquitous, convenient, on-demand network
access to a shared pool of configurable computing resources (e.g.,
networks, servers, storage, applications, and services) that can be
rapidly provisioned and released with minimal management effort
or service provider interaction.

—The NIST Definition [1]

Cloud computing continues to evolve, moving from low-level generalist
services towards more specialized high-level services. Early Infrastructure-as-a-
Service (IaaS) clouds offer a low-level abstraction of computing resources. These
resources are most commonly provided in the form of self-administered virtual
machines (VMs) where users have near full control of the software stack [7].
Cloud VMs are offered in many different sizes (also called instance types) with
different performance and cost characteristics. A prominent example of an
IaaS compute service is the Elastic Compute Cloud (EC2) offered by the cloud
provider Amazon Web Services (AWS).

As cloud computing matures, new services push towards more fine-grained
deployment units of increasingly specialized services as depicted in Figure 1.1.
VMs virtualized the hardware of bare metal machines, containers provide
virtualization on top of a shared operating system, and Function-as-a-Service
(FaaS) offers prepackaged runtimes for high-level application development. FaaS
deployment units are small code functions written in programming languages
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such as JavaScript or Python. Hence, FaaS allows developers to focus on
business logic while abstracting away operational concerns, such as autoscaling
VMs.
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Figure 1.1: Evolution of deployment options

1.1.2 Serverless Computing and Function-as-a-Service
There are no widely accepted definitions for serverless computing and Function-
as-a-Service (FaaS). Both terms are often used interchangeably and sometimes
even with contradicting interpretations [8]. The term server-less (i.e., without
managing servers) is also considered confusing but widely adopted by academics
and practitioners3. This thesis adopts an interpretation in line with an accessible
introduction to serverless computing [9] and the SPEC cloud group’s research
vision on FaaS and serverless architectures [10].

Serverless computing is a cloud computing paradigm that aims to
liberate users entirely from operational concerns, such as managing
or scaling server infrastructure, by offering a fully-managed high-
level event-driven service with fine-grained billing.

Function-as-a-Service (FaaS) is one embodiment of serverless com-
puting and is defined through FaaS platforms (e.g., AWS Lambda)
executing event-triggered code snippets (i.e., functions).

Figure 1.2 visualizes the relationship between serverless and FaaS and lists
example FaaS platforms4. This thesis focuses on FaaS but also considers
its relevant serverless context given the tight integration. For example, the
performance of serverless storage (e.g., AWS S3) can be relevant as part of
FaaS applications [11] but not in isolation [12].

3https://martinfowler.com/articles/serverless.html
4https://landscape.cncf.io/format=serverless

https://martinfowler.com/articles/serverless.html
https://landscape.cncf.io/format=serverless
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Function-as-a-Service

Event-driven ComputingServerless Computing

AWS Lambda

Google Cloud
Functions

IBM Cloud
Functions

Knative

Figure 1.2: Relationship between serverless and FaaS (adapted from [8])

1.1.3 Performance Evaluation
Performance evaluation, also known as performance benchmarking or perfor-
mance testing, is the process of systematically evaluating performance features
(e.g., latency or throughput [13]) of computing resources (e.g., CPU, memory)
and applications.

The fundamental performance testing terminology includes: system under
test, workload, benchmark, and benchmark suite. A system under test (SUT)
refers to environments or components that are evaluated according to clearly
defined metrics, such as response time. In the context of this thesis, the SUT
is typically either a cloud environment (i.e., IaaS or FaaS) or an application
within a cloud environment. A workload refers to the stimulation that is
applied to a SUT to observe a certain effect (e.g., change in performance).
This thesis distinguishes between synthetic workloads for micro-benchmarks
and realistic workloads for application-benchmarks, which intend to imitate
real-world scenarios. A benchmark tests performance in a controlled setup
by applying a workload to a SUT. A benchmark suite groups a set of related
benchmarks and defines an execution methodology for combined execution.

Concrete performance features [13], metrics [14], and evaluation methods [15,
16] are cataloged in related work and described within the thesis where relevant.

1.1.4 Micro- and Application-Benchmarks
Figure 1.3 compares two common types of benchmarks, namely micro- and
application-benchmarks. Micro-benchmarks target a narrow performance aspect
(e.g., floating-point CPU performance) with synthetic workloads. These generic
benchmarks are not bound to a certain domain (e.g., Web serving) but can
provide performance insights that are potentially transferable within certain
environments. Application-benchmarks, also known as macro-benchmarks, aim
to cover the overall performance of real-world application scenarios. Typical
metrics are end-to-end response time or throughput. Their results are either
specific to a certain application under a given workload or a domain of related
applications (e.g., Web serving or scientific computing). Their resource usage
profile might be complex and dynamic as they are designed to solve a real-
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world task rather than testing a specific resource in isolation. In comparison to
micro-benchmarks, application-benchmarks tend to be long-running, complex
to configure, and hard to debug due to non-trivial bottleneck analysis caused
by heterogeneous resource usage profiles. Examples of both benchmark types
are described in Section α.3.3 for IaaS and in Section δ.2 for FaaS.

Micro-Benchmarks

CPU Memory Storage Network

Application-Benchmarks

Overall performance
(e.g., response time)

Domain

Workload

Resource
Usage

Generic Specific

Real-worldSynthetic

HeterogenousNarrow

Figure 1.3: Micro- vs application-benchmarks

1.1.5 Reproducibility

“Repeatability and reproducibility are cornerstones of the scientific process” [17]
but often neglected in natural [18] and computer [17] science research. Re-
peatability refers to the extent successive measurements with the same method
under the same conditions yield the same results [19]. Collberg and Proebsting
[17] found that more than 50% of 601 papers from top-rated ACM systems
conferences around 2012 lack functional code. Even after spending ample
efforts to fix build failures, repeatability was impossible for the results of at
least half of these papers. Further, repeatability will likely degrade as Lin
and Zhang [20] argued for an understanding as a process rather than as an
achievement due to the fast evolution of modern computational environments.
However, reproducibility could still be achieved as it refers to the extent the
same results can be achieved with the same method under changed conditions
of measurements [19].

Following these definitions, repeatability is practically impossible in public
cloud environments due to the lack of control over a multi-tenant environ-
ment offered by a third-party cloud provider. Therefore, this thesis focuses
on technical reproducibility of cloud experimentation, which requires several
aspects to ensure an experiment can be repeated with the same methodology.
A sufficiently detailed experiment description is required but its completeness
is often infeasible due to space restrictions (e.g., in academic papers) [21].
Therefore, technical artifacts should be published as an appendix in a usable
form [22]. This might include source code, input data (e.g., workloads), and
technical descriptions. Access to the same infrastructure is fundamentally
given for public clouds but hampered due to their continuous evolution and
potentially high costs.
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1.2 Research Scope
This section introduces and motivates the research questions of this licentiate
thesis and discusses its scope concerning my PhD project and related work.

1.2.1 Research Questions
To addresses the goal of this licentiate thesis, I formulate the following research
questions (RQs) covering performance in IaaS (RQ1) and FaaS (RQ2) clouds:

RQ1: How can performance be measured and evaluated in IaaS clouds?

Performance evaluation in IaaS clouds is an established field of research
(see Section 1.3) and the following sub-questions focus on open chal-
lenges. They specifically target measurement methodology with a focus
on reproducible IaaS experimentation and the understanding of low-level
systems performance in relation to high-level applications. Accordingly, I
formulate the follow sub-questions:

RQ1.1: How can multiple performance benchmarks reproducibly evaluate
IaaS cloud performance?
This question calls for a new cloud benchmarking methodology to sys-
tematically combine and execute multiple performance benchmarks.
It seeks to improve the reproducibility of cloud experimentation
with multiple benchmarks in inherently variable cloud environments.
The ability to systematically evaluate multiple performance bench-
marks leads to the follow-up question on how such different perfor-
mance benchmarks relate to application performance.

RQ1.2: How suitable are micro-benchmarks to estimate application per-
formance in IaaS clouds?
By leveraging the execution methodology from RQ1.1., this question
aims to explore the potential of generic micro-benchmarks to esti-
mate the performance of specific applications from certain domains
to support cloud service selection.

RQ1 targets the performance understanding of low-level IaaS computing
resources and RQ2 extends this understanding towards high-level FaaS
performance. In contrast to IaaS, performance evaluation in FaaS clouds is
a much younger but very active field of research [23]. However, it currently
lacks a consolidated view, which motivates the following research question.

RQ2: What is the current understanding of performance in FaaS clouds?

This question aims to characterize the landscape of existing work on FaaS
applications and their performance to systematically map prior work
and guide future research. I divide this question into the following sub-
questions related to FaaS applications, FaaS performance characteristics,
and the reproducibility of FaaS performance experiments:

RQ2.1: What are the characteristics of typical FaaS applications?
A meaningful understanding of FaaS performance requires knowledge
about relevant applications, which this question seeks to build.
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RQ2.2: What do existing FaaS performance studies evaluate?
This question aims to identify and classify the experimental designs
of existing FaaS performance studies. Such a consolidated view of
existing FaaS performance studies is instrumental to identify gaps
in literature and guide future research.

RQ2.3: How reproducible are existing FaaS performance experiments?
Reproducibility is an inherently important quality of experimental
designs and a common challenge in cloud experimentation, which is
performed in inherently variable cloud environments. Hence, this
question seeks to assess the reproducibility of existing FaaS perfor-
mance experiments in terms of compliance with existing guidelines
for reproducible cloud experimentation [21].

1.2.2 Research Map
Figure 1.4 visualizes the scope of my licentiate thesis and its relation to
my PhD thesis as well as to related work. RQ1 extends related work on
IaaS performance evaluation and hereby contributes to the licentiate goals of
measuring and understanding performance in IaaS clouds. Specifically, Paper α
contributes a IaaS benchmark suite, which Paper β builds upon to propose a new
methodology to estimate the performance of cloud application in IaaS clouds.
Overall, RQ1 inspires the literature review in Paper δ targeting the active field
of performance evaluation in FaaS clouds. However, the lacking knowledge
about FaaS applications and their performance requirements in this new field
motivated Paper γ, which guides the literature review in Paper δ. Paper γ
is a summary of the key findings reported in a more detailed technical report
[k] describing the review of existing FaaS applications. Both, Papers γ and δ
further guide the work in progress (WIP) on a FaaS application performance
benchmark, as envisioned by Paper j. Finally, Paper ε describes a vision of
performance-optimized FaaS applications by motivating how the performance
understanding from this licentiate thesis could be leverage in future work.

1.3 Related Work
This section discusses related work on IaaS (RQ1) and FaaS (RQ2) performance
evaluation.

1.3.1 IaaS Performance Evaluation
Performance evaluation in IaaS cloud environments has a 13-year history with
first reports [24–26] appearing around 2007. The first reports followed the beta
release of Amazon EC2 in 20065, which is considered to be the first commer-
cially available IaaS cloud provider. Since then, cloud performance evaluation
has become a popular research area with hundreds of papers published on
topics such as benchmarking expectations [27, 28], performance metrics [13, 14],
benchmarking approaches [15, 16], performance benchmarks [29], performance
experiments [30–33], or hardware heterogeneity [34, 35]. Secondary studies

5https://aws.amazon.com/blogs/aws/amazon_ec2_beta/

https://aws.amazon.com/blogs/aws/amazon_ec2_beta/
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Figure 1.4: Licentiate (Lic) and PhD research map

classified existing research [36] and experimentally validated hypotheses derived
by codifying primary studies [37]. Unfortunately, the rapid evolution of cloud
systems requires continuous re-evaluation [37] and new methods towards repro-
ducible experimentation in inherently unstable cloud environments [37–39].

1.3.1.1 Cloud Benchmarking Execution Methodology

Existing measurement methodology often makes incorrect assumptions about
the underlying system under test when combining multiple performance bench-
marks. Abedi and Brecht [40] proposed a new execution methodology called
Randomized Multiple Interleaved Trials (RMIT). Figure 1.5 visualizes RMIT
with 3 alternatives, which could represent different benchmarks. Single trial
and multiple consecutive trials (MCT) are currently the most common method-
ologies in practice but could lead to erroneous conclusions. Therefore, RMIT
should be used to attribute for potential periodic effects in cloud environments
beyond the control of experimenters. RMIT was evaluated through simulation
based on measurements of micro-benchmarks collected by other researchers [33].
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Figure 1.5: Different execution methodologies for 3 alternatives (reproduced
from [40]

Several IaaS cloud experiment automation frameworks have been pro-
posed [41–43] but only IBM’s Cloud Rapid Experimentation and Analysis
Toolkit (CBTOOL)6 described by Silva et al. [41], Google’s PerfKitBench-
marker7, and my Cloud WorkBench (CWB)8 framework [44] are still maintained
and provide a diverse suite of benchmarks. None of the existing frameworks
provide execution methodologies beyond serial trials. Hence, I am not aware of
any IaaS benchmark suite that systematically combines multiple benchmarks
using a state of the art execution methodology.

1.3.1.2 Cloud Application Performance Prediction

Application performance prediction for optimizing cloud service selection is a
common area of research, especially in the context of cloud migration. Initial
prediction methods, such as CloudProphet [45], primarily focused on predicting
application performance in cloud environments when migrating an application
from an on-premise application, for example through trace-and-replay. As
cloud offerings started to become more diverse, wholistic methods and tools for
cloud rightsizing [46, 47] have been proposed to support cloud migration and
optimal service selection. Optimization methods based on micro-benchmarking
were proposed and validated for scientific applications [48]. So far, these
methods are typically limited to few service types and applications from a
single domain. Further, training and validation of existing studies might be
negatively impacted by the lack of state of the art execution methodology.

Two of the most related studies were published shortly before and after
my paper. Yadwadkar et al. [49] predict the performance of video-encoding
and Web serving applications with diverse resource profiles across two cloud
providers using hybrid online and offline data collection and modeling. Their
profiling benchmarks are limited to their workload requirements, described in
insufficient details, and unavailable, neither as code nor dataset. Baughman
et al. [50] predict the performance of bioinformatic workflows by combining
historical resource traces with online profiling. Neither of the two studies uses
interleaved or randomized trials.

6https://github.com/ibmcb/cbtool
7https://github.com/GoogleCloudPlatform/PerfKitBenchmarker
8https://github.com/sealuzh/cloud-workbench

https://github.com/ibmcb/cbtool
https://github.com/GoogleCloudPlatform/PerfKitBenchmarker
https://github.com/sealuzh/cloud-workbench
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1.3.2 FaaS Performance Evaluation

Performance evaluation in FaaS has a 4-year history with first studies [51, 52]
appearing around 2016. The first reports followed the public release of AWS
Lambda in 20159, which is considered the first FaaS offering by a large public
cloud provider. Yussupov et al. [23] indicate that FaaS performance is the
most popular area of research in the field of FaaS computing. However, current
reports on FaaS performance are disparate originating from different studies
executed with different setups and different experimental assumptions. The
FaaS community is lacking a consolidated view on the state of research on
FaaS performance. To the best of my knowledge, there exists no unified
view on FaaS performance and its applications apart from a literature review
methodology reporting on preliminary results [53] and two limited collections
of FaaS applications.

1.3.2.1 FaaS Application Characteristics

The most extensive curated collection of real-world FaaS applications lists
15 applications10 and another collection of 13 applications summarizes how
serverless is used for 4 common use cases [9]. Cloud providers (e.g., AWS
Serverless Application Repository11) and FaaS frameworks (e.g., Serverless
Framework12) publish their collections of FaaS applications but these examples
typically rather serve as developer documentation than real-world applications.
Other studies addressed developer experience [54] and FaaS patterns [55].
However, the characteristics of individual FaaS applications have not been
systematically analyzed by prior work.

1.3.2.2 FaaS Performance Evaluation Landscape

Kuhlenkamp and Werner [53] proposed a methodology for a collaborative
literature review on FaaS performance evaluation along with preliminary results.
Otherwise, the FaaS performance evaluation landscape has only been discussed
as part of limited related work sections in primary studies, most thoroughly by
Somu et al. [56].

1.3.2.3 Reproducibility of FaaS Performance Experiments

Reproducibility of performance experiments is an active area of research in
IaaS [21, 57] but has not been addressed for FaaS experimentation, apart from
preliminary results reported by Kuhlenkamp and Werner [53]. However, their
reproducibility score derived from information completeness is limited in scope
and coverage.

9https://aws.amazon.com/blogs/compute/aws-lambda-is-generally-available/
10https://serverlessfirst.com/real-world-serverless-case-studies/
11https://aws.amazon.com/serverless/serverlessrepo/
12https://github.com/serverless/examples

https://aws.amazon.com/blogs/compute/aws-lambda-is-generally-available/
https://serverlessfirst.com/real-world-serverless-case-studies/
https://aws.amazon.com/serverless/serverlessrepo/
https://github.com/serverless/examples
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1.4 Research Methodology

This section summarizes the research methodology used to answer the research
questions of this thesis. RQ1 was mainly addressed through experimental
research methods and RQ2 through a qualitative sample study and a literature
review.

1.4.1 Field Experiment

To answer RQ1, an IaaS cloud experiment [15, 16] was conducted as an empirical
measurement study in a real cloud environment. According to “the ABC of
software engineering research” framework [58], cloud experimentation can be
classified as field experiment research strategy because the experimental study
is conducted in a natural setting (i.e., in a real public cloud environment)
but the researcher manipulates some variables (i.e., instance type, benchmark
configurations) to observe some effect (i.e., performance metrics).

The experimental research followed a 4-step process depicted in Figure 1.6.
First, benchmark design involved a combination of configuring, porting, and
implementing several performance benchmarks into a new benchmark suite.
Second, benchmark execution consisted of defining experiment plans, scheduling
executions, and monitoring multi-week experiments in the real public IaaS cloud
environment of AWS EC2. A performance dataset of over 60 000 measurements
was collected from over 240 virtual machines across 11 distinct virtual machine
types. Third, data pre-processing was required to filter (e.g., skip erroneous
executions), re-shape (e.g., transpose or rename), and cleanup (e.g., convert
units or replace missing values in a few documented cases) the raw data. Fourth,
data analysis included calculating and visualizing summary statistics as well as
selecting, optimizing, and evaluating an estimation model.
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Figure 4.4: WPBench Execution

completion and CWB WPBench stops the server to prevent interference with subsequent bench-
marks.

WPBench is substantially more involved than all other benchmarks used in this thesis. The
following sections elaborate on the extended Wordpress installation automation, the generation
of test data sets including migrations, the three different load scenarios, and the load patterns
within these scenarios. Additionally, system resource monitoring during test execution and the
distributed testing mode are described.

Automated Wordpress Installation

WPBench is able to automatically install and setup Wordpress including all of its dependencies
to achieve portability across different platforms and cloud providers as encouraged by CWB
[SLCG14]. The Wordpress installation builds upon the Chef cookbook wordpress from the Chef
Supermarket community34 to implement necessary extensions required for WPBench within a

34https://supermarket.chef.io/cookbooks/wordpress
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Figure 1.6: Experimental research process

1.4.2 Qualitative Sample Study

To answer RQ2.1, a qualitative sample study was conducted with the main
goal to characterize common FaaS applications. The study was conducted in a
neutral setting (i.e., desk research) and involved a purely observational analysis
of documentation and source code from a broad range of different sources. It
can therefore be classified as sample study research strategy according to Stol
and Fitzgerald [58]. Further, the analysis of documentation and source code
qualifies as primary research. The inclusion of academic literature in the broad
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data collection might initially hint towards secondary research but the goal
was to study FaaS applications and not the contributions of primary studies.

Figure 1.7 summarizes the process of analyzing 89 FaaS applications from
four different sources. First, descriptions of FaaS applications were collected
from open-source projects, academic literature, industrial literature, and a sci-
entific computing organization. Second, two randomly assigned reviewers out of
seven available reviewers characterized each application along 24 characteristics
in a structured collaborative review sheet. The characteristics and potential
values were defined a priori by the authors and iteratively refined, extended,
and generalized during the review process. The initial moderate inter-rater
agreement [59] was followed by a discussion and consolidation phase, where
all differences between the two reviewers were discussed and resolved. The 6
scientific applications were not publicly available and therefore characterized
by a single domain expert, who is either involved in the development of the
applications or in direct contact with the development team.

Scientific
Computing

2 Researchers

24 Characteristics

83 FaaS
Applications

Review 1

Review 2

89 Analyzed
FaaS Applications

6 FaaS
Applications

Review

Domain Expert

Open-source
Projects

Academic
Literature

Industrial
Literature

Discussion and
Consolidation32

23

28

Figure 1.7: Qualitative sample study process

The sampling strategy of FaaS applications is important to achieve a varied
sample from different sources, although the qualitative characterization is
the primary goal of this study (i.e., following a positivist and reductionist
philosophical stance [60]). Following the terminology and guidelines by Baltes
and Ralph [61], this study applied different kinds of purposive sampling for
the 83 publicly available FaaS applications and convenience sampling for the 6
internal scientific computing applications analyzed by an author employed at
the German Aerospace Center. Heterogeneity sampling motivated a roughly
balanced selection of open source projects, academic literature (including
scientific computing), and industrial literature. Search-based sampling was
applied for open source projects through an initial keyword search of the
offline GitHub mirror GHTorrent [62] and refined through filtering based on
date range, repository activity, repository popularity, and manual selection
following inclusion and exclusion criteria. Search-based sampling was applied
for academic literature mainly based upon manual selection from the “Serverless
Literature Dataset” [63]. Collaborative referral-chain sampling was the main
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source for grey literature seeded by case studies reported by cloud providers,
an existing article [9], blog posts, forum discussions, and podcasts known to
the authors.

1.4.3 Literature Review
To answer RQ2.2 and RQ2.3, I conducted a multivocal literature review (MLR)
based on the guidelines from Garousi et al. [64]. Secondary research was
suitable to address the lack of a consolidated view on existing FaaS performance
evaluation research. Further, the inclusion of grey literature was relevant
given the strong industrial interest in FaaS performance and the goal to
identify potential mismatches between the academic and industrial perspectives.
Figure 1.8 shows how an MLR fits into the landscape of secondary studies
and clarifies its scope regarding types of analysis and sources under study.
Notice that literature reviews do not fit into the previously discussed “ABC
of Software Engineering” framework [58] because the framework exclusively
focuses on primary research and knowledge-seeking studies.
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GLRSLR GLM

Synthesis of 
evidenceMapping

Types of analysis
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! academic literature
"  grey literature

! "  MLM: Multivocal literature mapping
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! "  SLR: Systematic literature review
! "  GLM: Grey literature mapping
! "  GLR: Grey literature review includes

"!

Figure 1.8: Taxonomy of systematic secondary studies (adapted from [64])

Figure 1.9 summarizes the MLR process divided into a part for academic
and grey literature. The MLR process identified a total of 112 relevant primary
studies. I classified peer-reviewed papers (e.g., papers published in journals,
conferences, workshops) as academic literature (i.e., white literature) and other
studies (e.g., preprints of unpublished papers, student theses, blog posts) as grey
literature. The search process and source selection for academic literature follow
a conventional systematic literature review (SLR) process [65]. It was guided
through an initial seed of studies [66] discovered through manual search [67] and
refined through complementary search strategies, such as alert-based search.
The search and selection process for grey literature is based on guidelines for
including grey literature [64].
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Figure 1.9: Literature review process

1.5 Contributions

This section summarizes the papers, their main contributions this thesis is built
on, and their relation to the overarching research questions of this thesis (see
Table 1.1). The full papers are appended in the chapters α-ε.

1.5.α A Cloud Benchmark Suite Combining Micro and
Applications Benchmarks

Cloud benchmarking literature extensively studied the performance in IaaS
clouds using micro- and application-level benchmarks. However, existing work
largely focuses on evaluating performance benchmarks in isolation without
systematically combining multiple performance benchmarks.

The contribution of Paper α is to fill this gap by presenting an execution
methodology that combines micro- and application-benchmarks into a new
benchmark suite, integrating this suite into an automated cloud benchmarking
framework, and implementing a repeatable execution methodology proposed in
related work [40].

Based on cloud benchmarking guidelines [16, 27, 28, 68], relevant bench-
marks that cover different cloud resources and application domains were selected,
designed, and integrated into the CWB [44] execution framework. The execu-
tion of these benchmarks was then automated following the RMIT execution
methodology for repeatable experimentation proposed by Abedi and Brecht
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Table 1.1: Overview of papers with main contributions

Paper Venue Main Contribution Thesis RQ

α QUDOS’18 Automated benchmark suite
that combines 23 micro- and 2
application-benchmarks

RQ1.1

β CLOUD’18 Cloud benchmarking methodology
for application-benchmark estima-
tion based on micro-benchmark pro-
filing

RQ1.2

γ
IEEE Software
(under revision) Characterization of 89 serverless ap-

plications along 24 dimensions re-
garding motivation, context, and im-
plementation

RQ2.1

δ JSS’20 Characterization of 112 FaaS perfor-
mance studies regarding evaluated
performance characteristics and con-
figurations

RQ2.2

Reproducibility assessment of 112
FaaS performance studies based on
cloud experimentation guidelines

RQ2.3

ε HotCloudPerf’19 Vision towards performance-
optimized serverless applications

WIP

[40]. The execution methodology was instantiated in the AWS EC2 cloud
and the paper presents selected results related to cost-performance efficiency,
network bandwidth, and disk utilization.

Paper α layed the methodological and technical foundations for the follow-up
study in Paper β. The ability to systematically collect performance measure-
ments for multiple benchmarks raises the question of how their performance
relates to each other. In particular, I wanted to explore the potential of
generic micro-benchmarks to estimate the performance of specific applications
to support cloud service selection.

1.5.β Estimating Cloud Application Performance Based
on Micro-Benchmark Profiling

The continuing growth of the cloud computing market has led to an un-
precedented diversity of cloud services. To support service selection, micro-
benchmarks are commonly used to identify the best performing cloud service.
However, it remains unclear how relevant these synthetic micro-benchmarks
are for gaining insights into the performance of real-world applications.

Therefore, Paper β contributes a cloud benchmarking methodology for
application-benchmark estimation based on micro-benchmark profiling, an
evaluation of this methodology in a real IaaS cloud provider, and a performance
dataset for micro- and application-benchmarks of over 60 000 measurements
from over 240 virtual machines across 11 distinct virtual machine types.
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Building upon the benchmark suite from Paper α, these automated bench-
marks were repeatedly executed in the AWS EC2 cloud environment and
performance measurements were collected from all these benchmark executions.
Hereby, relevant metrics (e.g., execution time, response time, latency, through-
put, failure rate) were defined and extracted from the detailed output logs of
each benchmark trial. Subsequently, offline data pre-processing was required
to filter (e.g., skip erroneous executions), re-shape (e.g., transpose or rename),
and cleanup (e.g., convert units or replace missing values in a few documented
cases) the collected measurements.

The data analysis comprises a prestudy and a main study. A prestudy in line
with previous work on cloud benchmarking [31, 37] quantifies the performance
variability for equally configured services (i.e., how variable do repeatedly
acquired instances of the same instance type perform) because high variability
could favor (if correlated) or hamper (if random) meaningful estimates and
low variability could facilitate estimation across instance types. Performance
variability is quantified as coefficient of variation (CV) across 33 executions for
38 benchmark metrics in five configurations (i.e., different instance types and
cloud regions). The main study investigates the suitability of micro-benchmarks
for estimating cloud application performance across different instance types
in terms of estimation accuracy and micro-benchmark selection. To estimate
the application performance, a linear regression model was trained using 38
metrics from 23 micro-benchmarks and evaluated in terms of relative error for
two applications from different domains. To select the most relevant estimators,
forward feature selection was used to identify the most useful micro-benchmarks
and compare them against three common baselines.

Overall, this paper contributes to measuring and understanding performance
in low-level IaaS clouds but also helps towards understanding high-level FaaS
clouds. In FaaS, providers abstract away operational concerns from the user
and thus make them partially inaccessible but still relevant for performance.
FaaS platform limitations (e.g., no direct network access, execution time limits)
make it impossible to execute the same benchmark suite from this paper in a
FaaS environment. However, the concept of using synthetic resource-specific
micro-benchmarks to estimate the performance of application-benchmarks
inspired by real-world scenarios appears also applicable to FaaS. Unfortunately,
the understanding of typical FaaS applications is currently limited and therefore
motived further investigation in Paper γ.

The performance experimentation within IaaS clouds (RQ1) highlighted
many challenges related to reproducibility and hereby inspired and guided
the literature review in Paper δ. The challenges of reusing other application-
benchmarks limited the scope of RQ1 and motivated a more systematic analysis
of experimental reproducibility for FaaS in Paper δ. The experience of IaaS
experimentation also guided the study design of Paper δ. For example, the
refinement of the cloud experimentation guideline on open access artifact
allowed for a more in-depth discussion on replicating the study design (with
provided code) and replicating the (statistical) analyses (with provided dataset).
Hence, this research helped to formulate discussions and implications more
relevant for future experimenters. It contributed a valuable perspective to the
literature review, which is conducted as desk research and inherently limited
to explicitly reported results and experiences from primary studies.
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1.5.γ Serverless Applications: Why, When, and How?

The emerging cloud computing paradigms Function-as-a-Service and serverless
computing are increasingly adopted by industry (as shown by market analyses13
and surveys14) and academics [11, 69–71]. Initial case studies from early
adopters indicate significant cost reduction and time-to-market15 benefits for
FaaS applications compared to traditional applications [72]. However, such
existing reports are scattered and unstructured. The FaaS community lacks
an understanding of typical FaaS applications, which is crucial for designing
relevant performance benchmarks.

Therefore, Paper γ characterizes 89 serverless applications along 24 dimen-
sions regarding motivation, context, and implementation to answer questions
such as: Why do so many companies adopt serverless?, When are server-
less applications well-suited?, and How are serverless applications currently
implemented?

Notice that this study focuses on FaaS applications and their serverless
context but is framed as serverless applications in the appended manuscript.
One reason is the aim to target a primarily industrial readership, where FaaS
and serverless are often used interchangeably but serverless appears to be
known more widespread16. Similarly, the term Backend-as-a-Service (BaaS)
solutions refers to external services following the serverless paradigm (e.g.,
AWS S3 for blob storage).

The collection and characterization of existing FaaS applications follow
a structured collaborative review process. Descriptions of FaaS applications
were collected from diverse sources including open source projects, academic
literature, industrial literature, and a scientific computing organization. Each
application was either reviewed by two researchers followed by a discussion
and consolidation of all disagreements or by a single domain expert for the 6
scientific applications unavailable to the public. A detailed description of the
study design is available in the accompanying technical report [73].

The results and insights gained during the review process guided the study
design of Paper δ and thus helped to appropriately consolidate existing research
on FaaS performance evaluation. For example, the high adoption of integrating
external services (e.g., data stores or message queues) in FaaS applications
motivated to capture their usage and further analyzing trigger types. The
results also emphasize the importance of performance with about 20% of the
analyzed FaaS applications explicitly mentioning improved performance as
motivation for adopting FaaS. Further, more than 60% of the applications
have latency requirements for at least parts of the application, about 40%
experience high traffic intensity, and more than 80% exhibit bursty workloads.
Cost savings is the most common (≈50%) motivator for FaaS adoption and
can also be linked to performance because execution time directly translates
into costs with the fine-grained pay-per-use billing model.

13https://www.marketsandmarkets.com/Market-Reports/function-as-a-service-
market-127202409.html

14https://www.oreilly.com/radar/oreilly-serverless-survey-2019-concerns-what-
works-and-what-to-expect/

15https://medium.com/lego-engineering/accelerating-with-serverless-
625da076964b

16https://martinfowler.com/articles/serverless.html

https://www.marketsandmarkets.com/Market-Reports/function-as-a-service-market-127202409.html
https://www.marketsandmarkets.com/Market-Reports/function-as-a-service-market-127202409.html
https://www.oreilly.com/radar/oreilly-serverless-survey-2019-concerns-what-works-and-what-to-expect/
https://www.oreilly.com/radar/oreilly-serverless-survey-2019-concerns-what-works-and-what-to-expect/
https://medium.com/lego-engineering/accelerating-with-serverless-625da076964b
https://medium.com/lego-engineering/accelerating-with-serverless-625da076964b
https://martinfowler.com/articles/serverless.html
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1.5.δ Function-as-a-Service Performance Evaluation: A
Multivocal Literature Review

While performance benchmarking in IaaS clouds has been an active research
topic for over a decade (starting 2008), performance benchmarking in FaaS
environments is a more recent trend (starting 2015) and lacks a consolidated
view on the state of research on FaaS performance. Paper δ fills this gap by
conducting the first systematic and comprehensive literature review on FaaS
performance evaluation studies from academic and grey literature. It maps
the landscape of existing isolated FaaS performance studies, identifies gaps in
current research, and systematically investigates their reproducibility based on
principles for reproducible performance evaluation [21].

The literature review was designed based on guidelines for systematic liter-
ature reviews [65] and multivocal literature reviews [64]. A total of 112 studies
were selected from academic (51) and grey (61) literature. The analysis visual-
izes, describes, and discusses results related to publication trends, benchmarked
platforms, evaluated performance characteristics, used platform configurations,
and reproducibility of experiments. The paper also highlights and discusses
notable differences between academic and grey literature studies.

The implications and gaps in literature identified in this paper directly aim to
guide future work on FaaS performance evaluation. Conceptually, the identified
gaps in literature from this paper together with the gained understanding of
FaaS applications from Paper γ steer future research to address novel and
relevant problems. Practically, the datasets of the Papers γ and δ provide a
valuable resource for discovering relevant applications and implementations
towards a comprehensive FaaS benchmark suite.

1.5.ε Transpiling Applications into Optimized Serverless
Orchestrations

The empirical work on reproducible performance evaluation contributes to the
understanding of runtime performance monitoring, which is a key idea of the
feedback-driven self-adaptive system for building performance-optimized FaaS
applications as envisioned in Paper ε. This paper presents the vision of work
in progress towards performance-optimized FaaS applications where developers
are liberated from conforming to particular forms of deployment units, such as
individual functions, and FaaS applications are automatically and dynamically
transpiled into a set of individually deployed functions. Such an approach
could enable a broader range of serverless applications, lead to more flexible
cost-performance trade-off decisions, and increase developer productivity by
providing a unified source code view.

1.6 Results

This section answers the research questions raised in Section 1.2.
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1.6.1 RQ1: IaaS Performance Evaluation

RQ1: How can performance be measured and evaluated in IaaS clouds?

A new benchmark suite and its experimental evaluation demonstrated
how to systematically measure IaaS cloud performance by combining multiple
performance benchmarks and understanding the connection between micro- and
application-level benchmarks. The follow sub-questions provide more detailed
answers regarding reproducible measurements (RQ1.1) and understanding
performance (RQ1.2):

1.6.1.1 RQ1.1: IaaS Benchmark Suite

RQ1.1: How can multiple performance benchmarks reproducibly evaluate IaaS
cloud performance?

Main findings: A new IaaS benchmark suite demonstrated that 24
micro- and 2 application-benchmarks can be systematically combined
and executed in a fully-automated way. The applied RMIT execution
methodology has shown that reproducible execution can be achieved with
coefficient of variations (CVs) below 5% for the majority of 38 benchmark
metrics across 33 executions in 5 different configurations (i.e., instance
types and cloud regions).

Figure 1.10 illustrates the high-level architecture of the proposed benchmark
suite. The two most relevant components are the Benchmark Manager and
the Cloud VM. The Benchmark Manager [44] coordinates the entire lifecycle of
all benchmark executions. The Cloud VM represents the system under test
wherein all benchmarks are automatically installed and configured. The CWB
Client within a cloud VM steers the execution of the entire benchmark suite
following the RMIT execution methodology. The remaining components play a
supportive role in resource management, benchmark provisioning, and external
load generation.

The selection of benchmarks is motivated by prior use in research and
industry. The micro-benchmarks aim for broad resource coverage in the domains
computation, I/O, network, and memory but also specifically test individual
resources (e.g., dividing I/O into low-level disk I/O and higher-level file I/O with
different operation types and sizes). The application benchmarks consist of a
Molecular Dynamics Simulation (MDSim) from the scientific computing domain
and a Word-Press Benchmark (WPBench) from the Web serving domain.

The results demonstrate the capability of the benchmark suite to achieve
low variability (i.e., high precision) for the majority of benchmarks across
different VM instances of the same type in multiple configurations. The violin
plot in Figure 1.11 compares the variability of 38 benchmark metrics in terms of
relative standard deviation (i.e., coefficient of variation) against a 5% relevancy
threshold following the definition of a large benchmarking study [37]. The
relative standard deviation of each configuration (i.e., the combination of
instance type and cloud region) is based on 33 executions from different VM
instances of the same type. Each execution is the averaged result of 3 iterations
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Figure 1.10: Architecture overview of IaaS benchmark suite

(or trials). The results show that the majority of benchmarks are clearly below
the 5% threshold for all tested instance types and cloud regions. Similar levels
of variability for the same instance types support the ability of the methodology
for precise measurements across different regions. The higher variability for
the smaller instance type m1.small is also in line with the findings of prior
work [37, 74, 75].

1.6.1.2 RQ1.2: Application Performance Estimation

RQ1.2: How suitable are micro-benchmarks to estimate application perfor-
mance in IaaS clouds?

Main findings: The evaluation of a linear regression model found that
selected micro-benchmarks were able to estimate the duration of a sci-
entific computing application with a relative error of less than 10% and
the response time of a Web serving application with a relative error
between 10% and 20%. However, it also highlights that benchmarks
cannot necessarily be used interchangeably even if they seetest the same
resource and benchmark parameters can have a profound impact. Overall,
benchmark-based metrics are better in estimating application performance
than specification-based metrics.

The proposed methodology uses micro-benchmarks to estimate the perfor-
mance of an application in previously unseen IaaS computing environments
(i.e., on other VM instance types). A suite of systematically combined micro-
benchmarks is used to capture a performance footprint of a wide range of VM
instance types that are potentially suitable to host an application of interest.
The performance of the application is then measured on the smallest and largest
candidate instance types to serve as training data. A linear regression model
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Figure 1.11: Performance variability of benchmarks across different VM in-
stances of the same type

subsequently estimates how the application would perform on a large range of
instance types to guide cloud service selection.

The evaluation of the methodology in the AWS EC2 cloud with 11 different
instance types showed promising results when using selected micro-benchmarks.
Table 1.2 compares the estimation error and degree of correlation for two
applications based on two selected benchmarks against common baselines.
The estimation accuracy is quantified as average relative error (RE) including
standard deviation (±) and the degree of correlation between the predicted and
actual values is expressed as coefficient of determination (R2). The max RE
estimates the upper bound for the relative error assuming that the smallest
instance performs worst and the largest instance performs best. The best
benchmark-based estimator (Sysbench CPU Multi-Thread) achieved relative
error rates below 10% for the duration of MDSim and between 10% and 20%
for the response time of WPBench (omitting the search and write scenario
here for brevity). This promising result is much better than a differently
configured alternative micro-benchmark estimator (e.g., Sysbench CPU Single-
Thread). It also outperforms common baselines, such as the number of virtual
CPUs (vCPUs) and a provider-defined unit for describing computational power
(ECU). The bad results for cost show that computational power is often not
proportionally related to the usage costs.
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Table 1.2: Estimators [%] for two applications

WPBench MDSim

Benchmark Read Response Time Duration

Sysbench CPU Multi-Thread
RE±Range 12.5±7.1 8.2±4.7
R2 99.2 99.8

Sysbench CPU Single-Thread
RE±Range 454±520 232±163
R2 85.1 87.3

Baseline

vCPUs
RE±Range 616±607 317±184
R2 68.0 68.3

ECU
RE±Range 359±219 206±95
R2 64.6 65.6

Cost
RE±Range 663±730 329.3±222
R2 59.1 57.9

Max Relative Error (RE) 2100 600

1.6.2 RQ2: FaaS Performance Evaluation
RQ2: What is the current understanding of performance in FaaS clouds?

Synthetic micro-benchmarks have been studied extensively but the FaaS
community lacks a performance understanding of typical production appli-
cations. The following sub-questions provide insights into FaaS applications,
evaluated FaaS performance aspects, and the reproducibility of FaaS perfor-
mance experiments:

1.6.2.1 RQ2.1: FaaS Applications

RQ2.1: What are the characteristics of typical FaaS applications?

Main findings: The analysis of 89 FaaS applications has shown that
FaaS is adopted to save costs for irregular or bursty workloads, to avoid
operational concerns, and for the built-in scalability. FaaS applications
are most commonly used for short-running tasks with low data volume
and bursty workloads but are also frequently used for latency-critical,
high-volume core functionality. FaaS applications are mostly implemented
on AWS, in either Python or JavaScript, and make heavy use of external
services for persistency and coordination functionality.

Figure 1.12 summarizes the most common characteristics of 89 FaaS appli-
cations.

The most common motivator for adopting FaaS is cost savings (47%), espe-
cially for irregular or bursty workloads. Seemingly-infinite built-in scalability
with minimal engineering effort and outsourcing of operational concerns to
a provider are both the second most common mentioned by 35% of the 89
FaaS applications. Other reasons were improved performance (19%) and faster
time-to-market (13%).
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47% Save costs 38% None 84% Yes
34% Built-in scalability 32% Complete application 26% No
34% No operations 28% Parts of the application

80% AWS Lambda 42% JavaScript 61% Storage
10% Azure Functions 42% Python 48% Database

8% Private Cloud 12% Java 38% Messaging

Motivators Latency Requirements

Deployment Platform Programming Languages External Services

Workload Burstiness

Figure 1.12: Key findings limited to the top 3 values. A single application
can have multiple values for motivators, programming languages, and external
services.

Latency performance is not relevant for 38% of the FaaS applications.
However, 32% of the applications have latency requirements for all function-
ality, 28% have partial latency requirements, and 2% even mention real-time
requirements. Bursty workloads are very typical (84%) for FaaS applications.

AWS Lambda is the most common deployment platform used by 80% of
the reviewed 89 applications, followed by Microsoft Azure Functions (10%),
and internal hosting in a private cloud (8%). IBM Cloud Functions (7%) and
Google Cloud Functions (3%) were less common. Some FaaS applications
support multiple deployment platforms and therefore the numbers cumulatively
exceed 100%.

JavaScript (42%) and Python (42%) were by far the most popular pro-
gramming languages. Some applications are also written in Java (12%),
C/C++ (11%), or C# (8%), while only a few use Go (5%) or Ruby (2%).

The most common external services provide persistency functionality in-
cluding blob storage (61%), such as AWS S3, and cloud databases (48%), such
as AWS DynomoDB. Different kinds of messaging solutions were seen in 38%
of the applications and only 12% integrated no external services.

1.6.2.2 RQ2.2: Existing FaaS Performance Studies

RQ2.2: What do existing FaaS performance studies evaluate?

Main findings: The review of 112 performance evaluation studies found
that AWS Lambda is the most evaluated FaaS platform (88%), that micro-
benchmarks are the most common type of benchmark (75%), and that
application benchmarks are prevalently evaluated on a single platform. It
also indicates a broad coverage of language runtimes but shows that other
platform configurations focus on very few function triggers and external
services.

Figure 1.13 summarizes the most commonly evaluated characteristics and
configurations of 51 academic and 61 grey literature studies on FaaS performance
evaluation.

The most evaluated deployment platforms are AWS Lambda (88%), Mi-
crosoft Azure Functions (26%), Google Cloud Functions (23%), IBM Cloud
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100% 51 academic literature studies
100% 61 grey literature studies

88% 67% 41%
89% 82% 39%
27% 57% 22%
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Figure 1.13: Top-3 key findings from 51 academic and 61 grey literature studies
on FaaS performance. Multiple values can apply, thus the sum can exceed
100%.

Functions (13%), and self-hosted platforms (14%), predominantly Apache
OpenWhisk.

The predominant use of micro-benchmarks in 75% of all studies indicates
an over-emphasis on simple easy-to-build benchmarks, compared to application-
benchmarks, which are used in 57% of the academic and 31% of the grey
literature studies (i.e., overall 18% use both).

Most micro-benchmarks (40%) evaluate CPU performance and show that
CPU performance in FaaS systems is indeed proportional to the memory size
of the selected function type for certain providers (i.e., AWS, Google). The
Others category mainly consists of platform overhead and workload concurrency
evaluated through micro-benchmarks.

The most evaluated general performance characteristics are FaaS platform
overhead (i.e., cold starts) and workload concurrency (i.e., invoking the same
function in parallel), both used by about half of the studies.

Language runtimes exhibit a mismatch between academic and industrial
sources as Node.js, Java, Go, and C# are evaluated two times more frequently
in grey literature than in academic work.

A majority of studies (57%) focuses on HTTP triggers and other trigger
types remain largely insufficiently researched. This finding is also reflected in
external services with 57% of the studies using an API gateway for implementing
HTTP triggers. Cloud storage shows a large discrepancy between academic
(47%) and grey (10%) literature studies. Apart from cloud databases (10–15%),
external services are used sparingly or not at all (10–18%).

1.6.2.3 RQ2.3: Reproducibility of FaaS Experiments

RQ2.3: How reproducible are existing FaaS performance experiments?
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Main findings: The review of 112 performance evaluation studies discov-
ered that the majority of studies do not follow principles on reproducible
cloud experimentation from prior work [21]. Academic studies tend to
satisfy the principles more comprehensively than grey literature, but the
data shows no clear trend that academic literature is less susceptible to
disregarding the principles.
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Figure 1.14: Evaluation of reproducibility principles P1–P8 [21] for 51 academic
and 61 grey literature studies

Figure 1.14 shows to what extent the reproducibility principles from Pa-
padopoulos et al. [21] are followed by the selected academic and grey literature.
Overall, 7 of 8 reproducibility principles are not followed by the majority of the
analyzed studies. The first subplot shows that the majority (≈65%) of our se-
lected studies perform some kind of repetition in their experiments, but without
justifying or reporting confidence values. About 50% of the academic and 70%
of the grey literature studies do not use different workloads and configurations



26 CHAPTER 1. SYNOPSIS

motivated by real world scenarios. More than half of all studies insufficiently
describe their experimental setup. Technical artifacts are unavailable for 61% of
the academic and 43% of the grey literature studies. About 40% of all studies
appropriately visualize or characterize their empirical performance data, but
roughly the same percentage of all studies ignore complex distributions and
primarily focus on reporting averages. Almost none of the selected studies
perform any statistical evaluations but almost all studies specify measurement
units without any major violations. Cost models are missing in 55% of the
academic and 79% of grey literature.

The results motivate the following actionable recommendations for future
FaaS studies:

P1: Repeated Experiments Explicitly report the number of iterations.

P2: Workload and Configuration Coverage Motivate workloads through
industrial use cases.

P3: Experimental Setup Description Report the time of experiment and
follow good examples [A26, A8, A34] (see Section δ.5.5–P3).

P4: Open Access Artifact Publish the dataset in addition to the bench-
mark code.

P5: Probabilistic Result Description Stop reporting mean values exclu-
sively, but use appropriate statistical tools, such as cumulative density
functions (CDFs), instead.

P6: Statistical Evaluation Use appropriate statistical tests, such as Wilcoxon
rank-sum or overlapping bootstrapped confidence intervals, for stronger
conclusions [39].

P7: Measurement Units Include measurement units in all figures.

P8: Cost Report a cost model.

1.7 Discussion
This section discusses the results and implications of the results in the context
of related work.

1.7.1 IaaS Performance Evaluation
My instantiation of the new IaaS benchmark suite in a single cloud provider
demonstrated the ability to achieve relatively precise (i.e., CVs <5%) results
across different instances of the same type. I assume the remaining variability
mainly originates from inherently variable cloud environments [37] because
several benchmarks achieved almost perfect stability. Further, some outliers
indicate inherently unstable benchmarks [39].

In contrast to some prior reports of high performance variability [37, 38],
the surprisingly stable results can be partly explained through improved per-
formance stability of the evaluated cloud provider. Nevertheless, the first
demonstration of systematically combining micro- and application-benchmarks
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using state of the art execution methodologies is a valuable contribution to the
IaaS research community towards reproducible experimentation.

The results emphasize the importance of performance benchmarking in IaaS
clouds by substantiating the suitability of micro-benchmarks for estimating
application performance in comparison to common baselines. An independent
study [50] with the same goal published very similar results shortly after my
paper for bioinformatic workflows. This supports that the proposed idea is
replicable [76] by other researchers with a slightly different methodology. It
might also hint towards potential transferability of application estimates within
a certain application domain, such as scientific computing. Another independent
study [49] with the same goal was published shortly before my paper and
reported similar or worse relative errors depending on application, metric,
and prediction method. They concluded to achieve better prediction accuracy
for non-linear relationships using a random forest prediction model. Their
results indicate that the proposed methodology can work across multiple cloud
providers. However, I want to highlight that only selected micro-benchmarks
were relevant to estimate the performance of a particular application. This
limitation motivates future research to focus on detailed profiling and a better
understanding of real-world cloud applications as envisioned by Evangelinou
et al. [46]. Additionally, I envision that this methodology could be adjusted
to be trained directly on monitoring traces from production systems [77] as
opposed to dedicated benchmarking efforts.

1.7.2 FaaS Performance Evaluation

Conducted as part of this thesis, the largest systematic analysis of FaaS applica-
tions to date contributes a valuable dataset, interesting insights, and encourages
community-wide sharing and discussion of FaaS applications. The collection
of 89 FaaS applications is a valuable resource of relevant applications for re-
searchers and can guide practitioners on why and when to choose FaaS over
alternative paradigms. The results support existing hypotheses (e.g., strong
focus on AWS Lambda) but also reveal unexpected (e.g., latency-critical work-
loads were relatively common) and interesting (e.g., most applications integrate
external services) results. The structured characterization and collection of
FaaS application hopefully fosters a productive discussion and proves useful for
both industry and academia. It goes beyond the existing collections of 10 to
15 real-world applications, which are merely lists with limited discussion and
characterization. The most related article by Castro et al. [9] discusses four
common use case scenarios in their accessible introduction to FaaS and Server-
less computing. Their discussions are rather describing than characterizing and
therefore not directly comparable to the results of this thesis.

My results of the first systematic and comprehensive literature review on
FaaS performance evaluation studies from academic and grey literature go
beyond the existing partial efforts in this area. I analyzed 112 selected studies
from over 1500 screened sources, which goes far beyond the most related
preliminary work covering 9 out of potential 30 academic studies. Nevertheless,
the results of the preliminary study [53] hint towards some of my findings
regarding over-emphasis on simple micro-benchmarks and lack of reproducible
experimentation in academic studies. However, the preliminary results on
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evaluated performance characteristics appear clearly biased due to a very
limited sample size and omitted the important industrial perspective, which I
covered through the inclusion of grey literature.

1.8 Threats to Validity

This section discusses threats to the validity of the results of this thesis,
limitations of the applied research methods, and a summary of mitigation
strategies. It is structured based on the four common criteria for validity for
empirical research [60]: construct validity, internal validity, external validity,
and reliability.

1.8.1 Construct Validity

Construct validity relates to measuring the right thing, i.e., the extent a study
actually measures what it aims to measure according to the research questions.

For RQ1.1, experimental evaluation demonstrated the feasibility of the
proposed methodology and achieved satisfactory results with one possible
metric for evaluating the reproducibility of measurements. Other reproducibility
aspects were discussed qualitatively but additional quantitative metrics and
statistical evaluations could strengthen the reproducibility claim. Benchmark
selection and configuration was motivated to cover relevant performance aspects
of IaaS cloud performance. However, the large scope of IaaS performance makes
it unrealistic to claim complete coverage. For RQ1.2, the main threats concern
the selection of appropriate IaaS cloud applications and the choice of error
quantification metrics. The selected applications are accepted examples for
applications in academic literature [48, 78] from two popular domains but more
cloud-native applications [25, 29] could improve the relevance of the application-
level workloads. Some related work used different error quantification metrics,
such as rankings [48] or normalized service efficiency [46]. My choice of using
relative errors is motivated by its usefulness when applying the methodology in
practice and was independently adopted by closely related work [49, 50], which
was published shortly before and afterward my paper.

For RQ2, construct validity mainly relates to inappropriate selection criteria
and a lack of standard language and terminology. To mitigate these threats,
the selection criteria were refined based on related work and documented
insights from trial classifications. The lack of standard language is a major
threat as there exist no established definitions of FaaS and serverless [8]. This
threat was mitigated by clarifying and citing selected definitions and providing
illustrational examples where applicable.

1.8.2 Internal Validity

Internal validity relates to measuring right, i.e., the extent a study measures a
causal relationship without interference from external factors.

For RQ1, cloud experimentation is inherently susceptible to confounding
factors as a field experiment due to its natural setting [58]. Public clouds
cannot be under full control of an experimenter but appropriate execution
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methodologies as proposed for RQ1.1 can mitigate this threat. Further miti-
gation includes careful experimental design based on cloud experimentation
guidelines [15, 16] and fully automated experiment execution [44].

For RQ2.1, a qualitative sample study has inherent limitations in measure-
ment precision due to its neutral setting and lack of interactivity (i.e., research
must deal with discoverable data as is) [58]. To mitigate this threat, each
FaaS application was reviewed by two researchers and after initial moderate
agreement [73], all differences were discussed and consolidated. The lack of
interactive data collection could only be mitigated partially through explorative
web search and backward snowballing for discovering new sources. This lead
to the explicit labeling of unknowns ranging from 0–35% (with two exceptions
around 70%) depending on the characteristic. Paper γ excludes these unknowns
for brevity and refers to the accompanying technical report [73] for more details
and discussion.

For RQ2.2 and RQ2.3, bias in study selection, bias in data extraction,
and inappropriate or incomplete database search terms have been identified
as the most common threats in literature reviews [79]. To mitigate selection
bias, different established search strategies were combined, refined [66], and
complemented with targeted strategies (e.g., alert-based search to discover
recent studies). Search terms were iteratively refined and motivated in de-
tail (see replication package [80]). Potential inaccuracies in data extraction
were mitigated through traceability with over 700 additional comments and
a well-defined MLR process based on established guidelines for SLR [65] and
MLR [64] studies, methodologically related publications [81], and topically
relevant publications [23, 53]. The main threat remains individual researcher
bias as the majority of studies were reviewed or validated by a single researcher.

1.8.3 External Validity

External validity relates to generalizability, i.e., the extent the results of a study
can be transferred to other contexts.

For RQ1, field experimentation inherently lacks statistical generalizabil-
ity [58]. Thus, I cannot claim generalizability beyond the specific setting studied
in two geographically distinct data centers of a single cloud provider across
11 different VM instance types. Although related work also focuses almost
exclusively on AWS as a single cloud provider, another study [49] indicated
that a similar methodology can also work across multiple cloud providers. This
is unsurprising given that most IaaS clouds build upon the same abstractions
(i.e., virtualization technology) and individual benchmarks within my suite
were previously used across four different cloud providers [37] with the same
benchmark manager [44]. In contrast, it is unclear to what extent the results
for IaaS are applicable for FaaS. Wang et al. [82] indicated that the underlying
hardware infrastructure of AWS Lambda shares the same specifications as VM
instance types I have evaluated for answering RQ1.

For RQ2.1, the sampling strategy of the qualitative sample study (Sec-
tion 1.4.2) motivates a varied mostly purposive sample from different sources.
Further, about half of the FaaS applications were classified as deployed in pro-
duction and the about the same share is open source, which makes the dataset
relevant and traceable for publicly documented FaaS applications. However, I



30 CHAPTER 1. SYNOPSIS

cannot claim generalizability of the results to all FaaS applications, in partic-
ular not for private FaaS applications. For RQ2.2 and RQ2.3, the literature
review was designed to systematically cover the field of FaaS performance
benchmarking for peer-reviewed academic literature (i.e., white literature) and
unpublished grey literature including preprints, theses, and articles on the
internet. The inclusion of grey literature targets an industrial perspective but
is limited to published and indexed content freely available and discoverable
on the internet (e.g., excluding paywall articles or internal corporate feasibility
studies).

1.8.4 Reliability

Reliability relates to replicability by others, i.e., the extent to which the results
of a study can be replicated by other researchers.

For RQ1, the experimental design strives for technical reproducibility of
the data collection and analysis process because the exact reproduction of the
measurement results is impossible in this kind of field experimentation due to
limited control over the environment [21]. The data collection process leverages
Cloud WorkBench (CWB) [44], a web-based cloud experimentation framework
purposefully built for technically reproducible performance evaluation in differ-
ent IaaS clouds and used for other cloud experimentation studies [39, 44, 83, 84].
All performance benchmarks are available as open source software17 together
with extensive documentation, test suites, and automation scripts on how to set
up the toolchain and benchmarks. The experimentation framework builds upon
appropriate abstractions to isolate technical maintenance changes from more
conceptual benchmark definitions but the fast technological evolution might
require more corrective maintenance. These mitigation strategies should enable
other researchers to conduct the same experiment and collect a new dataset
representing the current state of performance. Such a new dataset will be
subject to internal changes of the cloud provider, which continuously updates
underlying software and hardware infrastructure. Therefore, it is essential
to additionally provide the raw dataset and analysis scripts for independent
inspection.

The data analysis process strives for replicability [76] based on a documented
online replication package18 providing data and analysis code. The ability to
re-run (R1) the code is hampered by dependencies and could be improved by
adopting Docker containerization [85]. Repeatability (R2) requires repeated
code executions to produce the same expected results [76] and was validated by
managing interim data with version control. Reproducible (R3) results require
other researchers to be able to re-obtain the same result [76] and is fostered
by publicly available data and code under version control but could also be
improved by adopting Docker containerization [85]. Reusability (R4) is partially
addressed by documentation but hampered by using a commercial analysis
tool. Replicability (R5) refers to the ability of independent investigators to
obtain the same results without re-using the technical artifacts [85] and was
partially addressed by re-implementing parts of the analysis in another tool for
validation purpose.

17https://github.com/sealuzh/cwb-benchmarks
18https://github.com/joe4dev/cwb-analysis

https://github.com/sealuzh/cwb-benchmarks
https://github.com/joe4dev/cwb-analysis
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For RQ2, structured review sheets with actionable guidance were used and
published in online replication packages [80, 86]. The qualitative sample study
alleviated subjective interpretation of the extracted data through multiple
reviews from a total of seven reviewers. Bi-lateral and group discussions were
an important part of the data consolidation process and captured through
systematic spreadsheet commenting and meeting notes but are currently not
(yet) publicly available. The literature review mitigated this threat through
detailed documentation and traceability annotations.

1.9 Future Work
Future work will firstly extend the current performance understanding for FaaS
applications and secondly build on top of this understanding and measurement
capabilities to propose solutions for building performance-optimized FaaS
applications.

1.9.1 FaaS Application Performance Benchmark

An application-level FaaS performance benchmark suite aims to fill gaps in
literature on FaaS performance evaluation identified in this thesis. The FaaS
community lacks an application performance benchmark motivated by real-
world applications and workloads. This contribution will motivate such an
application performance benchmark based on insights from studied FaaS appli-
cation characteristics. It will further be guided by the insights and actionable
recommendations on reproducible FaaS experimentation from this thesis. To
its end, I envision that this contribution could lay the foundation for a stan-
dardized FaaS benchmarking protocol and implementation. Beyond extending
the understanding of FaaS performance, this vision would be a very valuable
contribution to the research community for evaluating research prototypes.

To achieve this goal, I am currently leading a long-term effort of the SPEC-
RG Cloud19 working group. This joint work is guided by the insights from this
thesis, the expertise of international collaborators, and related work in the field.
Hereby, current work in progress highlights challenges specific to evaluating
FaaS platforms including:

Performance Requirements Compared to traditional cloud models, such
as IaaS, FaaS applications have more stringent performance requirements
regarding fast elasticity. Acquiring new VM instances in IaaS yields overheads
measured in minutes. In contrast, user-facing FaaS applications typically have
latency requirements quantified in milliseconds (see RQ2.1). This motivates
the evaluation of platform overhead and workload concurrency (see RQ2.2),
which become essential aspects to support for future FaaS benchmarks.

System opaqueness FaaS platforms are opaque by design, attempting to
abstract away from the cloud user as much of the operational logic as possible.
Despite the benefits of this model, the higher level of abstraction impedes our
understanding of what and how internal and external factors influence the

19https://research.spec.org/working-groups/rg-cloud.html

https://research.spec.org/working-groups/rg-cloud.html
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performance and other characteristics. Therefore, it is valuable to build on top
of an understanding of lower-level IaaS cloud (see RQ1) to reason about baseline
performance or aspects that cannot be measured (to the same extent) in FaaS
clouds due to inherent platform limitations. For example, related work [82] has
linked evaluated FaaS infrastructure to a VM instance type I benchmarked as
part of answering RQ1. Further, the inability for direct networking in FaaS
and the runtime limitations prevent (or hamper) certain network performance
characteristics, such as function-to-function network performance. An open
question remains to what extent the methodology proposed as part of RQ1 for
IaaS cloud is transferable to FaaS clouds.

System heterogeneity The FaaS ecosystem consists of widely heteroge-
neous systems compared to standardized interfaces for IaaS clouds (i.e., VMs).
FaaS platforms have different approaches how functions are built, deployed,
scaled, upgraded, and executed. Hence, these are constraints an ecosystem-wide
benchmark has to consider and related to active research in the field. For
example, Eyk et al. [87] proposed a high-level reference architecture for FaaS
platforms and Yussupov et al. [88] introduced a method to automatically assess
the portability of FaaS applications.

Complex ecosystems FaaS platforms are, in most cases, not intended as
standalone systems. Instead, they provide deep integrations with other cloud
services, such as integrations with event sources. To comprehensively evaluate
a serverless platform, the performance and implications of these integrations
need to be taken into account.

Multi-tenancy and dynamic deployments The short-lived and ephemeral
nature of FaaS functions enables cloud providers to dynamically schedule and
consolidate the workloads on multiplexed resources. The performance of FaaS
platforms varies [82] due to co-located workloads and overall resource demands.
These time- and location-related variances need to be considered by a sound
FaaS benchmarking methodology. This aspect is very much related to the
benchmarking methodology of RQ1 and assessing the reproducibility of FaaS
studies (see RQ2.3).

Further details are described in the vision paper “Beyond Microbench-
marks” [89].

1.9.2 Performance-Optimized FaaS Applications

Paper ε presents a vision towards facilitating the development of performance-
optimized FaaS applications. The evaluation of the proposed vision requires
relevant FaaS applications and can hence leverage the FaaS application bench-
mark for evaluating the proposed solution. A key motivation for this future
work is to make performance insights more actionable in the context of applica-
tion development through tighter integration of performance aspects into the
development cycle. Another avenue for future research could aim to ease the
development of multi-function FaaS applications.



1.10. CONCLUSIONS 33

1.10 Conclusions
This licentiate thesis extended the existing body of research on measuring
and understanding performance in low-level IaaS clouds, established a consoli-
dated understanding of performance in high-level FaaS clouds, and envisioned
how this understanding can be leveraged for building performance-optimized
FaaS cloud applications. It proposed a benchmark suite combining synthetic
micro-benchmarks with real-world application-benchmarks for systematically
measuring performance in IaaS clouds. The benchmark suite is part of a cloud
benchmarking methodology introduced to estimate application performance
in previously unseen compute environments based on performance profiling
with micro-benchmarks. An instantiation and evaluation of this methodology
yielded promising results that selected micro-benchmarks were able to estimate
the performance of two applications from the domains of scientific computing
and Web serving. However, the results also highlighted that presumably sim-
ilar micro-benchmark estimators cannot necessarily be used interchangeably
because benchmark parameters can have a profound impact on performance. I
conclude that benchmark-based metrics are better estimators for application
performance of the tested applications than specification-based metrics (e.g.,
number of vCPUs, provider-defined unit for computational power), which are
currently used as common baselines.

In contrast to IaaS clouds, performance evaluation in high-level FaaS clouds
is a more recent but related field of research. The largest analysis of FaaS
applications to date identified common performance requirements and other
characteristics related to adoption and implementation. In particular, FaaS
applications are most commonly used for short-running tasks with low data
volume and bursty workloads but are also frequently used for latency-critical,
high-volume core functionality. A review of studies on FaaS performance
evaluation from academic and industrial sources found that AWS Lambda
is the most evaluated FaaS platform, that micro-benchmarks are the most
common type of benchmark, and that application benchmarks are prevalently
evaluated on a single platform. It also indicated a broad coverage of language
runtimes but showed that other platform configurations focus on very few
function triggers and external services. Finally, the majority of studies did not
follow principles on reproducible cloud experimentation from prior work [21].

The last contribution of this thesis envisioned new solutions towards facili-
tating the development of performance-optimized FaaS applications through
performance feedback-driven application transformation. Towards this goal,
current work on an application-level FaaS benchmark suite will enable the
evaluation of such envisioned solution prototypes.
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