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Hydrogen adsorption on In2O3(111) and
In2O3(110)†

Alvaro Posada-Borbón* and Henrik Grönbeck *

In2O3-Based catalysts have been measured to have a high activity for CO2 hydrogenation to H3COH.

Here, we use density functional theory calculations with and without Hubbard-U corrections in

combination with ab initio thermodynamics to investigate the dissociative adsorption of H2 over In2O3(111)

and In2O3(110). H2 is found to dissociate heterolytically with a moderate barrier on both facets. Diffusion

of hydrogen leads to the preferred homolytic adsorption configuration. Vacancy formation by water

formation is thermodynamically preferred at high hydrogen coverages. Both surfaces are found to be

hydroxylated at typical reaction conditions with the highest coverage predicted for In2O3(110). O 1s core

level shifts are calculated for different coverages. The hydroxylated surfaces show two distinct shifts

corresponding to different types of OH-groups. The presence of surface oxygen vacancies is not visible

in the O 1s signatures. The results show that hydroxylation of the surfaces results in changes of the

oxidation state of In-ions, which suggests that the redox properties on In2O3 are important for catalytic

reduction of CO2 to added value chemicals.

1 Introduction

The search for alternative energy solutions that reduce carbon
emissions and facilitate the depart from fossil-fuels has
accelerated during the last decades.1–7 Catalytic conversion of
CO2 to methanol (H3COH) is one proposed path for synthesis of
a fuel with high energy density and simultaneous reduction
of greenhouse emissions.8–12 Conversion of CO2 to methanol
could ideally, if renewable energy sources are used during
conversion, allow for a closed carbon-loop with a net-zero carbon
emission production of a valuable fuel or stock chemical.9–12

In2O3 has recently attracted significant attention as a viable
catalyst for conversion of CO2 to H3COH.13–21 In2O3 supported
on ZrO2 has been reported to be highly active and selective
under industrially relevant synthesis conditions (T = 573 K,
P = 50 Bar, H2/CO2= 4 : 1).13 Very recently, improved catalytic
activity for this reaction was reported for Pd dispersed on
In2O3.16 The increase in activity in ref. 16 was attributed to
facile H2 dissociation as compared to the case without Pd.

The degree of surface hydroxylation on In2O3(111) upon H2

adsorption was investigated in ref. 14 Based on density func-
tional theory (DFT) calculations, hydroxylation of the surface was
suggested to be thermodynamically unfavorable at T = 573 K,

PH2
= 0.96 Bar and DmH2O =�2.0 eV, whereas creation of vacancies

through water formation was calculated to be preferred.14 The
relative thermodynamic stability of hydrogen adsorption was in
ref. 14 investigated at a high hydrogen coverage with all oxygen
atoms protonated together and H-atoms also on the In-sites.

Dissociation of H2 on In2O3(111) has been investigated both
experimentally and theoretically.14–16 The apparent activation
energy for H2 dissociation was in ref. 14 measured to be 0.9 eV.
The barrier for dissociation was calculated to be B0.85 eV on the
pristine surface.14–16 The presence of oxygen vacancies has been
calculated to slightly reduce the barrier for dissociation.14,16

In a recent study using DFT-calculations,21 it was suggested
that activation of H2 on pristine In2O3(110) is facile, with a
barrier of only 0.3 eV. Moreover, it was proposed that the surface
is heavily hydroxylated under typical reaction conditions
(T = 573 K, PH2

= 10–50 Bar). The calculations also indicated that
oxygen vacancies are relevant only at high hydrogen coverages
and that hydroxylation induces a change in oxidation-state of
undercoordinated In-ions. Facile H2 uptake on In2O3 has been
measured at 300 K together with substantial surface reduction
and reordering at higher temperatures.22 A change in oxidation
state of the In-ions during CO2 reduction to H3COH has been
measured using X-ray spectroscopy.20

The different results reported for In2O3(110) and In2O3(111)
may suggest that H2 activation and surface hydroxylation depend
on the surface orientation. However, the different coverages and
thermodynamic conditions considered in the two studies14,21

might influence the results. Thus, an investigation that accounts
for different coverages is needed. Additionally, the DFT results
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on In2O3 surface properties reported so far in the literature14–16,21

have been performed with the general-gradient approximation
(GGA). The incomplete cancellation of the electron self-interaction
in GGA is known to underestimate oxide band-gaps and give a
spurious over-delocalization. Hubbard corrected (DFT+U) calcula-
tions are generally believed to describe better the electronic
structure of metal-oxides, including In2O3.23

Herein, density functional theory (DFT) with and without
Hubbard-U corrections and ab initio thermodynamics are used
to investigate the dissociative adsorption of H2 on In2O3(111)
and In2O3(110). The results suggest that surface hydroxylation is
thermodynamically favorable under typical methanol synthesis
reaction conditions, regardless of surface orientation. Hydroxyl-
ation is found to induces changes in the oxidation states of the
In-cations. The O 1s core level shifts are evaluated to obtain
spectroscopic signatures of different adsorbates. Comparison
with experimental data suggests the presence of different
OH-groups. The qualitative results are found not to depend on
the inclusion of the Hubbard-U correction.

2 Computational details

Density Functional Theory (DFT) calculations are performed
using the Vienna ab initio simulation package.24–27 The Kohn–
Sham orbitals are expanded with a plane wave basis, truncated
at a kinetic energy of 500 eV. Projector augmented wave
potentials (PAW) are used to describe the interaction between
the valence electrons and the core.28,29 Hydrogen, oxygen
and indium are described with one, six and thirteen valence
electrons, respectively. Thus, the valence of indium includes the
4d10 states. Integration over the Brillouin zone is approximated
with finite sampling using the Monkhorst–Pack scheme.30

A 3 � 3 � 3 and 3 � 3 � 1 k-point grid is used for the bulk
and surface calculations, respectively. The exchange–correlation
energy is calculated with the Perdew, Burke, Ernzerhof (PBE)
formulation.31 Given the semi-local nature of the approximation,
electronic self-interaction might cause artificial delocalization of
the electronic states. To localize the In 4d electrons, the effect of
a Hubbard correction is investigated.32 The value of the Hubbard
correction Ueff (7 eV) is adopted from ref.23 where it was
determined by calculations of the lattice constant and the
position of the In 4d states. The performance of the chosen
U-value is studied by comparative calculations using a functional
including exact exchange.33,34 The energies for oxygen vacancy
formation and hydrogen adsorption are found to be in good
agreement using the chosen U-value (see ESI†).

Convergence in energy is assumed when a criteria of 10�6 eV
is reached for the electronic optimization. Structural optimiza-
tion is performed with the use of the conjugate gradient
method and convergence is assumed when forces are smaller
than 0.01 eV Å�1. Activation energies for H2 dissociative adsorp-
tion and Ov formation are calculated with use of the climbing-
image nudge elastic band (CI-NEB)35 technique. Seven to ten
images are used along the reaction coordinate to describe the
minimum energy path. Vibrational frequency analysis is used

to confirm the transition states. A force criteria of 0.05 eV Å�1 is
used for the transition states.

Both In2O3(111) and In2O3(110) are modelled with (1 � 1)
surface cells. The surface slabs are described with five [(111)]
and four [(110)] layers. The bottom two layers of the slab
models are fixed to their bulk positions during the geometry
optimizations. Barriers are calculated for a three layer system
for (111) to reduce computational cost. The slabs are separated
by at least 15 Å of vacuum. The bond length of H2 in gas phase
are calculated to be 0.75 Å, which is in good agreement with the
experimental value of 0.74 Å.

To investigate the relative stability of surface hydroxylation
and presence of oxygen vacancies at methanol synthesis con-
ditions (573 K, 10–50 Bar, H2/H2O:10–50/1), we calculate the
surface free energy (Dg(T,p)) as a function of H2 chemical
potential (mH2

(T,p)) using ab initio thermodynamics.36,37 The
surface free energy is computed according to:

Dg T ; pð Þ ¼ 1

A
EH2=surf � Eprist þNOv mH2O

T ; pð Þ � mH2
T ; pð Þ

� ��

� NH2
mH2

T ; pð Þ
�

(1)

where A is the area of the surface cell. EH2/surf and Eprist are the
zero-point corrected energies of the complete system and the
pristine surface, respectively. NOv

is the number of oxygen
vacancies and NH2

is the number of adsorbed hydrogen mole-
cules. mH2

(T,p) and mH2O(T,p) refer to the chemical potential
of hydrogen and water, respectively. The term in parentheses
accounts for the entropic gain of producing water in the gas-
phase by creating an oxygen vacancy at the surface. The chemical
potential of H2 is calculated as:

mH2
ðT ; pÞ ¼ EH2

þ mH2

0 þ kBT ln
pH2

p0

� �
(2)

where EH2
is the zero-point corrected energy of the H2 molecule

in gas phase. mH2

0 is the reference chemical potential of H2. This
term accounts for the entropic contributions of H2 in the gas
phase and is taken from thermodynamic tables.38 The last term
accounts for the change in entropy with respect to the standard
state. The chemical potential for H2O is calculated similarly.
The average hydrogen binding energy is calculated through:

Eb ¼
1

NH2

EH2=surf � Eprist �NH2
EH2

� �
: (3)

Thus, a negative value indicates exothermic adsorption.
The O 1s core-level shifts (CLS) are calculated in reference to

an O atom in the bulk of the slab:

ECLS = E* � Ebulk* (4)

E* is the energy of the system of interest with a core hole and
Ebulk* is the system with a core hole in the bulk of the slab. In
this way, the calculated CLS includes final-state effects.39 The
core hole is created in this approach by removal of one 1s
electron in the PAW potential. A net jellium background is
added to maintain the number of electrons and charge neutrality
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of the super-cell. The use of a jellium background is needed
when treating systems with a band-gap.40

Charge analysis of the structures of interest is performed via
Bader charges as implemented with the code developed by
Henkelman and co-workers.41

3 Results and discussion
3.1 In2O3 bulk

The (110) and (111) surfaces have been constructed from the
bixbyite (space group 206) bulk structure, which has 80 atoms
in the unit cell. The bixbyite structure is composed of two types
of six-fold coordinated In-ions, with oxygen being four-fold
coordinated. Density functional theory calculation with the
general-gradient approximation are know to spuriously delocalize
electronic states on metal–oxides. Bulk structure was optimized
both with PBE and PBE+U. We find the equilibrium lattice
constant calculated with PBE [PBE+U] functional to be 10.299
[10.030] Å. The experimental value is 10.121 Å. The corresponding
values for the band gap are 0.94 (PBE) and 1.77 eV (PBE+U),
which are in agreement with previous reports using a similar
approach.23 The experimental band gap is 3.2 eV.42

The effect of the Hubbard correction on the bulk electronic
structure is visible in a Density of States (DOS) analysis, Fig. 1.
With the PBE functional (top panel), the DOS is divided into
three regions. The valence band spreads over approximately
5 eV and is mainly composed of O 2p states, with hybridization

with some In 5s and In 5p. The second region, composed of
mainly In 4d states with some hybridization with O 2s and O 2p
states, is situated at an energy of approximately 11 eV below the
Fermi energy and spans B2 eV. The third region, which is
dominated by O 2s states is located at an energy of circa 17 eV
below the Fermi energy. Applying the Hubbard-U correction
(bottom panel) shifts the In 4d states in the second region to
lower energies by approximately 2 eV and increases the spread
of this region by B1 eV. In this way, the Hubbard-U correction
places the 4d-states close to the experimental position.43 More-
over, a higher degree of hybridization between the In 4d and
O 2s states is observed in both the second and third region. The
valence band, which is dominated by O 2p and In states, is only
weakly affected by the Hubbard correction. The effect of the
Hubbard-U correction on the electronic structure is consistent
with previous reports.23

3.2 In2O3(111) and In2O3(110)

Stoichiometric In2O3(111) and In2O3(110) surfaces were cleaved
from the bulk structure at the theoretical equilibrium lattice
constant. We calculate the surface free energy with PBE [PBE+U]
to be 0.78 [1.04] and 1.05 [1.36] J m�2 for (111) and (110),
respectively. These results are in quantitative agreement with
previous reports using a similar methodology.44

The surface structures for In2O3(111) and In2O3(110) are
shown in Fig. 2 and 3, respectively. The In2O3(111) surface is
composed of stoichiometric layers, where each layer constitutes
an O–In–O trilayer. In2O3(111) exhibits three slightly different
geometric terminations, however, they are all energetically
equivalent. The trilayer consist of an In-layer with 16 atoms
sandwiched between two oxygen layers with 12 atoms in
each. The In-atoms in the topmost layer can be grouped into
six semi-equivalent types, labeled Ina–Inf in Fig. 2, while the
oxygen can be grouped into four types, labeled Oa–Od. Inb and
Ind are six-fold coordinated to oxygen, whereas the rest have a
five-fold coordination. The six-fold coordinated In-ions are
present in one region of the (1 � 1) surface cell, giving rise to
a heterogeneous surface. The oxygen atoms in the topmost
layer are three-fold coordinated to indium, whereas the rest are
fourfold coordinated. The bonds at the surface are expanded
with respect to the bulk values. The tri-layer at the surface is on
average expanded by about 0.06 Å.

In similarity with In2O3(111), In2O3(110) consists of stoichio-
metric layers. The surface is composed of a repeating chain of
four In-ions, In1–In4 in Fig. 3, and six oxygen, O1–O6. All atoms
are non-equivalent in the repeating chain. There are 12 oxygen
and 8 In-ions in each layer of the surface cell. In1 and In2 are
four-fold coordinated to oxygen, whereas the rest are five-fold
coordinated. All oxygen atoms in the topmost layer are three-
fold coordinated to indium atoms. The relaxation for the
In2O3(110) surface is more complex than for the In2O3(111)
case. The topmost layer contracts on average by 0.14 Å, with
respect to the bulk-constrained layer, whereas the second layer
expands by B0.06 Å. The (110) orientation has two slightly
different geometric terminations, which are energetically
equivalent. In one case the O3 and O4 are on the same side ofFig. 1 Density of states for bulk In2O3 using PBE and PBE+U.
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the In–O chain (as in Fig. 3), whereas they are on opposite sides
in the other case.

The oxygen vacancy formation energy for the non-equivalent
oxygen types is calculated for the two surfaces with PBE and PBE+U
(see Table 1). We find that the energy to create an oxygen vacancy
is systematically higher with PBE+U by about 1 eV. This shows that
the In–O bond is stronger when the Hubbard correction is applied,
which is consistent with the higher surface energy calculated with
PBE+U. The higher stability of the (111) facet is manifested by
higher vacancy formation energies as compared to (110).

3.3 Surface hydroxylation

The relative stability of In2O3(111) and In2O3(110) as a function
of hydrogen chemical potential (mH2

) is investigated with the
use of ab initio thermodynamics. For In2O3(111), nine different
situations are considered (See Fig. 4), namely the pristine
surface, five hydrogen coverages, one oxygen vacancy in the
pristine surface, and two hydrogen coverages in the presence of
a vacancy. The coverage is defined as the percentage of oxygen
atoms in the topmost layer being occupied with hydrogen.
Hence, 16% coverage corresponds to dissociating one H2

molecule homolytically.
The number of possible hydrogen configurations are high at

low coverages. To reduce the computational cost, we explored

different situations at 16% coverage using a three layer system
and only the PBE functional. For In2O3(111), we find that
adsorption on the Ob–Ob pair to be preferred, with an adsorption
energy of �2.70 eV. This is followed by the Ob–Od and Ob–Oc,
with adsorption energies of �2.30 and �1.98 eV, respectively.
The adsorption energy at Od–Oa, Od–Oc, Oa–Oa and Oa–Oc are
calculated to be �1.78, �1.68, �1.46 and �1.38 eV, respectively.
A similar trend is found for heterolytic adsorption, where average
adsorption energy on Ine–Ob site is �0.63 eV, followed by Ine–Od

(�0.32 eV), Inc–Oc (�0.23 eV) and Inf–Oa (�0.26 eV). The trends
in adsorption energies show that the Ob and Od are more
reactive to hydrogen adsorption than are Oc and Oa.

Fig. 3 Structural model of In2O3(110). Top panel shows the oxygen and
indium sites, labeled O1–O6 and In1–In4. A ball and stick model is used to
show the topmost layer, whereas the rest are presented as lines. The (1 � 1)
surface cell is indicated with black lines. The bottom figure shows a side
view using the ball and stick representation. Atomic color code as in Fig. 2.

Table 1 Oxygen vacancy formation energies calculated for non-
equivalent oxygen sites in (110) and (111) with and without Hubbard
correction. The oxygen vacancy of formation is calculated with respect
to thermal desorption of O2 into the gas-phase

(110) (U = 0 eV) (110) (U = 7 eV) (111) (U = 0 eV) (111) (U = 7 eV)

O1 1.97 2.84 Oa 2.81 3.81
O2 2.20 3.06 Ob 1.88 2.86
O3 2.47 3.20 Oc 2.65 3.61
O4 2.29 3.04 Od 2.15 3.15
O5 1.83 2.80 — — —
O6 1.74 2.69 — — —

Fig. 2 Structural model of In2O3(111). Top panel shows the oxygen and
indium sites, labeled Oa–Od and Ina–Inf. A ball and stick model is used to
show the topmost layer, whereas the rest are presented by lines. The
surface cell is shown by black lines. The bottom panel shows a side view of
the slab, using the ball and sticks representation. Atomic color code:
Indium (brown), oxygen (red).
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The exothermicity in the adsorption is found to be inversely
correlated to the oxygen vacancy formation energy (See
Table 1). It should noted that the most reactive adsorption
sites, Ob and Od, are bonded to the sixfold coordinated In-ions,
see Fig. 2.

Based on the experience for the 16%-case, we explored four-
five different configurations for the higher hydrogen coverages.
It was found that hydrogen preferably adsorbs close to the six-
fold coordinated In-atoms. The results demonstrates the het-
erogeneity of the surface with two regions having different
chemical properties. This has been noted previously in connec-
tion to water adsorption for In2O3(100)44 and In2O3(111).45 The
difference in reactivity of the oxygen atoms has been correlated
with the proximity of their O 2p states with respect to the
valence band maximum.45

The OH-groups that are formed upon hydrogen adsorption
are at higher coverages (Z50%) displaced from the original
oxygen position occupying bridge sites between two In-ions.
This is an effect of the increased oxygen ionic radii upon the
change in formal charge by hydroxylation. The displacement by
hydrogenation has been reported previously for In2O3(110).21

The average hydrogen adsorption energy is �2.59, �1.69,
�1.10, �1.22, �0.75, �0.87 and �0.25 eV for 16%, 33%,
33% + Ov, 50%, 50% + Ov, 66% and 100% covered, respectively.
It should be noted that the adsorption of hydrogen takes place
on different oxygen sites as the coverage is increased. For 16%
coverage, the stable configuration is hydrogen adsorbed on Ob

sites. In case of 33% coverage, all Ob sites are occupied together
with one Od site. Finally, all Ob and all Od sites are occupied at
50% coverage. Once the Ob and Od are occupied, increased
stability of adsorption can only be achieved at high hydrogen
pressures (DmH2

4 0). This is the case of the 66% covered
surface, where the preferred site for adsorption is a Oa–Oc pair
(see in Fig. 4).

On In2O3(110), seven cases of hydrogen coverage are con-
sidered of which one case is investigated with an oxygen
vacancy. The corresponding surface structures are shown in
Fig. 5. The average hydrogen adsorption energy is�2.24, �1.65,
�1.34, �1.44, �1.41, �1.24 and �1.14 eV for 16%, 50%, 66%,
83%, 83% + Ov, 92% and 100% coverage, respectively. The
average binding energies on (110) surface are less affected by
increasing hydrogen coverage than on the (111) surface. This is
rationalized by the higher reactivity of the (110) surface.

The stability of the hydrogen covered surfaces as a function
of hydrogen chemical potential at methanol synthesis condi-
tions (573 K, H2/H2O:10–50/1) is shown in Fig. 6. The surface
free energy is calculated with respect to the pristine surface,
indicated as a dashed line at zero energy. The chemical
potential corresponding to H2 partial pressure of 10–50 bar is
highlighted in the figures as a purple fringe. Partial pressure of
water, relevant for the Ov reduced surfaces, is set to 1 bar. The
phase diagram in Fig. 6 (a) shows that the (111) surface is
predicted within PBE to be hydroxylated (33% covered) at
relevant conditions. The hydroxylation of the surface as a
function of hydrogen chemical potential proceeds from a
pristine surface, to a 16% at a chemical potential of �2.32 eV,
to 33% at �0.52 eV until reducing to Ov + 33% at �0.18 eV. The
relevant hydrogen chemical potential at methanol synthesis
conditions covers the span from �0.33 to �0.25 eV (10–50 bar),
suggesting a hydrogen coverage close to 33% at reaction con-
ditions. Note that the mean coverage does not take the hetero-
geneity of the surface into account. In fact, at 50% coverage, all
oxygen sites close to the six-fold coordinate In atoms are
hydrogen covered.

The Ov + 33% covered surface is found to be close in stability
to the hydroxylated surface. If a lower partial pressure of water
(0.1 Bar) is considered, this surface becomes isoenergetic
with the only hydroxylated surface at a chemical potential of
�0.30 eV. This results suggest that oxygen vacancies may exist
when the surface is hydrogen covered. We find that vacancies
on the pristine surface are thermodynamically unfavorable.

The phase diagram for In2O3(110) (PBE) is shown in
Fig. 6(b). The (110) surface is predicted to be slightly reduced
and heavily hydroxylated (83% + Ov) at all relevant reaction
conditions. Surface hydroxylation as a function of hydrogen
chemical potential proceeds from the pristine surface, to a 16%
at �1.98 eV, to 50% at�1.08 eV, to the mildly reduced 83% + Ov

Fig. 4 Structural models of In2O3(111) with and without oxygen vacancies
for different hydrogen (white) coverages. Atomic color code as in Fig. 2.
Position of oxygen vacancy is highlighted as a purple circle in the relevant
structures.
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at �0.87 eV, well before methanol synthesis conditions are
reached. The stability of oxygen vacancies is clearly promoted
by a high hydrogen coverage unlike the In2O3(111) surface.

The phase diagrams for (111) and (110) calculated with the
Hubbard correction are shown in Fig. 6(c) and (d), respectively.
(The adsorption energies are reported in the ESI.†) The relative
stabilities of all hydrogen coverages are shifted by B0.9 eV with
respect to the PBE results. The trends are, however, not affected
by the choice of functional. On the (111) surface, we find that
hydroxylation at 16% is favorable at reaction conditions. The
hydroxylated surface becomes thermodynamically favorable
over the pristine surface at a hydrogen chemical potential of
�1.37 eV and remains the preferred phase up to zero chemical
potential. The presence of oxygen vacancies are destabilized
when the Hubbard-U correction is applied. From the phase
diagram of the (110) surface, Fig. 6(d), we observe a similar

behaviour as on the (111) surface. The favorable surface coverage
is the 50% covered case. The hydroxylation proceeds similarly
as with PBE, however, with transitions occurring at higher
chemical potentials and reaching a lower overall hydrogen
coverage. Hydroxylation proceeds from the pristine surface, to
a 16% at �1.25 eV, to 50% at �0.33 eV, to 83% at �0.11 eV. As
for the (111) surface, the creation of an oxygen vacancy at the
surface becomes unfavorable with the Hubbard-U correction.
The destabilization of the surface upon oxygen vacancy for-
mation is consistent with the increased Ov formation energy
(Table 1).

A Bader charge analysis is performed on In2O3(111) within
PBE. The Bader charge for an In-ion in the In2O3 bulk is
11.17 electrons, which should be compared to the number of
valence electrons being 13. The formal oxidation state is +3,
which gives that the Bader analysis yields 0.61 electrons per
formal charge. The charge on the pristine surface is 11.23,
which is close to the bulk value. The oxidation state of the
In-ions changes marginally in the presence of an oxygen
vacancy, Fig. 7(a). Changes are instead calculated when the
surface is hydroxylated. The charge on two In-ions change to
12.12 and 12.06 electrons in the case of 33% + Ov. Fig. 7(b). This
change corresponds to a formal change in oxidation state to +1.
The results suggest that the vacancies alone do not reduce the
In-ions, but allow for undercoordination that facilitates a
change of the charge upon hydroxylation.

On the 50% covered structure, Fig. 7(c), charge of a single Ine

changes from 11.24 to 12.16 electrons, whereas the rest of the
atoms change within 0.1 electrons. Similarly, on the 66%
structure, Fig. 7(d), we find a greater degree of surface
reduction. At this coverage the charge of two Ine and a Inf

changes upon hydroxylation in the same way as the 50%
covered structure. The change in oxidation state is structurally
observable in the change of In–O and In–In distance and leads

Fig. 5 Structural models of In2O3(110) with and without oxygen vacancies
for different hydrogen (white) coverages. Atomic color code as in Fig. 2.
Position of oxygen vacancy is highlighted as a purple circle in the relevant
structures.

Fig. 6 Surface stability of In2O3(111) and In2O3(110) as a function of
hydrogen chemical potential (mH2

) and Hubbard parameter at a temperature
of 573 K. The results are calculated with respect to the pristine surface at zero
energy. Experimental conditions, PH2

= 10–50 bar, are indicated by a purple
fringe. Water chemical potential is set at a pressure of PH2O = 1 bar. Labels
are color-coded in accordance to Fig. 4.
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to the creation of adsorbed OH groups in bridge position
between neighboring In-ions.

A bond valence sum analysis46,47 of the charged Ine at 50%
shows a change from 2.79 in the pristine surface to 0.96 upon
hydroxylation. The charge and BVS analysis suggest a change in
oxidation state from +3 to close to +1 for the reduced In-ions, in
agreement with previous reports on change of oxidation state
upon hydroxylation on In2O3(110).21 The results are in agree-
ment with the change of oxidation state of In-ions during
reaction.20 A charge analysis was also performed with Hubbard
correction, with similar results.

3.4 H2O formation by H2 adsorption

A reaction mechanism for dissociative adsorption of H2 is
examined on the pristine (111), Fig. 8 (a), and (110), Fig. 8(b).
Two possible routes are considered after H2 heterolytic disso-
ciation, (i) Hydroxylation of the surface to make OH* + OH* and
(ii) water formation by oxygen vacancy creation (Ov + H2O*),
where H2O is adsorbed on the surface. On (111), we find that
the first step of the reaction, heterolytic dissociative adsorption,
has a barrier of 0.48 eV. This step is exothermic by 0.58 eV with
respect to H2(g). From here, InH + OH, the reaction path splits
into homolytic adsorption or H2O formation. For path (i) we
find that forming two OH-groups is exothermic by 1.62 eV with
respect to the InH + OH state. The process has a barrier of
0.78 eV. For path (ii) we find that the creation of an oxygen
vacancy is exothermic by 0.50 eV with respect to the heterolytic
adsorption and has a barrier of 0.73 eV. The barriers of
both path (i) and (ii) on In2O3(111) is associated with the
diffusion of hydrogen over the In-ion. The two transition states
are geometrically similar. The effect of an oxygen vacancy was
also investigated for the H2 dissociative adsorption. We find
that the vacancy has an almost negligible effect on the activa-
tion energy, as it reduces the barrier by 0.1 eV.

The barrier for H2 dissociation in the pristine surface is
slightly lower than reported previously.16 This can be attributed
to different paths for dissociation, which in ref. 16 was chosen

to be homolytic. Our result for dissociation over the vacancy is
similar to the one reported in ref. 16. The barrier for H2

dissociation on the pristine surface is in quantitative agreement
with a previous investigation following heterolytic dissociative
adsorption.48 This is also the case for the formation of adsorbed
water on the surface. However, we find a slightly lower energy
barrier for the formation of two OH groups at the surface.48

Heterolytic dissociation into InH + OH is on the (110)
surface exothermic by 1.18 eV with respect to the initial state,
having a barrier of only 0.31 eV. For path (i), we find that the
formation of OH* + OH* is exothermic by 0.88 eV with respect
to the initial InH + OH configuration. The formation of two
OH-groups is associated with a barrier of 1.02 eV. The higher
barrier as compared to (111) is due to a stronger hydride bond
on (110). For Path (ii), we find that the formation of water and
an Ov at the surface is endothermic by 0.08 eV with respect to
the heterolytically dissociated hydrogen, with an energy barrier
of 0.62 eV. The lower energy barrier for water formation can be
explained by structural arguments as a shorter elongation of
the In–H bond at the transition state is required in the
formation of the H2O than for the two OH-groups.

Similarly to In2O3(111), the heights of the barriers on the
(110) appear to be related to the energy penalty for hydrogen

Fig. 7 Bader charge analysis of relevant In2O3(111) structures. Charge
localization is shown in dark blue. The charge on the pale blue atoms is
about � 0.1 e. Hydrogen atoms are shown in white. A vacancy is indicated
by a red circle.

Fig. 8 Relative energy landscapes for H2 dissociative adsorption and H2O
formation on In2O3(111) and In2O3(110).
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diffusion over the In-ion. Our results are in quantitative agree-
ment with a previous report.48 We note that the calculated
activation energies are moderate for the experimental conditions
(573 K, 10–50 Bar) and that there is no thermodynamic driving
force to form oxygen vacancies on any of the investigated surfaces.

It is experimentally known that H2 may reduce In2O3

surfaces.13,20,22 Our results show that a reduction of the surface
requires a certain coverage of hydrogen. The phase diagram in
Fig. 6, shows that structures with vacancies are competitive at a
coverage of 0.33 and 0.83% for In2O3(111) and In2O3(110),
respectively.

3.5 Hydrogen induced O 1s core-level shifts

The chemical properties and degree of surface hydroxylation
of In2O3 have been investigated previously using O 1s X-ray
photoelectron spectroscopy.13,49,50 The measured O 1s spectrum
has been deconvoluted into three main features,13 namely lattice
oxygen (530.3 eV), signatures of oxygen vacancies (531.7 eV) and
surface OH-groups (532.5 eV). Here we evaluate the O 1s core
level shift for different oxygen species with respect to oxygen
atoms in the bulk of In2O3, see Fig. 9.

For In2O3(111), Fig. 9(a), we find a slight energetic spread
(0.1 eV) of the calculated O 1s CLS on the bulk oxygen. As bulk

In2O3 in the bixbyite 206 phase has only one unique oxygen
atom, the spread is caused by the finite thickness of the slab
and can be viewed as the uncertainty of the computations
arising from the structure. We find a significant spread in the
O 1s CLS for the surface atoms, ranging from 0.18 to �0.73 eV,
with respect to the bulk average. The semi-equivalent oxygen
atoms have the same O 1s CLS, showing that these oxygen sites
are chemically equivalent. For the topmost oxygen layer, we
calculate the O 1s CLS for Oa, Ob, Oc and Od to be �0.08, �0.73,
�0.05 and �0.43 eV, respectively. It should be noted that the
O-atoms bonded to the six-fold coordinated In-ions (Ob) have a
clear shift of the O 1s binding energy to lower energies. The
oxygen atoms in the bottom of the In2O3(111) topmost trilayer,
can be grouped into four groups of semi-equivalent oxygen (see
supporting information). The calculated O 1s CLS for these
groups are �0.28, �0.14, �0.04 and 0.18 eV, respectively. The
results for the bulk and surface oxygen suggest that measure-
ments of the O 1s spectrum of the pristine surface should have
a broad feature close to the value for oxygen in the bulk.

To investigate the effect of an oxygen vacancy on the O 1s
CLS on neighbouring surface oxygen, we created and oxygen
vacancy in the Ob site and calculated the CLS on the remaining
oxygen atoms in the topmost layer. We find that the presence
of oxygen vacancies does not change significantly the O 1s
binding energies for the remaining oxygen atoms. The calcu-
lated O 1s CLS for the oxygen atoms close to the Ob oxygen
vacancy spans energies from 0.29 to �0.49 eV. We do not find
any general trend of the small shifts induced by the vacancy
and the chemical equivalency for the different types of O-sites is
virtually maintained (see ESI†). The largest effect of the Ov on
the surface oxygen is calculated for the Ob and Od sites.
The average calculated O 1s CLS for these sites are �0.48 and
�0.25 eV, respectively. The energy span for surface oxygen near
an Ov is roughly within the same energy spread as surface
oxygen on the pristine, making these sites indistinguishable
oxygen sites originating from a pristine surface.

We also investigated the effect of hydrogen adsorption on
the O 1s CLS of the formed species. We find that adsorbed
hydrogen gives rise to two distinct OH features. OHads, which
refers to an OH group adsorbed on an In-ion, obtained from
H2O dissociation, has a CLS of 1.27 eV. OsH, which refers to
OH groups with oxygen in a lattice position, has an O 1s CLS
of 1.96–2.11 eV. The difference in O–In bonds for the two
OH species rationalizes the difference in binding energy. For
reference, we calculated the O 1s CLS for adsorbed molecular
H2O, which was found to be 3.30 eV.

For In2O3(110), Fig. 9(b), the results are similar to the (111)
surface. A seven layered surface was used to calculate accurate
O 1s CLS. We find that the bulk oxygen O 1s CLS spans also in
this case has a span of 0.1 eV. The surface oxygen, calculated on
the pristine surface, show a spread in the calculated CLS,
ranging from 0.06 to �0.59 eV. The calculated O 1s CLS for
O1, O2, O3, O4, O5 and O6 is �0.26, �0.18, 0.06, �0.11, �0.35
and �0.59 eV, respectively. The results suggest, similarly to the
(111) surface, that the measured O 1s spectra should have
a broadening around the binding energy for lattice oxygen.

Fig. 9 Calculated O 1s core-level shifts for In2O3(111) and In2O3(110). Top
panel: O 1s CLS of In2O3(111), OH species are investigated at 16% hydrogen
coverage. Bottom panel: O 1s CLS of In2O3(110), OH species are investi-
gated at 16% hydrogen coverage.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

6 
Ju

ne
 2

02
0.

 D
ow

nl
oa

de
d 

on
 8

/2
4/

20
20

 1
:3

3:
12

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d0cp01749c


This journal is©the Owner Societies 2020 Phys. Chem. Chem. Phys., 2020, 22, 16193--16202 | 16201

The effect of oxygen vacancies on neighbouring O-sites is
investigated by removing an O3 site from the topmost layer of
the surface. We find that the Ov induce a minor shift to lower
binding energies for neighboring oxygen. The calculated O 1s
CLS near an Ov for O-sites in the same chain [and contiguous
chain] for O1, O2, O3, O4, O5 and O6 are calculated to be, �0.39
[�0.25], �0.47 [�0.22], Ov [0.05], �0.40 [�0.10], �0.38 [�0.22]
and �0.64 [�0.48] eV, respectively.

Similarly to the (111), the O 1s shift for oxygen near an Ov

is within the same energy spread as surface oxygen on the
pristine, suggesting that the effect of Ov on neighbouring
O-sites would be difficult to detect. Also for this surface, we
investigated the effect of hydrogen adsorption on the surface
oxygen. The results are qualitatively the same as for In2O3(111).
Two OH features are clearly distinguished. For OHads, we
calculated the O 1s CLS to be 1.21–1.27 eV, with respect to
the bulk reference, whereas the O 1s CLS for OsH is calculated
to be 1.82–2.39 eV. The shift for molecular water on the (110) is
calculated to be 3.64 eV.

The results suggest that the experimentally assigned13 peak
at 531.7 eV could be assigned to adsorbed OH groups on
In-ions. Moreover, the peak assigned at 532.5 eV is probably
caused to the presence of OH groups in the oxygen lattice position.
The CLS were also calculated with Hubbard U-correction, and are
in qualitative agreement to the ones without the U-correction
(see ESI†).

4 Conclusions

We have used density functional theory calculations to investi-
gate hydrogen adsorption on In2O3(111) and In2O3(110). The
degree of surface hydroxylation has been investigated and
O 1s core level shifts calculated for representative structures.
The calculations have been performed with PBE as well as PBE
augmented with a Hubbard-U correction to the In 4d states.

Dissociative hydrogen adsorption is found to be facile,
occurring via a heterolytic dissociation mechanism. Thermo-
dynamic analysis suggests that surface hydroxylation is favorable
under experimentally relevant conditions. Moreover, presence
of oxygen vacancies is predicted to become thermodynamic
relevant upon hydroxylation. Surface hydroxylation is, moreover,
found to induce a change of oxidation state, from +3 to close to
+1, on surface In-ions on both surfaces.

Calculations of O 1s core level shifts suggest the existence of
two distinct types of OH groups on the In2O3 catalyst. Further-
more, we do not find any clear spectroscopic signature originating
from oxygen vacancies. The calculated CLS are in good agreement
with previous XPS measurements.

The Hubbard correction is found to accurately describe bulk
characteristics with respect to experimental observations of
the In 4d states. We find that the oxygen vacancy formation
energies to be higher when the Hubbard-U term is used.
Similarly, the adsorption strength of hydrogen is lowered with
the Hubbard-U correction. However, the trends in surface
stability upon hydroxylation as well as the calculated O 1s

CLS, and change of oxidation state upon hydroxylation, are in
qualitative agreement with the PBE results. Comparisons with
reference calculations including exact exchange, suggest that
calculations with a Hubbard-U correction provide a better
description of the surface electronic properties than standard
PBE calculations.

Conflicts of interest

There are no conflicts to declare.

Acknowledgements

Financial support from the Knut and Alice Wallenberg Founda-
tion through the project ‘‘Atomistic design of catalysts’’
(No: KAW 2015.0058) is gratefully acknowledged. Additional
support has been obtained from Swedish Research Council and
Swedish Energy Agency. The calculations have been performed
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