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Abstract
Citation recommendation describes the task of recommending citations for a given text. Due to the overload of published
scientific works in recent years on the one hand, and the need to cite the most appropriate publications when writing scien-
tific texts on the other hand, citation recommendation has emerged as an important research topic. In recent years, several
approaches and evaluation data sets have been presented. However, to the best of our knowledge, no literature survey has
been conducted explicitly on citation recommendation. In this article, we give a thorough introduction to automatic citation
recommendation research. We then present an overview of the approaches and data sets for citation recommendation and
identify differences and commonalities using various dimensions. Last but not least, we shed light on the evaluation methods
and outline general challenges in the evaluation and how to meet them. We restrict ourselves to citation recommendation for
scientific publications, as this document type has been studied the most in this area. However, many of the observations and
discussions included in this survey are also applicable to other types of text, such as news articles and encyclopedic articles.

1 Introduction

Citing sources in text is essential in many scenarios. Most
prominently, citing has always been an integral part of aca-
demic research. Scientific works need to contain appropriate
citations to other works for several reasons [155]. Most
notably, all claims written by the author need to be backed
up in order to ensure transparency, reliability, and truthful-
ness. Secondly,mentions ofmethods and data sets and further
important domain-specific concepts need to be linked via ref-
erences in order to help the reader to properly understand
the text and to give attribution to the corresponding publica-
tions and authors (see Table 1). However, citing properly
has become increasingly difficult due to the dramatically
increasing number of scientific publications published each
year [25,58,163] (see also Fig. 1). For instance, in the com-
puter science domain alone, more than 100,000 new papers
are published every year and three times more papers were
published in 2010 than in 2000 [92]. A similar trend can
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be observed in other disciplines [94]. For instance, in the
medical digital library database PubMed, the number of pub-
lications in 2014 (514k) was more than triple the amount
published in 1990 (137k) andmore than100 times the amount
published in 1950 (4k) [26]. Due to this phenomenon of
information overload in science in the form of a “tsunami
of publications,” citing appropriate publications has become
an increasing challenge for scientific writing.

As a consequence, approaches for citation recommenda-
tion have been developed. Citation recommendation refers
to the task of recommending appropriate citations for a text
passage within a document. For instance, given the phrase
“and similarly, the emergence of GANs has led to significant
improvements in human image synthesis” within a docu-
ment, a citation recommendation system might insert two
citations as follows: “and similarly, the emergence of GANs
[1] has led to significant improvements in human image
synthesis [2].” This would mean adding corresponding refer-
ences to (1) a publication introducing generative adversarial
networks (GANs), and (2) a publication backing up the state-
ment concerning improvements in human image synthesis.
Added references in such a scenario need to fit semantically
to the contextwithin the citing document andmaybe required
to meet further constraints (e.g., concerning their recency).

Note that citation recommendation differs from paper
recommendation [15,142]: paper recommendation aims to
recommend documents to the user that areworthwhile to read
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Fig. 1 Growth of scientific publications indexed in DBLP from 1995
until 2018. Data source: http://dblp.org/statistics/recordsindblp

Table 1 Examples for in-text citations from Färber and Sampath [111]

Citation type Example sentence

concept To this end, SWRL [14] extends OWL-DL and
OWL-Lite with Horn clauses

claim In the traditional hypertext Web, browsing and
searching are often seen as the two dominant
modes of interaction (Olston and Chi 2003)

author Gibson et al. [12] used hyperlink for identifying
communities

and to investigate (particularly, in the context of a research
topic). To that end, one or several papers [4,66,138,165] or
the user’s already clicked/ bookmarked/written documents
[8,95] can, for instance, be used for the recommendation.
We can refer to [11,15] for surveys on paper recommenda-
tion.Citation recommendation, by contrast, assists the user in
substantiating a given text passage (e.g., written claim or sci-
entific concept) within an input document by recommending
publications that can be used as citations. The textual phrase
to be backed up can vary in length—from one word up to
a paragraph—and is called citation context. In some cases
[71,103], the citation context needs to be discovered before
the actual citation recommendation. While some existing
works consider citation recommendation as a task of extend-
ing the set of known references for a given paper [64,82,83],
we consider citation recommendation purely as a task for
substantiating claims and concepts in the citation context.
Thismakes citation recommendation context-aware and very
challenging, because the concept of relevance ismuch stricter
than in ad hoc retrieval [144]. Consequently, citation recom-
mendation approaches have been proposed using additional
information besides the citation context for the recommen-
dation, such as the author’s name of the input document [48].
Evaluating a citation recommendation approach requires to
verify if the recommended papers are relevant as citations
for given citation contexts. For scalability reasons, usually

the citations in existing papers and their citation contexts are
used as ground truth (see Sect. 5.1).

Existing surveys focus only on related research areas of
citation recommendation, but not explicitly on citation rec-
ommendation itself. Among the most closely related studies
are the surveys on paper recommendation [11,15]. In these
articles, the authors do not consider recommender systems
for given citation contexts. Several surveys on other aspects
of citation contexts have also been published. Alvarez et al.
[7] summarize and discuss works on the identification of
citation contexts, on the classification of each citation’s role
(called citation function), and on the classification of each
citation’s “sentiment” (called citation polarity). Ding et al.
[44] focus on the content-based analyses of citation contexts,
while White [164] considers primarily the classification of
citations into classes, the topics covered by citation con-
texts, and themotivation of citing.Moreover, distantly related
to this survey, surveys on the analysis of citing behavior
[24,150] and surveys on works about the analysis of cita-
tion networks exist, for instance, for the purpose of creating
bettermeasurements of the scientific impact of researchers or
communities [159]. Dedicated approaches and data sets for
citation recommendation are not covered in all those works,
nor is there any analysis of citation recommendation eval-
uations and evaluation challenges. This makes it necessary
to consider citation recommendation separately and to use
task-specific dimensions for comparing the approaches.

We make the following contributions in this survey:

1. We describe the process of citation recommendation, the
scenarios inwhich it can be applied, as well as the advan-
tages it has in general.

2. We systematically compare citation recommendation to
related tasks and research topics.

3. We outline the different approaches to citation recom-
mendation published so far and compare them by means
of specifically introduced dimensions.

4. We give an overview of evaluation data sets and further
working data sets for citation recommendation and show
their limitations.

5. We shed light on the evaluation methods used so far for
citation recommendation, we point out the challenges
of evaluating citation recommendation approaches, and
present guidelines for improving citation recommenda-
tion evaluations in the future.

6. We outline research directions concerning citations and
their recommendations.

Several reader groups can benefit from this survey: non-
experts can obtain an overview of citation recommendation;
the community of citation recommendation researchers can
use the survey as the basis for discussions of critical points
in approaches and evaluations, as well as for getting sug-
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Fig. 2 Visualization of a citation in a scientific paper

gestions for future research directions (e.g., research topic
suggestions for PhD candidates); and finally, the survey can
assist developers in choosing among the available approaches
or data sets.

The rest of this article is structured as follows: in Sect. 2,
we introduce the field of citation recommendation to the
reader. In Sect. 3, we describe how we collected publications
presenting citation recommendation approaches.We propose
classification dimensions and compare the approaches by
these dimensions. In Sect. 4, we give an overview of evalu-
ation data sets and compare the data sets by corresponding
dimensions. Section 5 gives a systematic overview of the
evaluation methods that have been applied so far and of the
challenges that emerge when evaluating citation recommen-
dation approaches. Section 6 is dedicated to potential future
work. The survey closes in Sect. 7 with a summary.

2 Citation recommendation

2.1 Terminology

In the following, we define some important concepts of cita-
tion recommendation, which we use throughout the article.
In order to have a generic task formalization, as we prefer, we
do not restrict ourselves to scientific papers as a document
type, but consider text documents in general.

The basic concept of citing is depicted in Fig. 2. A cita-
tion is defined as a link between a citing document and a
cited document at a specific location in the citing document.
This location is called the citation marker (e.g., “[1]”) and
the text fragment which should be supported by the citation
is called the citation context. During processing, the citation
context can be transformed into an abstract representation,
such as an embedding vector [21,48] or a translation model
[74,76]. This enables us to more accurately match the infor-
mation in the citation context with the information provided
in the “citable” documents (also called candidate cited doc-
uments).

“References” and “citations” are often used interchange-
ably in the literature. However, we name in-text references,
given by citation markers, citations. References, in contrast,
are listed in the reference section of the citing document and
describe links to other documents on a document level with-
out context.

In the academic field, both the citing documents and
the cited documents are usually scientific papers. We use
the terms paper, publication, and work interchangeably in
this article. The authors of scientific papers are usually
researchers. We then use researcher and scientist inter-
changeably. Researchers who use a citation recommendation
system become users.

Citing documents and cited documents consist of content
and metadata. In the case of scientific papers, the paper’s
metadata typically consists of the title, the author informa-
tion, an abstract, and other information, such as the venue in
which the paper has been published.

Different citation context lengths can be used for citation
recommendation. If only a fragment of an input text docu-
ment is used as citation context (e.g., a sentence [69,74] or a
window of 50 words), we call it local citation recommenda-
tion or context-aware citation recommendation. If no specific
citation context, but instead the whole input text document
or the document’s abstract is used for the recommendation
(see, e.g., [89,119,144,151]), we call it global citation recom-
mendation or non-context-aware citation recommendation
(following He et al. [72]). In the following sections, we will
primarily focus on local citation recommendation, since only
this variant targets the recommendation of papers for back-
ing up single concepts and claims in a text fragment (i.e.,
assists the user in the actual citing process) and has not been
addressed in other surveys, to the best of our knowledge.1

2.2 Scenarios, advantages, and caveats of citation
recommendation

In the “traditional” process of finding appropriate citations,
the researcher needs to come up with candidate publications
for citing on her own. The candidate papers that can be cited
are either already known by her, are contained in a given doc-
ument collection, or first need to be discovered. For the last
option, the scientist typically uses widely used bibliographic
databases, such as Google Scholar,2 or domain-specific plat-

1 It should be noted that it is also possible to designglobal context-aware
citation recommendation approaches, i.e., approaches which recom-
mend citations for specific contexts (e.g., sentences) but which take the
whole paper into account (e.g., to ensure an even greater understanding
of the context or to diversify the recommendations). However, we are
not aware of any such approach being published (see also Sect. 6 for
potential future work).
2 http://scholar.google.com/.
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forms such as DBLP3 or PubMed.4 The search for candidate
papers to cite typically requires considerable time and effort
as well as skills: the right keywords for querying need to be
found, and the top n returned documents need to be man-
ually assessed with regards to their relevance to the citing
document and to the specific citation contexts.

The idea of citation recommendation is to enhance the
citing process: The user provides the text she has written
(with orwithout initial citations) to the recommender system.
This system then presents to the user for specific segments of
the input text all publications which were determined auto-
matically as suitable citations. The user can investigate the
recommendations in more detail and approve or disapprove
them. Following this procedure, the tedious manual, separate
search in bibliographic databases and paper collections can
be considerably reduced (andmaybe even skipped). The user
does not need to think of meaningful keywords for searching
papers anymore. Last but not least, citing may become less
dependent on the (often very limited) set of papers known to
the current user.

We do not want to hide that citation recommendation
can also entail problematic features if applied inadequately.
Firstly, if citing becomes purely automated, the role of cita-
tions might change (e.g., instead of criticizing, citations
might support a statement; see [117,154,155] for citation
function schemes). The trust in citations might decrease,
since machines (here: recommender systems) might not
engender as much trust as experts who have dealt with the
topic. We thus argue that a human-in-the-loop is still needed
for citation recommendation. Secondly, if the recommenda-
tionmodels are trained on a fixed publication data set, instead
of removing citation biases, the recommender systems could
introduce additional biases towards specific papers. There-
fore, it must be ensured that a sufficiently large number of
papers is indexed and that the new papers are indexed peri-
odically. Caveats of citation recommendation are discussed
in depth in Sect. 5.

Citation recommendation systems can be designed for
several user groups:

(1) Expert Setting In this setting, a researcher is familiar
with her research area and is in the process of writing an
expert text, such as a scientific publication (e.g., after having
developed a novel approach or for conducting a survey in
her research field). Recommendations of citations can still
be beneficial for her, as such a user might still be unaware
of publications in their field in the light of the “tsunami of
publications” common in all scientific fields nowadays [25,
58,163]. Citation recommendation systems might come up
with recommendations which were not in the focus of the

3 http://dblp.org/.
4 http://www.ncbi.nlm.nih.gov/pubmed/.

researcher if she cited in the traditional way, since the system
might be able to bridge language barriers [87,153] and also
find publications which use synonyms or otherwise related
concepts.

(2) Non-Expert Setting We can think of several non-expert
user types for which citation recommendation can be bene-
ficial:

• A researcher needs to write a scientific text on a topic that
is outside of her core research area and expertise (e.g.,
generic research proposals [20] and potential future work
descriptions).

• A journalist in the science domain—e.g., authoring texts
for a popular sciencemagazine—needs to write an article
on a certain scientific topic [124,130].Wecan assume that
the journalist typically is not an expert on the topic she
needs to write about. Having citations in the text helps
to substantiate the written facts and make the text more
complete and understandable.

• “Newcomers” in science, such as Masters students and
PhD students in their early years, are confronted with the
vast amount of citable publications and typically do not
know any or all of the relevant literature in the research
field yet [71,174]. Getting citations recommended helps
not only students in writing systematic and scientific
texts, such as research project proposals (exposés), but
also their mentors (e.g., professors).

In all these non-expert settings, the relevance of the recom-
mended citations is presumably not so much determined by
the timeliness of the publications, as in the expert setting, but
instead more by the general importance and prominence of
the publications. Thus, the relevance function for finding the
most appropriate citations might vary from setting to setting.

Besides the pure topical relevance of recommended cita-
tions, also the fit from a social perspective might be essential.
In recent decades, the citing behavior of scientists has been
studied extensively in order to find good measurements
for the scientific impact of scientists and their publications
[24]. In this context, several biases in citing have been con-
sidered. Most notably, the hypothesis has been made that
researchers tend to cite publications which they have written
themselves or which have been written by colleagues [78].
Another hypothesis is that very prominent and highly cited
works get additional citations only due to their prominence
and visibility in the community (see, e.g., [164]). Citation
recommendation systems can help in reducing biases by rec-
ommending citations which are the best fit for the author, the
citation context with its argumentation, and the community.5

5 However, please also note the caveats of citation recommendation as
outlined above and in Sect. 5.3.

123

http://dblp.org/
http://www.ncbi.nlm.nih.gov/pubmed/


Citation recommendation: approaches and datasets 379

Section 5.2 discusses citing bias in the context of citation
recommendation in detail.

Overall, we can summarize the benefits of citation recom-
mendation as follows:

1. Finding suitable citations should becomemore effective.
This is because the match between the query (citation
context) and the citable documents is more sophisti-
cated than via manual matching (e.g., also considering
synonyms, related topics, etc.). Furthermore, the recom-
mender system typically covers a much larger collection
of known publications than the set of documents known
to the user.

2. Researchers are more (time-)efficient during the process
of citing, as the number and extent of manual investiga-
tions (using bibliographic databases or own document
collections) are reduced, and because recommendations
are returned immediately.

3. The search for publications which can be cited becomes
easier andmore user-friendly (“citing for everyone”). As
a consequence, citing is no longer just a “privilege” for
experts, but potentially something for almost anyone.

4. By establishing a formal relevance function dealing with
the issue of which papers are cited and what character-
istics they have, the process is no longer left to chance.
Hence, biases in citing behavior can be minimized.

5. Ideally, citation recommendation systems only recom-
mend citations for valid statements and existing con-
cepts, while unexaminable statements are not cited.
Hence, citation recommendation implies an implicit
fact-checking process by showing sources to the user
which support the written statements.

6. Advanced citation recommendation systems can, in
addition, search for suitable, cite-worthy publications
in other languages than the citing document (cross-
linguality). They can also recommend publications
under the special consideration of topic evolution over
time, of current buzzwords, or in a personalized way, by
incorporating user profiles.

2.3 Task definition

In the following, we define local citation recommendation.
By considering the whole document, abstract, or title as
citation context, this definition can also serve as definition
for global citation recommendation. The general architec-
ture of a context-aware citation recommendation system is
depicted in Fig. 3. State-of-the-art citation recommendation
approaches are supervised learning approaches. Thus, we
can distinguish between an offline step (or training phase in
machine learning setups), in which a recommendationmodel
is learned based on a collection of documents, and an online
step (or testing/application phase), in which the recommen-

dation model is applied to a new incoming text document.
Note, however, that unsupervised learning approaches and
rule-based approaches are also possible (although, to date, to
the best of our knowledge, none such have been proposed). In
that case, the learning phase in the offline step is eliminated
and a given model (e.g., set of rules) can be directly applied
(see Fig. 3).

In the following, we give an overview of the steps in
case of supervised learning (using the symbols summa-
rized in Table 2). Note that existing citation recommendation
approaches use, to the best of our knowledge, content-based
filtering techniques and are not based on other recommen-
dation techniques, such as collaborative filtering or hybrid
models. It is therefore not surprising that the approaches
are mostly not personalized6 (i.e., not incorporating user
profiles). Hence, our task formalization does not consider
personalization.

2.3.1 Offline step

Input Input is a set of documents D = {d1, . . . , dn}, which
we call in the following the citing documents, with citations
and references.7

Processing The processing of the input texts consists of the
following steps:

(1) Reference Extraction All references from the reference
sections of all citing documents are extracted and stored
in a global index R.

(2) CitationContextExtraction andRepresentation First,
all citation contexts ci j ∈ Ci from each citing document
di need to be extracted. Then, these citation contexts are
transformed into the desired representation form (e.g.,
embedding vectors, bag-of-entities, etc.) zi j :

∀di ∈ D ∀ci j ∈ Ci : ci j → zi j

(3) Model Learning Given the output of the previous steps
(the citing documents D, the cited documents R, and the
abstract citation contexts Z ), we can learn a mapping
function f which maps each citation context representa-
tion zi j and its citing document di to a reference (cited
document) rm ∈ R as given by the training data:

∀zi j ∈ Z ∀di ∈ D f : (zi j , di ) → rm

6 Exceptions are [101,174], which also use the citing paper’s author
information besides the content.
7 It should be noted that citation recommendation can be defined both
on a citation context-level and on a document level. We here consider
the task on a document level, because this enables us to have a more
generic definition.
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Table 2 Symbols used for
formalizing citation
recommendation, grouped by
the offline step and the online
step

Symbol Description

D = {d1, . . . , di , . . . , dn} Set of citing documents in the offline step

R = {r1, . . . , rm , . . . , rM } References of all citing documents D

Ci = {ci1, . . . , ci j , . . . , ci N } Citation contexts from document di

Zi = {zi1, . . . , zi j , . . . , zi N } Abstract citation contexts from document di

Z Set of all abstract citation contexts of D

f Mapping function

g Mapping function

d Input document in the online step

Rd References of document d

Cd = {cd
1 , . . . cd

k , . . . , cd
K } Potential citation contexts of document d

Zd = {zd
1 , . . . , zd

k , . . . , zd
K } Abstract representations of potential citation contexts of document d

Rzd
k

Set of papers recommended for citation

d ′ Input document d enriched by recommended citations

Note that some approaches to citation recommendation
might not use any other information from the citing doc-
uments besides the citation contexts, eliminating thus di

as argument in the mapping function. In those cases, only
the representation of the citation context zi j is decisive
(e.g., representation of a concept).
The mapping function f and the whole task can be for-
mulated as a binary classification task (as also presented
in [134]), especially in order to employ statistical mod-
els. Then, each citable document rm is considered as a
class and the task is to determine if (zi j , di ) should be in
class rm :

g(zi j , di , rm) → [0, 1]
[0, 1] is the probability of citing rm given zi j and di .
As mentioned above, di might be optional for some
approaches. In reality, g is often learned based on
machine learning. However, one can also think of other
ways to create g (e.g., rule-based approaches).

Output Output is the function g, given the abstract citation
contexts Z , the citing documents D, and the cited documents
R.

2.3.2 Online step

Input Input is a text document d without citations and refer-
ences (or only a few ones).
Processing Processing the document d consists of the fol-
lowing steps:

(1) Reference Extraction (optional) If d already contains
citations and a reference section, the references Rd from
d can be extracted and the corresponding representations
can be retrieved from the database of cited papers R.

These representations can be utilized for improving the
citation recommendation within Model Application, e.g.,
for a better topical coherence among existing and recom-
mended citations [91].

(2) Citation Context Extraction & Representation First,
if the existing citations in document d are to be used,
the task is to extract and represent them in the same way
as in the Offline Step. Then, all potential citation con-
texts cd

k ∈ Cd—i.e., contexts in d, which are judged as
suitable for having a citation—are extracted from d and
transformed into the same abstract representation form
zd

k as used in the Model Learning: ∀cd
k ∈ Cd : cd

k → zd
k .

Note that, sometimes, an additional filtering step filters
out all potential citation contexts which are not worth
considering.

(3) Model Application Here, the mapping function g,
learned during the training, is applied on the potential
citation context representations zd

k of document d for rec-
ommending citations:

∀zd
k ∈ Zd Rzd

k
= {rm | rm ∈ R ∧ g(zd

k , d, rm) ≥ θ}

R is thereby the global indexof “citable” papers (gathered
during the offline step). Rzd

k
is the set of recommended

cited papers. These papers were classified as cited with
a likelihood of at least θ .

(4) Text Enrichment Given the document d and the set of
recommendations Rzd

k
for each citation context represen-

tation zd
k , the running text of document d gets enriched

by the recommended citations and the reference section
of d gets enriched by the corresponding references.

Output Output is the annotated document d ′.
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Fig. 3 Architecture of a prototypical citation recommendation system

2.4 Related research fields

2.4.1 Non-scholarly citation recommendation

Also, outside academia, there is a demand for citing writ-
ten knowledge. We can mention three kinds of documents,
which often appear in such scenarios as citing documents:
encyclopedic articles, news articles, and patents. Citation
recommendation approaches developed for the scholarly
field can in principle also be applied to such fields outside
academia. Note, however, that each of the use cases might
bring additional requirements and challenges. The scholarly
domain is characterized by the use of a particular vocabulary,
thus making it hard to apply models (e.g., embeddings) that
were pre-trained on other domains (e.g., news). In contrast,
documents in the non-scholarly field, such as news articles,
often do not have a (dense) citation network. Thismightmake
it harder to build metadata-based representations of the doc-
uments and to evaluate the recommender systems, because
no co-citation network can be used for the evaluation (see the
fuzzy evaluation metrics in Sect. 5.1). In the following, we
outline specifically developed approaches for non-scholarly
citation recommendation.

Encyclopedic articles as citing documents The English
Wikipedia is nowadays already very rich and quite complete
in the number of articles included, but still lacks citations
in the range of (at least) hundreds of thousands [80]. This
lack of citations diminishes the potential of Wikipedia to be

a reliable source of information. Since in Wikipedia mainly
news articles are cited [56], several approaches have focused
on developing methods for recommending news citations for
Wikipedia [55,56,112,113].

News articles as citing documents Peng et al. [124]
approach the task of citation recommendation for news arti-
cles. They use a combination of existing implicit and explicit
citation context representations as well as 200 preselected
candidate articles instead of hundreds of thousands per cita-
tion context.

Patents as citing documentsAuthors of patents need to ref-
erence other patents in order to show the context in which
the patent is embedded. Thus, approaches for patent citation
recommendation have been proposed [109].

2.4.2 Scholarly data recommendation

Scientists are not only confronted with an information over-
load regarding publications, but also regarding various other
items, such as books, venues, and data sets. As a conse-
quence, these items can also be recommended appropriately
in order to assist the scientist in her work. Among others,
approaches have been developed for recommending books
[116], scientific events [90], venues [173] and reviewers [97]
for given papers, patents [122], scientific data sets [139],
potentially identical texts (by that means identifying pla-
giarism) [63], and newly published papers, via notifying
functions [50].
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Table 3 Overview of tools for extracting in-text citations (i.e., references’ metadata and citations’ positions in the text) from scientific publications,
sorted by publication year

Tool Approach Input format Output format Extracts citation
contexts (citation
context length)

Extracts citing
paper’s abstract

CERMINE [158] CRF pdf xml Yes (300 words) Yes

ParsCit [39] CRF txt xml, txt Yes (200 words) No

GROBID [104,105] CRF pdf xml No Yes

PDFX [38] Rule-based pdf xml Yes (300 words) Yes

Crossref pdf-extractor [40] Rule-based pdf xml, bib No No

IceCite [12] Rule-based pdf tsv, xml, json No Yes

Science Parse [6] CRF pdf json Yes Yes

2.4.3 Related citation-based tasks

In the following, we describe some citation-based tasks that
are either strongly related to or an integral part of citation
recommendation.
Citation network analysisCitationnetwork analysis describes
the task of analyzing the references between documents in
order to make statements about the scientific landscape and
to investigate quantitatively scientific publishing. Among
others, citation network analysis has been performed to deter-
mine communities of researchers [43,172], to find experts in
a domain [68], to know which researchers or publications
have been or will become important, and to obtain trends in
what is published over time [70]. Note that citation network
analysis operates on the document level and generally does
not consider the document’s contents.
Citation context detection and extractionEach citation is tex-
tually embedded in a citation context. The citation context
can vary in length, ranging typically from a part of a sen-
tence to many sentences. As shown in several analyses [3,7],
precisely determining the borders of the citation context is
non-trivial. This is because several citations might appear
in the same sentence and because citations can have differ-
ent roles. While in some cases a claim made by the author
needs to be backed up, in other cases a single concept (e.g.,
method, data set, or other domain-specific entity) needs to be
referenced by a corresponding publication [111]. In conclu-
sion, there seems to be no consistent single optimal citation
context length [7,132,133]. Different citation context lengths
have been used for citation recommendation (see Table 5).

To extract citation contexts and references from papers,
specific approaches have been developed [156,157]. These
approaches were developed for PDFs with a paper-typical
layout. They are not only capable of extracting a paper’s
metadata, such as title, author information, and abstract, in
a structured format, but also the references from the ref-
erence section, as well as linking the citation markers in
the text to the corresponding references. Table 3 provides

an overview of the existing publicly available implementa-
tions for extracting in-text citations from scientific papers.
Note that we limited ourselves to implementations which
were designed for scientific papers as input and which are
still deployable; other PDF extraction tools are not con-
sidered by us (see [12,156,157] for an overview of further
PDF-to-text tools). Furthermore, we excluded tools, such as
Neural ParsCit [128], which do not output the positions of
the citations in the text. Given these tools, we can observe the
following: (1) All underlying approaches are a rule engine or
a conditional random field. (2) Several tools (e.g., ParsCit)
have the additional feature that they can extract not only the
full text from the PDF documents, but also a citation context
around the found citation markers. (3) Several tools (e.g.,
ParsCit) require plaintext files as input. Transforming PDF to
plaintext is, however, an additional burden and leads to noise
in the data. (4) The tools differ considerably in the processing
time needed for processing PDF files [12]. ParsCit and GRO-
BID, which have been used most frequently by researchers,
to our knowledge, are among the fastest.
Citation context characterization Citations can have differ-
ent roles, i.e., citations are used for varying purposes. These
reasons are also called citation functions. The citation func-
tion can be determined—to some degree automatically –
by analyzing the citation context and by extracting features
[117,154,155]. Similar tasks to the citation function deter-
mination are the polarity determination (i.e., if the author
speaks in a positive, neutral, or negative way about the cited
paper) [1,61] and the determination of the citation importance
[36,160].

The general typical structure of publications has been
studied and brought into a schema, such as the IMRaD struc-
ture [141], standing for introduction, methods, results, and
discussion. In [19], for instance, the authors find out that the
average number of citations among the same sections in arti-
cle texts is invariant across all considered journals, with the
introduction and discussion accounting for most of the cita-
tions. Furthermore, apparently the age of cited papers varies
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by section, with references to older papers being found in
the methods section and citations to more recent papers in
the discussion. Although such insights have not been used for
development of citation recommendation approaches yet, we
believe that they can be beneficial for better approximating
real human citing behavior.
Citation-based document summarizationCitation-baseddoc-
ument summarization is based on the idea that the citation
contexts within the citing papers are written very carefully
by the authors and that they reveal noteworthy aspects of
the cited papers. Thus, by collecting all citation contexts
and grouping them by cited papers, summaries and opinions
about the cited papers can be obtained, opening the door for
citation-based automatic survey generation and related work
section generation [2,49,114].
Citation matching and modeling Citation matching [123]
dealswith the research challenge of finding identical citations
in different documents in order to build a coherent citation
network, i.e., a global index of citations for a document col-
lection.

Representing the metadata of both citing and cited papers
in a structured way is essential for any citation-based task.
Recently, several ontologies, such as FaBiO and CiTO [125],
have been proposed for this purpose. Besides the metadata of
papers, further relations and concepts can be modeled onto-
logically in order to facilitate transparency and advances in
research [126].

3 Comparison of citation recommendation
approaches

Approaches to (local and global) citation recommendation
have been published over the years, using diverse methods,
and proposing many variations of the citation recommenda-
tion task, such as a recommendation across languages [153]
or using specificmetadata about the input text [48,134].How-
ever, no overview and comparison of these approaches has
been presented in the literature so far. In the following, we
give such an overview.

3.1 Corpus creation

Following a similar procedure as in [15],we collect the papers
for our comparison as follows:

1. On May 3, 2019, we searched in DBLP for papers con-
taining “citation” and “rec*” in the title. This resulted in
a set of 179 papers. We read those papers and manually
classified each of themwhether they present an approach
to (local or global) citation recommendation or not.

2. In a further step, we also investigated all papers refer-
enced by the so-far given relevant papers, and the ones

Table 4 Approaches to global and local citation recommendation (CR)

Reference Venue Local CR

McNee et al. [110] CSCW’02

Strohman et al. [144] SIGIR’07

Nallapati et al. [119] KDD’08

Tang et al. [151] PAKDD’09

He et al. [72] WWW’10 �
Kataria et al. [89] AAAI’10 �
Bethard et al. [20] CIKM’10

He et al. [71] WSDM’11 �
Lu et al. [107] CIKM’11

Wu et al. [167] FSKD’12

He et al. [69] SPIRE’12 �
Huang et al. [74] CIKM’12 �
Rokach et al. [134] LSDS-IR’13 �
Liu et al. [101] AIRS’13 �
Jiang et al. [84] TCDL Bulletin’13

Zarrinkalam et al. [175] Program’13

Duma et al. [45] ACL’14 �
Livne et al. [103] SIGIR’14 �
Tang et al. [153] SIGIR’14 �
Ren et al. [131] KDD’14

Liu et al. [99] JCDL’14

Liu et al. [98] CIKM’14

Jiang et al. [85] Web-KR’14

Huang et al. [75] WCMG’15 �
Chakraborty et al. [35] ICDE’15

Hsiao et al. [73] MDM’15

Gao et al. [60] FSKD’15

Lu et al. [106] APWeb’15

Jiang et al. [86] CIKM’15

Liu et al. [100] iConf’16

Duma et al. [47] LREC’16

Duma et al. [46] D-Lib’16

Yin et al. [174] APWeb’17 �
Ebesu et al. [48] SIGIR’17 �
Guo et al. [65] IEEE’17

Cai et al. [29] AAAI’18

Bhagavatula et al. [21] NAACL’18

Kobayashi et al. [91] JCDL’18 �
Jiang et al. [87] JCDL’18

Han et al. [67] ACL’18 �
Jiang et al. [88] SIGIR’18

Zhang et al. [176] ISMIS’18

Cai et al. [28] IEEE TLLNS’18

Yang et al. [171] JIFS’18

Dai et al. [41] JAIHC’18

Yang et al. [170] IEEE Access’18 �
Mu et al. [118] IEEE Access’18
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Table 4 continued

Reference Venue Local CR

Jeong et al. [81] arXiv’19 �
Yang et al. [169] IEEE Access’19

Dai et al. [42] IEEE Access’19

Cai et al. [30] IEEE Access’19

that refer to these so-far given papers, and classify them
as relevant or not.

3. To avoid missing any papers, we used Google Scholar
as an academic search engine with the query keywords
“citation recommendation” and “cite recommend,” as
well as the Google Scholar profiles from the authors of
the so-far relevant papers. Based on that, we added a few
more relevant papers to our corpus.8

Overall, 51 papers propose a novel, either global or local cita-
tion recommendation approach (see Table 4). Out of these,
17 present local citation recommendation approaches, that
is, approaches that use a specific citation context within the
input document (see Sect. 2.1 for the distinction between
local and global citation recommendation). This means that
only 33.3% of the approaches denoted by the corresponding
authors as citation recommendation approaches are actually
designed for using citation contexts as input and are therefore
truly citation recommendation approaches (see Sect. 2.1).

Note that we consider only papers presenting approaches
to citation recommendation, and not those on data analysis
(e.g., citation graph analysis).We also do not consider papers
presenting approaches for recommending papers that do not
use any text as the basis for the recommendation, but instead
use other information, such as the papers’ metadata.

3.2 Corpus characteristics

Table 4 lists all 51 papers on citation recommendation,
togetherwith the papers’ venues and an indication ofwhether
the described approach targets local or global citation recom-
mendation.We can point out the following findings regarding
the evolution of these approaches over time:

1. We can observe that approaches to citation recommen-
dation have been published over the last 17 years (see
Fig. 4). The task of global citation recommendation has
attracted the interest of researchers at an earlier stage
than local citation recommendation (first publication
year 2002 [110] vs. 2010 [72]). Both the number of
approaches to global citation recommendation and local

8 [100,134] are papers which are not indexed in DBLP, but which can
be found on Google Scholar or Semantic Scholar.
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Fig. 4 Frequencies of citation recommendation (CR) approaches by
publication year

citation recommendation has increased continuously.
Overall, more approaches to global citation recommen-
dation system have been published than approaches to
local citation recommendation. However, note that the
most recent publications on global citation recommen-
dation have been published in very short time intervals at
similar or same venues from partially identical authors
(see Table 4).

2. Some precursor works on the general task of analyz-
ing and predicting links between documents [37] have
been published since 2000, while global citation rec-
ommendation has been targeted by researchers since
2002. Among others, there might be two major aspects
that can explain the emergence of citation recommen-
dation approaches at that time. Firstly, the number of
papers published per year has increased exponentially.
It became common in the 2000s to publish and to read
publications online on theWeb. Secondly, citations have
becomedisproportionatelymore commonover the years,
that is, the number of citations has increased faster than
the number of publications. Comparing the five-year
periods 1999/2003 and 2004/2008 in [121], the num-
ber of publications increased by 33%, while citations
increased by 55%.

3. Before the content-based (local and global) citation rec-
ommendation approaches—as considered in this survey—
, several systems had already been proposed that use
purely the citation graph as basis for the recommenda-
tion. This “prehistory” of content-based citation recom-
mendation is explainable by the fact that quantitative
science studies such as bibliometrics have a long his-
tory, and were already quite established in the 2000s.

4. Having an appropriate and large collection of scien-
tific papers as evaluation and training data is crucial
and not easy to obtain, since—especially in the past—
papers were often “hidden” behind paywalls of pub-
lishers. Therefore, it is not very surprising that several
approaches [20,21,86,87] consider only abstracts as cit-
ing documents instead of the papers’ content. Citation
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Fig. 5 Classification of citation recommendation approaches based
on their set-up. The approaches are classified as follows: a [21,28–
30,35,41,60,65,73,85–88,106,110,118,131,169,171]: b [20]; c [175]; d

[42,46,47,84,98–100,107,119,144,151,167,176]; f [45,48,71,72,74,75,
81,101,134,153,170,174]; f [67,69,89,91,103]Thenumbers correspond
to the references in the reference Sect.

recommendation then turns into reference recommen-
dation for abstract texts.

5. Citation recommendation is located in the intersection of
the research areas information retrieval, digital libraries,
natural language processing, and machine learning.
This is also reflected in the venues in which approaches
to citation recommendation have been presented. Con-
sidering both global and local citation recommendation,
SIGIR, IEEE Access, CIKM, and JCDL have been cho-
sen most frequently as venues (5 times SIGIR, 5 times
IEEE Access, 5 times CIKM, 3 times JCDL; together
accounting for 35% of all papers). Particularly, IEEE
Access has become popular as a venue for publishing
citation recommendation approaches by a few researches
in 2018 and 2019. Note that this journal’s reviewing and
publication process is designed to be very tight (one
review round takes 7 days) and that IEEE has an article
processing charge. Our paper corpus also contains a few
publications from medium-ranked conferences, such as
AIRS [101]. It became apparent that these papers pro-
vide less comprehensive evaluations, but relatively high
evaluation results (see the evaluation metrics paragraph
in Sect. 3.3). Due tomissing baselines, these results need
to be taken with care.

6. Consideringpurely local citation recommendation, SIGIR
(3 times) and ACL (2 times) occur most frequently as
venue. The remaining venues occur only once.

Big picture In Fig. 5, we present visually a “big pic-
ture” of the different settings in all citation recommendation
approaches. We thereby differentiate between what data is
used from the citing documents (either only metadata (incl.
abstract), or metadata plus content, or metadata plus spe-
cific citation contexts), and what data is used from the cited
documents (either only metadata, or metadata plus content).
Note that approaches using the metadata or the content of the
citing documents make up the group of global citation rec-

ommendation approaches, while approaches using specific
citation contexts target local citation recommendation. Note
also that approaches using only the metadata of the citing
documents can be regarded as targeting both the expert set-
ting and the non-expert setting (see Sect. 2.2), while the other
approaches are designed primarily for the expert setting. The
publications that propose the approaches sometimes do not
point out in detail what data is used (e.g., whether the author
information of the citing papers is also used), which makes
a valid comparison infeasible. Thus, this “big picture” figure
tries to provide a clear picture of what has been pursued so
far. Notable, for instance, is that 23.5% (12 out of 51) of all
approaches use citation contexts (less than thewhole content)
of the citing documents and only the metadata of the cited
documents (see class E). In contrast, we can find only one
approach that uses the whole content of the citing documents
and only the metadata of the cited documents (see class C).
We can mention two potential reasons for this fact. Firstly,
it can be difficult to obtain the publications’ full texts (due
to, among other reasons, limited APIs and copyright issues).
Secondly, operating only with papers’ metadata is also easier
from a technical perspective.

Citation relationships Fig. 6 shows the citation-
relationships between papers with citation recommendation
approaches. The papers are thereby ordered from left to right
by publishing year. It is eye-catching that there is no con-
tinuous citing behavior along the temporal dimension, i.e., a
paper in our set does not necessarily cite preceeding papers in
our set.However, in some caseswe can explain this by the fact
that publications were published within short time intervals.
Consequently, the authorsmight not have been aware of other
approaches which had either been published very recently or
had not yet been published. Nevertheless, we can observe
that authors of citation recommendation approaches do omit
references to other citation recommendation approaches.
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Fig. 6 Citations between papers presenting citation recommendation
approaches. Local citation recommendation approaches are highlighted
in blue

3.3 Comparison of local citation recommendation
approaches

When comparing citation recommendation approaches, it is
important to differentiate between approaches to local cita-
tion recommendation (making recommendations based on a
small text fragment) and approaches to global citation rec-
ommendation. To understand that, consider a scenario in
which a text document with 20 citation markers is given.
In case of local citation recommendation, it is not uncom-
mon to provide, for instance, three recommendations per
citation context. However, a global citation recommendation
system would provide only a list of 60 recommendations
without indications where to insert the corresponding cita-
tion markers. In our mind, it is not reasonable to call this
process context-aware citation recommendation and to eval-
uate the list of 60 recommendations in the same way as
the 20 lists with 3 recommendations, since citations are
meant to back up single statements and concepts on a clause
level, i.e., being suitable only for specific contexts. Note also
that global recommendation approaches in the context of
paper recommendation are covered by existing surveys (see
Introduction). This survey, in contrast, focuses on context-
awareness, which, to date, has not yet been considered
systematically. Thus, in this subsection, we compare only
the 17 approaches to local citation recommendation.

In order to characterize and distinguish the different
approaches from each other, we introduce the following
dimensions:

1. What is the underlying approach and to which data min-
ing technique is it associated?

2. What information is used for the user modeling, if any?
3. Is the set of candidate papers prefiltered before the rec-

ommendation?
4. What is used as the citation context (e.g., 1 sentence or

50 words before and after the citation marker)?
5. Is the citation context pre-specified in the evaluation or

do cite-worthy contexts first need to be determined by
the algorithm?

6. Is the content of the cited papers also needed (limiting
the evaluation to corresponding data sets)?

7. Which evaluation data set is used (e.g., CiteSeerX or
own data set)?

8. Fromwhich domain are the papers used in the evaluation
(e.g., computer science)?

9. What are the used evaluation metrics?

Table 5 shows the classification of the approaches according
to these dimensions. While in the following we point out
the main findings per dimension, note that we also provide a
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Table 5 Overview of local scientific citation recommendation approaches, listed chronologically by publication date (considering year and month)

Paper Year Group Approach User
model

Prefilter Citation
context
length

Citation
placeholders

Cited papers’
content
needed

Evaluation
data set

Domain Evaluation
metrics

[72] 2010 b Probabilistic
model
(Gleason’s
Theorem)

– – 50 words
before and
after

Yes No CiteSeerX Computer
science

Recall,
co-cited
prob.,
nDCG,
runtime

[89] 2010 b Topic model
(adapt. LDA)

– – 30 words
before and
after

Yes Yes CiteSeer Computer
science

RKL

[71] 2011 a Ensemble of
decision trees

– – 50 words
before and
after

No No CiteSeerX Computer
science

Recall,
co-cited
probability,
nDCG

[69] 2012 c Machine
translation

– – 1 sentence Yes Yes Own dataset Computer
science

MAP

[74] 2012 c Machine
translation

– – 1-3 sentences Yes No CiteSeer &
CiteULike

Computer
science

precision,
recall, F1;
Bpref, MRR

[134] 2013 a Ensemble of
supervised ML
techniques

Author Top 500 50 words
before and
after

Yes No CiteSeer &
CiteULike

Computer
science

F1, precision,
runtime

[101] 2013 a SVM Author – On average
13.4 words

Yes no Own dataset Computer
science

Recall, MAP

[45] 2014 a Cos similarity of
vectors (TF-IDF
based)

– – 5-30 words
before and
after

Yes Depending on
variant

Part of ACL
Anthology

Comput.
linguistics

Accuracy

[103] 2014 a Regression trees
(gradient
boosted)

Author Top 500 50 words
before and
after

No Yes Own dataset Computer
science

nDCG

[153] 2014 d Learning-to-rank – – Sentence plus
sentence
before and
after

Yes No Own dataset Computer
science and
technology

Recall, MAP,
MRR

[75] 2015 d Neural network
(feed-forward)

– Variable Sentence plus
sentence
before and
after

Yes No CiteSeer Computer
science

MAP, MRR,
nDCG

[174] 2017 d Neural network
(CNN)

– Variable Sentence plus
sentence
before and
after

Yes No (but title +
abstract)

Own (same as
in [101])

Computer
science

MAP, recall

[48] 2017 d Neural network
(CNN + RNN)

Author Top 2048 50 words
before and
after

Yes No RefSeer Computer
science

Recall, nDCG,
MAP, MRR

[91] 2018 d Cos. similarity of
paper
embeddings

– – 1 sentence Yes Yes Own dataset
(from ACM
library)

Computer
science

nDCG

[67] 2018 d Dot product of 2
paper
embeddings

– – 50 words
before and
after

Yes Yes NIPS,
ACL-ANT,
CiteSeer +
DBLP

Computer
science

Recall, MAP,
MRR, nDCG

[170] 2018 d Neural network
(LSTM)

Author,
venue

– 5 sentences
before and
after

Yes Yes AAN + DBLP Computer
science

recall, MAP,
MRR

[81] 2019 d Neural network
(feed-forward)

– – 50 words
before and
after

Yes No AAN + Own
dataset

Computer
science

MAP, MRR,
recall
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description of the single approaches and their characteristics
in an online semantic wiki.9

1. Approach A variety of methods have been developed
for local citation recommendation. We can group them
into the following four groups:

(a) Hand-crafted feature-based models [45,71,101,
103,134] All approaches in this group are based on
features that were hand-crafted by the developers.
Text similarity scores obtained between the citation
context and the candidate papers are examples of
text-based features. Remarkably, all features used for
the approaches are kept comparably simple. More-
over, the approaches do not use additional external
data sources, but rather statistics derived from the
paper collection itself (e.g., citation count and text
similarity). Relatively basic techniques used for the
ranking of citations for the purpose of citation recom-
mendation (e.g., logistic regression and linear SVM
[101], or merely the cosine similarity of TF-IDF
vectors [45]) seem to lead to already noteworthy
evaluation results and, thus, can serve as strong base-
lines for the evaluations of other systems. Among the
most complex presented methods are an ensemble
of decision trees [71] and gradient boosted regres-
sion trees [103]. Note, however, that their superiority
compared to simpler models is hard to judge due to
differing evaluation settings, such as data sets and
metrics.
In recent years, no novel approaches of this group
have been published any more (latest one from
2014), likely due to the fact that (1) the obvious
features have already been used and evaluated, and
(2) recent approaches (e.g., neural networks) seem
to outperform the hand-crafted feature-based mod-
els.Nevertheless, hand-crafted feature-basedmodels
provide the following advantages: 1. Scalability:
Since both the computation of the features and
the used classifier/regression model are kept rather
simple, the citation recommendation approaches
become very scalable and fast. 2. Explainability:
The described techniques are particularly beneficial
when it comes to getting to know which features
are most indicative for recommending appropriate
citations. 3. Small data: The models do not require
huge data sets for training, but may already work
well for small data sets (e.g., a few thousand docu-
ments). Existing approaches in this group usemainly
lexical features and other bibliometrics-based fea-
tures (e.g., citation count). Hand-crafted features

9 http://wiki.citation-recommendation.org.

focusing on the semantics and pragmatics of the cita-
tion contexts and of the candidate cited documents,
are missing. In the future, one can envision a sce-
nario in which claims or argumentation structures
are extracted from the citation contexts and com-
pared with the claims/argumentation structures from
the citable documents.

(b) Topic modeling [72,89] Topic modeling is a way
of representing text (here: candidate papers and
citation contexts) by means of abstract topics, and
thereby exploiting the latent semantic structure of
texts. Topic modeling became popular, among oth-
ers, after the publication of the LDA approach by
Blei et al. in 2002 and was applied to local cita-
tion recommendation in 2010 [72,89]. Using topic
modeling in the context of citation recommendation
means to adapt default topic modeling approaches,
which work purely on plain text documents, in such
a way that they can deal with both texts and cita-
tions. To this end, He et al. [72] use a probabilistic
model based onGleason’s Theorem, while Kataria et
al. [89] propose the LDA-variations Link-LDA and
Link-PLSA-LDA.
Note that topic modeling per se is computationally
rather expensive and may require more resources
than approaches of the group (a). Moreover, concep-
tually it might be designed rather for longer texts,
and, thus, more suitable for global citation recom-
mendation (where it has been applied in [119,151]).
In the series of citation recommendation approaches,
topic modeling has been applied within a relatively
short time interval (2010 only for local citation rec-
ommendation; 2008 and 2009 in case of global
citation recommendation) and has been replaced first
by machine translation models (group (c)) and later
by neural network-based approaches (group (d)).

(c) Machine translation [69,74] The authors of [69,74]
apply the concept ofmachine translation to local cita-
tion recommendation. These approaches had been
published also within a short time frame, namely
only in 2012. Using machine translation might
appear surprising at first. However, the developed
approaches do not translatewords fromone language
into another, but merely “translate” the citation con-
text into the cited document (written in the same
language, but maybewith a partially different vocab-
ulary). In this way, the vocabulary mismatch prob-
lem is avoided. The first published approach using
machine translation for citation recommendation
was designed for global citation recommendation
[107]. Here, the words in the citing document are
translated to the words in the cited document. This
requires the cited documents’ content to be avail-
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able. Approaches to local citation recommendation
follow: In [69], the translation model uses several
positions in the citable document for translations.
However, this makes the approach computationally
very expensive. The last approach in this group [74]
translates the citing document merely into the identi-
fiers of the cited documents and does not use the cited
documents’ content any more. By doing that, the
authors obtain surprisingly high evaluation results.
Note thatmachine translation is a statistical approach
and requires a large training data set. However, in the
published papers and their evaluations, rather small
data sets (e.g., 3000 and 14,000 documents in [74]
and 30,000 documents in [69]) are used. Moreover,
high thresholds for the translation probability may
be set to make the machine translation approach fea-
sible [74].

(d) Neural networks [48,67,75,91,153,174] This group
contains not only many approaches to local cita-
tion recommendation (6 out of 17, that is, 35%),
but also the most recent ones: here, papers have
been published since 2014. Due to the large field
of neural network research in general, the architec-
tures proposed here also vary considerably.Although
there are also relatively generic neural network
architectures applied [153,174], we can observe a
tendency in increasing complexity of the approaches.
Approaches are either specifically designed for texts
with citations (e.g., [48,91]) or consider texts with
citations as a special case of hyperlinked documents
[67]. In the first subgroup are approaches using con-
volutional neural networks [48] and special attention
mechanisms, such as for authors [48]. In the latter
subgroup is an approach which uses two vector rep-
resentations for each paper. Note that the approaches
in this approach group do not incorporate any user
model information, but work purely on the sequence
of words. An exception is [48] which exploits the
citing document’s author information.
When it comes to deciding whether neural networks
should be used in a productive system, one should
note that neural networks need to be trained on large
data sets. In recent years, large paper collections
have been published (see Sect. 4). However, also the
infrastructure, such as GPUs, needs to be available.
Moreover, considerable approximations need to be
applied to keep the approach feasible. This includes
the negative sampling strategy [67,75,91,174]. But
also a pre-filtering step before the actual citation rec-
ommendation approach is often performed, which
reduces the set of candidate papers significantly [75].
Han et al. [67], who propose one of the most recent
citation recommendation systems and who evaluate

their approach on data sets with real-world sizes,
report recall@10 values of 0.16/ 0.32/ 0.21 and
nDCG@10 values of 0.08/0.21/0.13 for the data
sets NIPS, ACL-Anthology, and CiteSeer+DBLP
data. This shows that the results depend consider-
ably on the data set and on the pre-processing steps
(e.g., whether PDF-to-text conversion is performed).
Overall, it can be assumed that the novel approaches
to citation recommendation published in the near
future will mainly be based on neural networks, too.

Overall, existing approaches are primarily based on
implicit representations of the cited statements and con-
cepts (e.g., embeddings of citation contexts [67,91]),
but not on fine-grained explicit representations of state-
ments or events. One reason for thatmight be themissing
research on the different citation types besides the cita-
tion function, and the current relatively low performance
of fact extraction and event extractionmethods from text.

2. UsermodelAsoutlined in Sect. 2, approaches to citation
recommendation can optionally incorporate user infor-
mation, such as the user name, the venue that the input
text should be submitted to, or keywords which catego-
rize the input text explicitly. Overall, we can observe that
most approaches (12 out of 17, i.e., 71%) do not use any
user model. Five approaches are dependent on the author
name of the citing document.10

3. Prefilter By default, all candidate papers need to be
taken into account for any citation recommendation.This
often results in millions of comparisons between repre-
sentation forms and, thus, turns out to be unfeasible.
To escape from that, the proposed methods often incor-
porate a pre-filtering step as a step before the actual
recommendation, in which the set of candidate papers
is drastically reduced. For instance, before applying a
neural network-based approach for a precise citation
recommendation, the top 2048 most relevant papers
are retrieved from the paper collection via BM25 [48].
In 30% (5 out the 17) of the considered papers, the
authors mention such a step (see Table 5). While three
authors implement a certain numerical value as thresh-
old [48,103,134],11 others use flexible thresholds such
as the word probabilities [75,174].12

4. Citation context length The size of the citation context
varies from approach to approach. Typically, 1–3 sen-
tences [69,74,75,91,153,174] or a window of up to 50
words [45,48,67,71,72,81,89,103,134] is used. Investi-

10 The two global citation recommendation approaches [21,99] allow
the user to disclose more information about her optionally.
11 Examples in the case of global citation recommendation are [21,144].
12 Concerning global citation recommendation, we can refer here to
[86,99].
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gations on the citation context length suggest that there
is no one ideal citation context length [7].

5. Citation placeholders The citation placeholders, i.e.,
the places in which a citation should be recommended,
and therefore also the citation context, are typically
already provided a priori for evaluating the single
approaches (exceptions are [71,103]). The main reason
for this fact is presumably that the past approaches focus
on the citation recommendation task itself and see the
identification of “cite-worthy” contexts as a separate
task. Determining the cite-worthiness, which is simi-
lar to determining the citation function, is not tackled
in the approaches. However, there have been separate
attempts at solving this task [54,148] (and related: [3]).
Also, with respect to performing the evaluation, having a
flexible citation context makes it very tricky to compare
the approaches in offline evaluations with the citation
contexts and their citations from the ground truth. Single
attempts such as [71,103], solve it, however, for instance,
by using only those citation contexts and associated cita-
tions which overlap with the found citation contexts to a
considerable degree.

6. Cited papers’ content needed The approaches to cita-
tion recommendation differ in the characteristic of
whether they incorporate the content of the cited doc-
uments or not. Incorporating the contents means that
all cited documents need to be available in the form
of full text. This is often a limitation, since any paper
published somewhere could be referenced by authors;
the cited documents are, thus, often not in any ready
collection of citing documents. For instance, in the Cite-
Seer data set of [119], only 16% of the cited documents
are also citing documents; this is similar to the arXiv
CS data set [52] and unarXiv data set [136]. Not incor-
porating the content, on the other hand, leads to a less
fine-grained recommendation and the vision of even a
single fact-based recommendation is illusive. Consider-
ing the approaches to local citation recommendation, we
cannot recognize a clear trend concerning the aspect of
used content: both approaches using the cited papers’
content and not using it have been proposed in recent
years.

7. Evaluation data set In general, a variety of data sets
have been used in the publications. Most frequently (in
8 out of 17, i.e., 47% of the cases), versions of the
CiteSeer data set (i.e., CiteSeer, CiteSeerX, RefSeer)
have been applied, because this data set has been avail-
able since the early years of citation recommendation
research and because it is relatively large. However, even
the approaches in recent years are often evaluated on
newly created data sets. As Sect. 4.1 is dedicated to data
sets used for citation recommendation, we can refer to
this section for more details.

8. Domain Independent ofwhich data set has been applied,
all data sets cover the computer science or computational
linguistics domain. We can assume that this is because
(1) the papers in those domains are relatively easy to
obtain online, and because (2) the papers are understand-
able by the authors of these approaches, allowing them
to judge at first sight whether the recommendations are
suitable.

9. Evaluation metrics Concerning the usage of evaluation
metrics and the interpretation of evaluation scores, the
following aspects are especially noteworthy:

(a) Varying metrics The metrics used across the papers
vary considerably; most frequently, recall, MAP,
nDCG, andMRR are used (10/9/7/7 out of 17 times).
This variety makes it hard to compare the effective-
ness of the approaches.

(b) Varying data sets Since largely systems have been
evaluated on varying data sets and with varying
document filtering criteria, we can hardly compare
the systems’ performance overall. For instance, the
recent approaches [48,75] report both nDCG@10
scores of 0.26.13

(c) Varying k Even if the samemetrics are used in differ-
ent papers, and maybe when even the same data sets
are used, for considering the top k returned recom-
mendations, different k values are considered, with a
great variance from k = 1 up to k = 200. Especially
high values like k = 100 [91] or k = 80 [81] seem
to be unrealistic as no user-friendly system would
presumably expect the user to check so many rec-
ommendations.

(d) Missing baselines It can be observed that the con-
sidered papers do not reference all prior works (see
also Fig. 6) and that previously proposed approaches
are not used sufficiently as baselines in the eval-
uations, although the papers propose solutions for
the same research problem. This applies to papers
on local citation recommendation and global cita-
tion recommendation. For instance, [87] does not
cite [153], although both tackle the cross-language
citation recommendation problem. This issue was
already observed for papers on paper recommenda-
tion in [15].

(e) Varying citation recommendation tasksThe system’s
performance strongly depends on the kind of citation
recommendation which is pursued. Given not only a
citation context as input, but also the metadata of the
citing paper, such as the authors, the venue, etc., then

13 In case of global citation recommendation, see [100] with an
nDCG@10 score of 0.21.
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the nDCG@10 score can be 0.62 as in [103] instead
of around 0.26 as in [48,75].14

In total, it is very hard to compare the effectiveness of the
approaches (1) if different metrics are used andwith different
top k values, (2) if different evaluation data sets are used, (3)
if the approaches do not use existing systems as baselines,
and (4) if the differences in the task set-up are not outlined.
Considering the above-discussed approaches,we canobserve
this phenomenon to a high degree.

3.4 System demonstrations

While a relatively large amount of approaches to citation
recommendation have been published, only RefSeer [76]
and CITEWERTs15 [53] have been presented as systems
for demonstration purposes. RefSeer is based on the model
proposed by He et al. [72] and uses CiteULike as the under-
lying document corpus. It recommends one citation for
each sentence in the input text. CITEWERTs, in contrast,
is the first system which not only recommends citations but
also identifies cite-worthy contexts in the input text before-
hand. This makes the system more user-friendly, since it
hides unnecessary recommendations, and it reduces the num-
ber of costly recommendation computations. Besides these
systems, to the best of our knowledge, only paper recom-
mendation systems exist, i.e., systems that do not use any
citation context, but, for instance, only use a citation graph
[77]. TheAdvisor [93], FairScholar [9] are further exam-
ples of paper recommender system demonstrations. Google
Scholar,16 Mendeley17, Docear [16], and Mr. DLib [17] also
provide a functionality for obtaining paper recommenda-
tions.

4 Data sets for citation recommendation

In this section, we give an overview of data sets which can
be used in the context of citation recommendation. Sect. 4.1
presents data sets containing papers’ content, while Sect. 4.2
outlines data sets containing purely metadata about papers.

14 Moreover, global citation recommendation systems using only the
papers’ abstracts perform differently to the ones based on the papers’
full text. This can be illustrated by the fact that Liu et al. [100] use an
abstract as input and obtain MAP@all of 0.16, while the same authors
in [99] obtain a MAP@all score of 0.64 when using the full text.
15 http://citewerts.citation-recommendation.org/.
16 http://scholar.google.com/.
17 http://mendeley.com/.

4.1 Corpora containing papers’ content

4.1.1 Overview of data sets

There exist several corpora which provide papers’ content
and, hence, can serve as a gold standard for automatic eval-
uations. Table 6 gives an overview of the data sets which are
considered by us. Note that we only consider data sets here
that are not outdated and that are still available (either online
or upon request from the author). Hence, old data sets, such
as the Rexa data base [144] or the initial CiteSeer database
[62], are not included.18

Generally, we can differentiate between two corpora sets:
firstly, the CiteSeer data sets, available in different versions,
have been explicitly created for citation-based tasks. They
already provide the citation contexts of each citing paper and
can be described as follows:

– CiteSeerX (complete) [32] Referring to the CiteSeerX
version of 2014, the number of indexed documents
exceeded 2M. The CiteSeerX system crawls, indexes,
and parses documents that are openly available on the
Web. Therefore, only about half of all indexed documents
are actually scientific publications, while a large fraction
of the documents are manuscripts. The degree to which
the findings resulting from the evaluations based on Cite-
SeerX also hold for the actual citing behavior in science
is therefore unknown to some degree.

– CiteSeerX cleaned by Caragea et al. [32] The raw
CiteSeerX data set contains a lot of noise and errors as
outlined by Roy et al. [135]. Thus, in 2014, Caragea et al.
[32] released a smaller, cleaner version of it. The revised
data set resolves some of the noise problems and in addi-
tion links papers to DBLP.

– RefSeer [75] RefSeer has been used for evaluating sev-
eral citation recommendation approaches [48,75]. Since
it contains the data of CiteSeerX as ofOctober 2013with-
out further data quality improvement efforts, RefSeer is
on the same quality level as CiteSeerX.

– CiteSeerX cleaned byWu et al. [168] According toWu
et al. [168], the cleaned data set [32] still has relatively
lowprecision in termsofmatchingCiteSeerXpaperswith
papers in DBLP. Hence,Wu et al. have published another
approach for creating a cleaner data set out of the raw
CiteSeerX data, achieving slightly better results on the
matching of the papers from CiteSeerX and DBLP.

Then, there are collections of scientific publications, with
and without provided metadata, for which citation contexts

18 CiteULike (http://www.citeulike.org/), a popular data set for paper
recommendation, is not included in our list, since the full text of the
papers is not available.
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are not explicitly provided. However, in those cases, the cita-
tion contexts can be extracted by appropriate tools based on
the papers’ content, making these corpora also applicable as
ground truth for offline evaluations. They are listed alphabet-
ically in the following:

– ACL Anthology Network (ACL-AAN) [129] ACL-
AAN is a manually curated database of citations, col-
laborations, and summaries in the field of Computational
Linguistics. It is based on 18k papers. The latest release
is from 2016. ACL-AAN has been used as an evaluation
data set for many tasks.

– ACLAnthologyReferenceCorpus (ACL-ARC) [22]19

ACL-ARC is a widely used corpus of scholarly publica-
tions about computational linguistics. There are different
versions of it available. ACL-ARC is based on the ACL
Anthology website and contains the source PDF files
(about 11k for the February 2007 snapshot), the cor-
responding content as plaintext, and metadata of the
documents taken either from the website or from the
PDFs.

– arXiv CS [52] This data set, used by [51,54], was
obtained by utilizing all arXiv.org source data of the com-
puter science domain and transforming the LATEX files
into plaintext by an own implemented TEXparser. As far
as possible, each reference is linked to its DBLP entry.

– CORE20 CORE collects openly available scientific pub-
lications (originating from institutional repositories, sub-
ject repositories, and journal publishers) as data basis for
approaches concerning search, text mining, and analyt-
ics. As of October 2019, the data set contains 136M open
access articles. CORE has been proposed for citation-
based tasks for several years. However, to the best of
our knowledge, it has not yet been used for evaluating or
deploying any of the published citation recommendation
systems.

– Scholarly Paper Recommendation Dataset 2 (Schol-
arly Data Set)21 This data set contains about 100k
publications of the ACM Digital Library and has been
used for evaluating paper recommendation approaches
[146,147].

– unarXiv [136] This data set is an extension of the arXiv
CS data set. It consists of over one million full text doc-
uments (about 269 million sentences) and links to 2.7
million unique papers via 29.2 million citation contexts
(having 15.9 million unique references). All papers and
citations are linked to the Microsoft Academic Graph.

19 http://acl-arc.comp.nus.edu.sg/.
20 http://core.ac.uk/.
21 http://www.comp.nus.edu.sg/~sugiyama/SchPaperRecData.html.

4.1.2 Comparison of evaluation data sets

Table 6 shows the mentioned data sets categorized by differ-
ent dimensions. We can outline the following highlights with
respect to these dimensions:
Size of data set The considered data sets differ considerably
in their sizes: they range from small (below 100k docu-
ments; see ACL-ARC and ACL-AAN) to very large (over
1M documents; see CiteSeerX complete). Note thereby that
the cleanliness of the provided papers’ contents does not nec-
essarily dependon the overall size of the data set: for instance,
ACL-AAN and ACL-ARC are quite noisy, as they contain
rather old publications, which are hard to parse. However,
clean metadata of the cited papers is available for those data
sets.
Availability of citation context CiteSeerX, arXiv CS, and the
unarXiv data set provide explicitly extracted citation con-
texts of the citations in the documents. In case of the different
versions of CiteSeerX, a fixed window of 400 characters has
been chosen around the citation markers. In the case of arXiv
CS and unarXiv, the content is provided sentence-wise, so
that all sentences annotated with citation identifiers can be
used as citation context. The corporawhich contain the publi-
cations contents in their original form—namely, ACL-AAN,
ACL-ARC, CORE, and Scholarly—do not provide citation
contexts. However, these contexts could be extracted without
much effort by using appropriate tools from the source PDF
files.
Structured metadata of citing papers For all the presented
corpora, structured metadata of all the citing papers is pro-
vided. An exception is Scholarly, which only consists of PDF
files. Hence, the metadata needs to be extracted by oneself
with the corresponding tools. Note that the metadata is clean
only for those corpora for which the information has been
entered manually at some point. For CiteSeerX, all infor-
mation, including the metadata of citing papers, has been
extracted from the publications (mainly PDFs). Hence, this
framework is independent of external data. However, as a
tradeoff, the extracted metadata is to some extent noisy and
inaccurate (missing information or wrongly split strings etc.)
[135].
Structured metadata of cited papers Only the CiteSeer data
sets aswell as arXivCS and unarXiv provide this information
per se. In the case ofCORE, it is planned that publicationswill
be linked to the Microsoft Academic Graph. Consequently,
structured metadata of cited papers will be retrievable from
this data set.22 For the other corpora containing publications’
content, the metadata of the cited papers can be obtained by
extracting the information from the publications’ reference

22 As of November 4, 2019, the webpage mentions links to the
Microsoft Academic Graph. However, no corresponding information
can be found in the data set.
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Table 7 Overview of papers’ metadata data sets applicable to citation recommendation

Size of data set Abstract of
citing paper

Abstract of
cited paper

Full citation
graph

Cleanliness Links

AMiner DBLPv10 Large Partially Partially Yes Yes DBLP

AMiner ACMv9 Large Yes yes Yes Yes DBLP (but no URIs)

Microsoft Academic Graph Very large No No Yes Yes No

Open Academic Graph Very large Yes Yes Yes (open
access
papers)

Yes DBLP (but no URIs)

PubMed Large No Partially Yes Yes No

sections via the appropriate tools. However, note that it does
not only require the parsing via an appropriate information
extraction tool, but also the reconciliation of the data (i.e.,
building a global database of publications’ metadata). The
task of how to find out if two referenced papers are actually
the same and, hence, should have the same identifier is non-
trivial and is known as citation matching.

Paper content of citing papers Some approaches, such as
sequence-to-sequence approaches, require the complete con-
tents of all citing papers. In the complete CiteSeerX data set,
all citing papers’ contents are still available. Also the paper
collections Scholarly, arXiv CS, unarXiv, ACL-ARC, and
ACL-AAN (and CORE to some degree) contain the papers’
full texts. However, in case of Scholarly and ACL-AAN,
the original data sets do not contain the contents as plain-
text, so that one first needs to run appropriate transformation
approaches.

Paper content of cited papers All considered data sets do not
provide the full texts of all cited papers. This is not surprising,
as papers typically cite papers without any restrictions and,
thus, from various publishers.

Abstract of citing papers Since the abstract of papers belongs
to the metadata, it is quite easily obtainable for both citing
papers and cited papers. Furthermore, it already summarizes
the main points of each paper (although typically not suffi-
ciently for a detailed and precise recommendation) and can
be used for obtaining a better representation of the paper, and,
hence, for improving the recommendation of papers based on
citation contexts overall. Regarding the citing papers, all data
sets either provide the abstract already in an explicitly given
form (see the CiteSeerX data set and partially CORE) or con-
tain the original publications (as PDF or similar formats), so
that the abstract can be extracted from them (see Scholarly,
arXiv CS, unarXiv, ACL-ARC, ACL-AAN).

Abstract of cited papers Having as much information as
possible about what the cited papers are dealing with is cru-
cial for a good citation recommendation. In this context, the
abstracts of cited papers are very useful and are used by sev-

eral approaches [21,45,71,72,86,87,103,107,174]. However,
none of the data sets contain abstracts for all cited papers.

Full citation graph In a full citation graph (also called citation
network), not only the citations of the citing papers are rep-
resented, but the citations of any paper of a given document
collection. Such a graph can be used for obtaining a good
representation of the papers (see paper embeddings [48,63])
and to compute similarities among papers. None of the con-
sidered corpora provides such an extended citation graph.23

As an alternative, one can think of linking papers from one
corpus with papers of a metadata corpus (see Sect. 4.2).

Cleanliness The situation is mixed in this regard: the meta-
data of the papers is of good quality, especially if it originates
from corresponding, dedicated databases instead of being
extracted solely from the publications themselves (see ACL-
AAN, ACL-ARC, arXiv CS, and unarXiv vs. the CiteSeerX
data sets). The papers’ content is typically provided via infor-
mation extraction methods, meaning that the quality is not
that high, particularly if the papers were hard to parse and
process, e.g., due to being very old (see the papers of ACL-
ARC and ACL-AAN vs. Scholarly, which contains newer
papers) or due to special formating in the publications, such
as formulas in the text (see CiteSeerX data sets vs. the arxiv
CS and unarXiv data sets, where formulas were detected and
removed).

Links to bibliographic data sets Having publications linked
to external bibliographic data sets such as DBLP allows the
use of interlinked information for paper representations and
for search. Corpora of scientific papers have often been cre-
ated in the area of computer science, since there are many
publications available online. As a consequence, the most
widely used bibliographic database for computer science,
DBLP, has been used as a reference of interlinking. More
precisely, the cleaned versions of CiteSeerX and the arXiv
CS data set provide links to DBLP. unarXiv provides links
to the Microsoft Academic Graph, as it covers not only com-
puter science papers, but also many other disciplines.

23 Note, however, that data sets such as unarXiv and CORE link to the
Microsoft Academic Graph providing citation information.
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4.2 Corpora containing papers’metadata

Besides corpora including papers’ content, data sets exist
that contain metadata about publications; typical metadata
include the citation relations between papers and the titles,
venues, publication years, and abstracts of the publications.
Although no content is usually provided, the metadata can
be regarded as an explicit, structured representation of the
papers and, hence, can be used as a valuable representation
of the papers, e.g., for learning embedding vectors based of
them (see, e.g., [48,59]). Due to their extensive sizes, the
following data sets are in our view particularly suitable for
citation recommendation:24

– AMiner DBLPv1025 [152] This data set contains over
3M papers and 25.2M citation relationships, making it a
large citation network data set. Since DBLP was used as
data source, the data is very clean.

– AMiner ACMv926 [152] This data set has the same
structure as AMiner DBLPv10, but was constructed from
2.4M ACM publications, with 9.7M citations.

– Microsoft Academic Graph27 This data set can be con-
sidered as an actual knowledge graph about publications
and associated entities such as authors, institutions, jour-
nals, and fields of study. Direct access to the MAG is
only provided via an API. However, dump versions have
been created.28 Prior versions of the MAG are known
as the Microsoft Academic Search data set, based on a
the project Microsoft Academic Search which retired in
2012.

– Open Academic Graph29 This data set is designated to
be an intersection of the Microsoft Academic Graph and
the AMiner data. In many cases, the DBLP entries for
computer science publications ought to be retrievable.

– PubMed30 PubMed is a database of bibliographic infor-
mation with a focus on life science literature. As of

24 The data set Mendeley DataTEL is not listed, as it has not been
available to us after several requests. Further data sets, such as CORA
(https://relational.fit.cvut.cz/dataset/CORA), have not been shortlisted
due to their small size. We have also not listed bibliographic databases
like DBLP here, as they contain neither the papers’ contents nor infor-
mation about the citations between papers. Also Springer’s SciGraph
does not contain any citation information yet. Bibliographic databases,
such as Scopus and Web of Science, are dedicated information retrieval
platforms, but do not officially support bulk downloads.
25 https://aminer.org/citation.
26 https://aminer.org/citation.
27 https://www.microsoft.com/en-us/research/project/microsoft-
academic-graph/.
28 https://kddcup2016.azurewebsites.net/ and http://ma-graph.org/.
29 https://www.openacademic.ai/oag/.
30 https://www.nlm.nih.gov/databases/download/pubmed_medline.
html.

October 2019, it contains 29M citations and abstracts. It
also provides links to the full-text articles and third-party
websites if available (but no content).

Table 7 shows the mentioned data sets categorized by
various dimensions. The same dimensions are used as for
comparing the corpora in Sect. 4.1, except the ones which
are homogeneous among the metadata data sets (e.g. avail-
ability of citation context, paper content of citing papers).
Due to page limitations, we omit a textual comparison of the
mentioned metadata data sets.

5 Evaluationmethods and challenges

In this section, we first discuss the different ways of evaluat-
ing citation recommendation approaches. Secondly, we point
out important challenges related to evaluating citation rec-
ommendation approaches. Afterwards, we provide the reader
with guidelines concerning what aspects to consider for eval-
uating future recommender systems.

5.1 Evaluationmethods for citation
recommendation

Generally, we can distinguish between offline evaluations,
online evaluations, and user studies. In offline evaluations,
no users are involved and the evaluation is performed auto-
matically. Online evaluationsmeasure the acceptance rates of
recommendations in deployed recommender systems. User
studies are used for measuring the user satisfaction through
explicit user ratings.

For offline evaluations, the following evaluation methods
have been applied so far for citation recommendation:

1. Strict “citation re-prediction” This evaluation method
has been used by almost all approaches to local citation
recommendation (15 out of 17; see [45,48,67,69,72,74,
75,81,89,91,101,134,153,170,174]).
The evaluation is performed as follows: an approach is
evaluated by assessing which of the citations that have
been recommended by the system are also in the original
publications. We can therefore call this method “re-
prediction.” This evaluationmethod scales verywell, but
ignores several evaluation challenges, such as the rele-
vance of alternative citations, and the cite-worthiness of
contexts (see Sect. 5.2). Hence, the evaluation metrics
used for strict citation re-prediction, such as normalized
discounted cumulative gain (nDCG), mean average pre-
cision (MAP) and mean reciprocal rank (MRR), might
reflect the reality in the sense of the citing behavior
observed in the past, but not the desired citing behav-
ior.
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2. “Relaxed citation re-prediction” In order to allow
papers to be recommended which are not written as cita-
tions by the authors of the papers, but which are still
relevant, and on the other hand, to keep the evaluation
still automatic and scalable, sometimes a relaxation of
the strict re-prediction method is applied. In the set of
considered approaches, the followingmethods have been
applied by both He et al. [71] and Livne et al. [103]:

(a) The relative co-cited probability metric is designed
as a modified accuracy metric and based on the
assumption that papers which are frequently co-cited
are relevant to each other. Hence, if not the actual
cited paper, but a co-cited paper31 is recommended,
this paper is also considered as a hit to some degree.
The relative co-cited probability is the ratio to which
recommended papers are either directly cited or are
co-citations of actual citations. In the latter case, the
co-cited paper is only scored gradually.

(b) The regular nDCG score is used for measuring the
correct ranking of items. Modifying this score is
based on the idea that if the actual paper is not stand-
ing on the intended position, but there is another
paper there, which is also relevant (here, again deter-
mined by the co-citations), then this should also be
judged as correct to some degree. More specifically,
the authors use the average relative co-cited proba-
bility of r with all original citations of d to obtain
a citation relevance score of r to d. Then the docu-
ments in D are sorted with respect to this relevance
score and each document is assigned a score on a 5
point scale regarding its relevance. Finally, the aver-
age nDCG score over all documents is calculated
based on these scores.

A more comprehensive, but not very scalable way to eval-
uate approaches is to rely on online evaluations [18]. None
of the considered approaches has been evaluated in this way
so far. Also no user studies for citation recommendation sys-
tems are known to us.32

5.2 Challenges of evaluating citation
recommendation approaches

In the previous subsection we learned that it is hard to apply
traditional evaluation metrics for offline evaluations of cita-
tion recommendation systems. We now point out further
challenges when it comes to determining the performance

31 B is a co-cited paper of A, if both A and B are cited by a third paper
C .
32 For paper recommendation, a few manual evaluations exist [15].
However, paper recommendation is out of our scope.

of citation recommendation systems. In Sect. 5.3, we then
propose steps for approaching some of these challenges.

5.2.1 Fitness of citations

Training and evaluating a citation recommendation system
based on an existing paper collection used as ground truth
is tricky, since the citing behavior encoded in the citations
of these considered papers is taken as ground truth. This
becomes a problem when the original citing behavior is not
favorable and adaptations are desired. In the past, several
analyses of scientific citing behavior have been published
[150]. We can reuse these for characterizing the different
aspects of citing biases in the context of evaluating citation
recommendation. We thereby group citing biases along the
attributes of the citable publications:

1. Content Understanding Authors of citing papers may
differ in their expertise, knowledge level, and working
style when selecting citations (cf. professor vs. masters
student). The suitability of the content of citable papers
is therefore often judged differently.
Furthermore, authors of citing papers might perform lit-
erature investigations and reviews in a rather sloppy way
[79] and read, for instance, mainly titles and abstracts
of documents only. However, titles and abstracts may
deceive users about the true claims and contributions of
papers.Moreover, the selection of citations can be biased
by the style of the titles and abstracts (see, e.g., [27,145]).
Also the writing style of the full text of the citable papers
has some influence on citing, as it reflects the perceived
quality of the paper [102].

2. Authors It is quite common to cite publications writ-
ten by oneself, called self-citations, [5,78] or written by
colleagues, advisors, and friends [161], with an element
of preferential bias. Although analyses have shown that
this is not per se harmful [150], a citation recommender
system ought to be designed independent of any bias.
Furthermore, the user of a citation recommendation sys-
tem might be interested particularly in works she does
not yet know.
There are also cases inwhich the authors of the citing and
cited document do not know each other, but in which the
author of the citing document still favors specific persons
as authors of the cited documents. Most notably, some-
times citation cartels exist in the scientific communities,
which first of all cite papers within sub-communities
[57]. Furthermore, it has been observed that even the
country a person comes from, the race, and the gender
play a role in the selection of citations [149]. A bias
towards citing authors who act as the referee or reviewer
of the citing document in a peer-review process is also
plausible [162].
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3. Venue and Paper Type It is obvious that the venue
is an influential factor in selecting appropriate citations
for a given text. Highly rated conferences and journals
might get higher levels of attention and are privileged
compared to lower rated conferences, workshops, and
similar publication formats [31,163]. A bias can go so
far that a relatively weak publication in a prestigious
journal receives a high number of citations only due to
the centrality of the journal [31]. Papers in interdisci-
plinary journals are more likely to be cited [10]. Last
but not least, it should be noted that, in the frame of
thewidely performed peer-reviewing process, especially
papers that were published in the same venue as the cit-
ing paper are more often selected as citations [166].
Many venues have introduced a page limit for submitted
papers. As a consequence, authors often choose to cut
several citations which would be relevant and important
for understanding the content.

4. Timeliness The temporal dimension concerning citing
behavior is, to the best of our knowledge, relatively unex-
plored in the context of citation recommendation. On the
one hand, due to the acceleration in the publishing rate
of scientific contributions, authors of citing papersmight
target citing especially recent papers. On the other hand,
older papers have more citations and are easier to find.
Note also that the reasons for citing specific publications
can change over time [34].

5. Accessibility and Visibility During the citing process,
researchers are limited by their capabilities for finding
appropriate publications for citing. In particular, they
typically cite only papers to which they have full text
access. However, a considerable amount of researchers
have limitations in this regard, such as having no license
for accessing papers of specific publishers (e.g., ACM
or Springer) and paper collections. Consequently, the set
of citable papers is narrowed down considerably. Hence,
either not all concepts and claims in the citing paper can
be backed up by citations or they cannot be backed up
by optimal citations.
Papers are also embedded in the social interactions and
dissemination processes of researchers. Most notably,
the claim that prominent publications get cited more
is comprehensible and well-studied, even though more
relevant alternative publications might exist for citation
[164]. Prominent papers are papers which already have
a high number of citations, or papers written by authors
who are well known in the field and who also have a high
aggregated citation count. We can refer in this context to
the studies on the so-called Matthew effect [14] and on
the Google Scholar effect [137]. Particularly prominent
papers are called landmark papers and citation classics
[140]. They are characterized by the fact that they are

often added as citations in a ritualized way and self-
enforce their citing.
Last but not least, it cannot be neglected that nowadays
many publications are disseminated via social networks
and other channels. Research on these aspects in the
context of citing behavior has been performed only to
a limited extent [96].

6. Discipline Firstly, researchers naturally work within
scientific communities and disciplines, with the con-
sequence that they are often exclusively familiar with
works published in their discipline or field and that it
is difficult for them to discover papers from other fields
(due to different venues, terminology, etc.). Hence, cita-
tions tend to be limited by the affiliation to the discipline
(or even research field).
Secondly, the citing behavior also changes from disci-
pline to discipline. Comparing the citing behavior across
disciplines, and, hence, comparing also citation rec-
ommendation systems trained and tested on different
disciplines, is challenging. For instance, disciplines dif-
fer in (1) the number of articles published, (2) the number
of co-authors per paper, (3) the relevance of the publica-
tion type (e.g., journal, conference, book) for publishing,
and (4) the ageof cited papers [108]. These aspects have a
direct influence on the relevance function of any citation
recommendation model. Investigations and evaluations
on the context of citation recommendation approaches
are missing so far, however. As stated in Sect. 3, evalua-
tions on citation recommendation have been performed
mainly on corpora containing only computer science
publications.

5.2.2 Cite-worthiness of contexts

Citation recommendation systems typically consider pre-
defined citation contexts for their prediction. However, in
reality, typically not only the provided citation contexts are
cite-worthy, but also further contexts. Among others, one
reason for missing citations is the page restriction which
authors need to fulfill for submitting papers to venues.33

In the past, there have been a few approaches for assessing
the cite-worthiness of potential citation contexts automati-
cally, however, only in the sense of a binary classification
task [23,53,54,148]. Although there are single works on
characterizing the citation context, such as on the citation
function, the citation importance, and the citation polarity

33 The San Francisco Declaration on Research Assessment (DORA;
http://www.ascb.org/dora/) from 2012 targets the improvement of ways
in which the outputs of scientific research are evaluated, and was signed
by over 13,000 researchers and institutions. In this declaration, it is
proposed that authors should not be restricted by page limitations for
references any more, or at least should have reduced restrictions. The
reality, however, still looks different.
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(see Sect. 2.4), these aspects are not considered in citation
recommendation approaches so far. In particular, the type
of citation, given as the citation function or in the form of
another classification, such as whether the citation backs up
a single concept or a claim, seems to be a notable aspect to
be considered.

5.2.3 Scenario specificity

As outlined in Sect. 2.2, citation recommendation systems
can be applied in different scenarios, differing in particular
in (1) the user type (see expert vs. non-expert setting) and (2)
in the type and length of input text.Considering these nuances
during evaluation makes a comparison of approaches diffi-
cult. However, it is necessary, as the comparison would be
unfair otherwise. For instance, citation recommendation sys-
tems using only text from an abstract performdifferently than
ones based on a paper’s full text (see the MAP@all score of
0.16 [100] vs. 0.64 [99]). In contrast to that, the difference
in the usability of systems for different user types can be
assessed via online evaluations and user studies.

5.3 Discussion

Based on the given observations, we propose the following
suggestions for an improved evaluation of citation recom-
mendation systems:
Concerning offline evaluations In the main, nDCG, MRR,
MAP, and recall have been used as the evaluation metric in
existing offline evaluations. We recommend using them for
the top k recommendations with a rather low value for k
(e.g., k = 5 or k = 10) as in [67,74,75,103], since it is in our
view realistic to return only very few recommendations to the
user per citation context (and not using e.g., nDCG@50, and
nDCG@75 as in [72] or MAP@100 as in [153]). Tang and
Zhang [151] agree with us that it is hard to specify for each
citation context howmany recommended citations should be
returned and notes that for simplicity, the average number
of citations per paper could be set as k (e.g., 11 in [151]),
if the whole input document is considered. Common eval-
uation metrics used for citation recommendation reflect the
reality only in the sense of the citing behavior observed in the
past, but not alternatively valid citations. So far, only a few
citation recommendation systems have been evaluated based
on alternative offline evaluation metrics (see “relaxed cita-
tion re-prediction” in Sect. 5.1). For instance, the precision
metric is softened and papers are also assessed as a hit if they
are only related to the cited publications in the citation graph.
We argue that such metrics need to be taken with care in the
light that citation recommendation aims to back up specific
claims and concepts.
Concerning online evaluations and user studiesAs outlined
in Sect. 5.1, user studies and online evaluations are so far

missing in the context of citation recommendation, while
offline evaluations predominate. The situation is therefore
similar to the situation in the field of paper recommendation
[15]. Similar to [18], we recommend performing user stud-
ies and online evaluations as necessary steps in the future.
This might be particularly fruitful (1) for determining a rea-
sonable ratio of citations per document (cf. cite-worthiness
of contexts), and (2) for assessing the relevance of alter-
native citations, which can be even more relevant than the
original citations.34 Differentiating and automatically deter-
mining different levels of relevance seems to be necessary to
address this issue, as outlined by [143]. Studies on the impor-
tance and grading of citations are rare (see Sect. 2.4.3), and,
to the best of our knowledge, there are no user assessment
studies on assessing alternative papers in the context of (per-
sonalized or unpersonalized) citation recommendation.
Concerning citing biases In order to minimize the biases in
the citing behavior, the corpora used for training and testing
might need to be changed. For instance, only those publica-
tions might be considered for which a high degree of fairness
can be guaranteed. Single publications could be classified in
this respect and might receive a confidence value concerning
biases [127].

To not introduce a citing bias via recommending specific
papers, citation recommendation systems should use large
paper collections (see Sect. 4) and the information which
recommendation algorithm and candidate papers are used,
should be made available to the user.
Concerning scenario specificity Similar to paper recom-
mender systems [15], the evaluation results of citation rec-
ommendation approaches are often not reproducible, since
the data sets are not available and/or many important details
of the implementation are omitted in the papers due to
constraints such as page limitations [13]. Therefore, we rec-
ommend making evaluation data sets, the implementation of
the system, and the calculation of evaluationmetrics as trans-
parent as possible. Also the targeted scenario (see Sect. 2.2)
and use case characteristics should be clearly visible.

6 Potential future work

There are still many variations of the architectures and of the
input and output of citation recommendation systems which
have not been considered yet.More specifically, we can think
of the following adaptations to enhance and improve citation
recommendation:

– Topically diversifying recommended citations [35];

34 The fact that other documents are more relevant as citations can also
be observed for Wikipedia, see [56].
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– Recommending papers which state similar, related, or
contrary claims as the ones in the citation contexts (i.e.,
recommending not only papers with identical claims);

– Inserting a sufficient (optimal) set of citations; this could
be useful in the presence of paper size limitation, which
may be imposed, for example, by conferences. A citation
recommendation system should then prioritize important
citation contexts that cannot be left without the insertion
of citations, while perhaps skipping other less important
ones in order to keep the paper size within the limits;

– Given an input text with already present citations, sug-
gesting newer/better ones to update some obsolete/poor
citations;

– Combating the cold-start problem for freshly published
papers which are not yet cited, hence no training data is
available on them;

– Incorporating information on social networks among
researchers and considering knowledge sharing plat-
forms; such data can offer additional (often timely) hints
on the appropriateness of papers to be cited in particular
citation contexts;

– Focusing on specific user groups, which have a given pre-
knowledge in common (see our listed scenarios in Sect.
2.2);

– Studying the influences of citing behavior on citation
recommendation systems and developing methods for
minimizing citing biases in citation recommendation
such as biases arising from researchers belonging to the
same domains, research groups, or geographical areas
(cf. Sect. 5.2);

– Developing global context-aware citation recommenda-
tion approaches, i.e., approaches that recommend cita-
tions in a context-aware way, yet still consider the entire
content of a paper;

– Recommending citations refuting an argument (using
argumentation mining);

– Designing domain-specific citation recommendation
approaches and evaluating generic approaches on differ-
ent disciplines (outside computer science).

Besides these concrete future works, we can think of the
following visions in the long term, which embrace a new
process of citing in the future:

1. One can envision that, in the future, citation recommen-
dation approaches could better capture the semantics of
the citation context, with the result that actual fact-based
citation recommendation would have good chance to
become reality. This suggests the opportunity of obtain-
ing precise citation recommendations, since both the
claims in the citation context and the claims in the can-
didate cited documents are represented explicitly in a
semantically-structured form. In this sense, citation rec-

ommendation systems might be capable of not only
citing publications, but also any knowledge (in partic-
ular, facts and events) available on the Web. This vision
becomes particularly feasible in light of the LinkedOpen
Data (LOD) cloud and is in line with research on LOD-
based recommender systems [120].

2. One can envision that the working style of researchers
would dramatically change in the next few decades
[33,115]. As a result, we might think not only of cita-
tion recommendation as considered in this article, but
one based on the expected or potential characteristics of
scientific publishing. For instance, one can imagine that
publications will not be published in PDF format any
more, but in either an annotated and more structured
version of it (with information about the hypotheses,
the methods, the data sets, the evaluation set-up, and
the evaluation results), or in the form of a flexible pub-
lication format (e.g., subversioning system), in which
authors can subsequently change the content, especially
the citations, since over the time citations might become
obsolete or new citations might become relevant.

7 Conclusions and outlook

In this survey, we gave a profound overview of the research
field of citation recommendation. To that end, we firstly
introduced citation recommendation via outlining possible
scenarios and via a description of the task. We saw that the
approaches to context-aware citation recommendation can be
grouped into hand-crafted feature-based models, topic mod-
els, machine translation models, and neural network models.
The approaches do not only differ with respect to the under-
lying method, but also with respect to the provided input
data. More specifically, the considered set-ups differ in the
use of a user model, the prefiltering of candidate papers, the
length of the citation context, whether citation placehold-
ers are provided, and whether the content of cited papers is
needed. Concerning the evaluation, the approaches are eval-
uated based on very diverse metrics and different data sets,
making it hard to assess the validity and advance of sin-
gle approaches. Moreover, approaches are often compared
to existing approaches to a limited extent.

We also considered the data sets that can be used for
deploying and evaluating citation recommendation. We dis-
tinguished between corpora containing papers’ content and
corpora providing papers’ metadata. Here we learned that
several corpora exist, especially in the field of computer sci-
ence. However, the data sets differ considerably in their size
and in their quality (e.g., noise due to information extraction).

Concerning the challenges of evaluating citation recom-
mendation and the evaluation methods used so far, we found
out that biases in the citing behavior have largely been
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ignored, as well as the “worthiness” to cite at all or in specific
circumstances. Assessing citation recommendations might
also depend on the scientific discipline and on the concrete
use case. Approaches have been evaluated rather unilaterally
and not across disciplines.

Upcoming approaches on citation recommendation are
likely to be based on more advanced techniques of machine
learning, such as variants of recurrent neural networks. In
the long term, one can envision that citation recommendation
approaches can better capture the semantics of the citation
context, with the result that actual fact-based citation rec-
ommendation becomes reality. Given the likely continuation
and proliferation of the “tsunami” of publications and of cita-
tions in the years and decades to come, we can assume that
citation recommendation will become an integral component
of a researcher’s working environment.
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D., Milojević, S., Petersen, A.M., Radicchi, F., Sinatra, R., Uzzi,
B., et al.: Science of science. Science 359(6379), eaao0185 (2018)

59. Ganguly, S., Pudi, V.: Paper2vec: Combining Graph and Text
Information for Scientific Paper Representation. In: Proceedings
of the 39th European Conference on IR Research, ECIR’17, pp.
383–395 (2017)

60. Gao, Z.: Examining influences of publication dates on citation
recommendation systems. In: Proceedings of the 12th Interna-
tional Conference on Fuzzy Systems and Knowledge Discovery,
FSKD’15, pp. 1400–1405 (2015)

123

http://geekpsychologist.com/can-too-much-science-be-a-bad-thing-growth-in-scientific-publishing-as-a-barrier-to-science-communication/
http://geekpsychologist.com/can-too-much-science-be-a-bad-thing-growth-in-scientific-publishing-as-a-barrier-to-science-communication/
http://geekpsychologist.com/can-too-much-science-be-a-bad-thing-growth-in-scientific-publishing-as-a-barrier-to-science-communication/
https://github.com/CrossRef/pdfextract
https://github.com/CrossRef/pdfextract


402 M. Färber, A. Jatowt

61. Ghosh, S., Das, D., Chakraborty, T.: Determining sentiment in
citation text and analyzing its impact on the proposed ranking
index. CoRR. arXiv:1707.01425 (2017)

62. Giles, C.L., Bollacker, K.D., Lawrence, S.: CiteSeer: an auto-
matic citation indexing system. In: Proceedings of the 3rd ACM
International Conference on Digital Libraries, DL’98, pp. 89–98
(1998)

63. Gipp, B.: Citation-based Plagiarism Detection—Detecting Dis-
guised and Cross-language Plagiarism using Citation Pattern
Analysis. Springer, Berlin (2014)

64. Gori, M., Pucci, A.: Research paper recommender systems:
a random-walk based approach. In: Proceedings of the 2006
IEEE/WIC/ACM International Conference on Web Intelligence,
WI’06, pp. 778–781 (2006)

65. Guo, L., Cai,X.,Hao, F.,Dejun,M., Fang,C.,Yang, L.: Exploiting
fine-grained co-authorship for personalized citation recommenda-
tion. IEEE Access 5, 12714–12725 (2017)

66. Hagen, M., Beyer, A., Gollub, T., Komlossy, K., Stein, B.: Sup-
porting scholarly search with Keyqueries. In: Proceedings of the
38th European Conference on IR Research, ECIR’16, pp. 507–
520 (2016)

67. Han, J., Song, Y., Zhao, W.X., Shi, S., Zhang, H.: hyper-
doc2vec: distributed representations of hypertext documents. In:
Proceedings of the 56th Annual Meeting of the Association for
Computational Linguistics, ACL’18, pp. 2384–2394 (2018)

68. Hashemi, S.H., Neshati, M., Beigy, H.: Expertise retrieval in bib-
liographic network: a topic dominance learning approach. In:
Proceedings of the 22nd ACM International Conference on Infor-
mation and Knowledge Management, CIKM’13, pp. 1117–1126
(2013)

69. He, J., Nie, J.-Y., Lu, Y., Zhao, W.X.: Position-aligned translation
model for citation recommendation. In: Proceedings of the 19th
International Symposium on String Processing and Information
Retrieval, SPIRE’12, pp. 251–263 (2012)

70. He, Q., Chen, B., Pei, J., Qiu, B., Mitra, P., Giles, C.L: Detecting
topic evolution in scientific literature: how can citations help? In:
Proceedings of the 18th ACM Conference on Information and
Knowledge Management, CIKM’09, pp. 957–966 (2009)

71. He, Q., Kifer, D., Pei, J., Mitra, P., Giles, C.L.: Citation recom-
mendation without author supervision. In: Proceedings of the 4th
International Conference on Web Search and Web Data Mining,
WSDM’11, pp. 755–764 (2011)

72. He, Q., Pei, J., Kifer, D., Mitra, P., Giles, C.L.: Context-aware
citation recommendation. In: Proceedings of the 19th Interna-
tional Conference on World Wide Web, WWW’10, pp. 421–430
(2010)

73. Hsiao, B.-Y., Chung, C.-H., Dai, B.-R.: A model of relevant
common author and citation authority propagation for citation
recommendation. In: Proceedings of the 16th IEEE International
Conference onMobileDataManagement,MDM’15, pp. 117–119
(2015)

74. Huang,W.,Kataria, S., Caragea,C.,Mitra, P.,Giles, C.L., Rokach,
L.: Recommending citations: translating papers into references.
In: Proceedings of the 21st ACM International Conference on
Information and Knowledge Management, CIKM’12, pp. 1910–
1914 (2012)

75. Huang, W., Wu, Z., Chen, L., Mitra, P., Giles, C.L.: A neural
probabilistic model for context based citation recommendation.
In: Proceedings of the 29th AAAI Conference on Artificial Intel-
ligence, AAAI’15, pp. 2404–2410 (2015)

76. Huang, W., Wu, Z., Mitra, P., Giles, C.L.: RefSeer: a citation rec-
ommendation system. In: Proceedings of the 14th joint conference
on digital libraries, JCDL’14, pp. 371–374 (2014)

77. Huynh, T., Hoang, K., Do, L., Tran, H., Luong, H.P., Gauch, S.:
Scientific publication recommendations based on collaborative
citation networks. In: Proceedings of the International Conference

on Collaboration Technologies and Systems, CTS’12, pp. 316–
321 (2012)

78. Hyland, K.: Self-citation and self-reference: credibility and pro-
motion in academic publication. J. Assoc. Inf. Sci. Technol. 54(3),
251–259 (2003)

79. Ishita, E., Hagiwara, Y., Watanabe, Y., Tomiura, Y.: Which parts
of search results do researchers check when selecting academic
documents? In: Proceedings of the 18th on Joint Conference on
Digital Libraries, JCDL’18, pp. 345–346 (2018)

80. Jack, K., López-García, P., Hristakeva, M., Kern, R.: Citation
needed: filling in Wikipedia’s citation shaped holes. In: Proceed-
ings of the 1st Workshop on Bibliometric-enhanced information
retrieval, BIR’14, pp. 45–52 (2014)

81. Jeong, C., Jang, S., Shin, H., Park, E., Choi, S.: A context-aware
citation recommendation model with BERT and graph convolu-
tional networks. CoRR. arXiv:1903.06464 (2019)

82. Jia, H., Saule, E.: An analysis of citation recommender systems:
beyond the obvious. In: Proceedings of the 2017 IEEE/ACMinter-
national conference on advances in social networks analysis and
mining, ASONAM’17, pp. 216–223 (2017)

83. Jia, H., Saule, E.: Local is good: a fast citation recommendation
approach. In: Proceedings of the 40th European Conference on
IR Research, ECIR’18, pp. 758–764 (2018)

84. Jiang, Z.: Citation recommendation via time-series scholarly topic
analysis and publication prior analysis. TCDLBull. 9(2), 1 (2013)

85. Jiang, Z., Liu, X., Gao, L.: Dynamic topic/citation influence mod-
eling for chronological citation recommendation. In: Proceedings
of the 5th International Workshop on Web-scale Knowledge
Representation Retrieval & Reasoning, Web-KR@CIKM’14, pp.
15–18 (2014)

86. Jiang, Z., Liu, X., Gao, L.: Chronological citation recommenda-
tion with information-need shifting. In: Proceedings of the 24th
International Conference on Information and Knowledge Man-
agement, CIKM’15, pp. 1291–1300 (2015)

87. Jiang, Z., Lu, Y., Liu, X.: Cross-language citation recommenda-
tion via publication content and citation representation fusion.
In: Proceedings of the 18th ACM/IEEE on Joint Conference on
Digital Libraries. JCDL’18, pp. 347–348 (2018)

88. Jiang, Z., Yin, Y., Gao, L., Lu, Y., Liu, X.: Cross-language citation
recommendation via hierarchical representation learning on het-
erogeneous graph. In: Proceedings of the 41st International ACM
SIGIR Conference on Research and Development in Information
Retrieval, SIGIR’18, pp. 635–644 (2018)

89. Kataria, S., Mitra, P., Bhatia, S.: Utilizing context in generative
bayesian models for linked corpus. In: Proceedings of the 24th
AAAI Conference on Artificial Intelligence, AAAI’10 (2010)

90. Klamma, R., Pham, M.C., Cao, Y.: You never walk alone: rec-
ommending academic events based on social network analysis.
In: Proceedings of the 1st international conference on complex
sciences, Complex’09, pp. 657–670 (2009)

91. Kobayashi, Y., Shimbo, M., Matsumoto, Y.: Citation recom-
mendation using distributed representation of discourse facets in
scientific articles. In: Proceedings of the 2018 Joint International
Conference on Digital Libraries, JCDL’18, pp. 243–251 (2018)

92. Küçüktunç, O., Saule, E., Kaya, K., Çatalyürek, Ü.V.: Diversify-
ing citation recommendations. ACM Trans. Intell. Syst. Technol.
5(4), 55:1–55:21 (2014)

93. Küçüktunç, O., Saule, E., Kaya, K., Çatalyürek, Ü.V.: TheAdvi-
sor: a webservice for academic recommendation. In: Proceedings
of the 13th Joint Conference on Digital Libraries, JCDL ’13, pp.
433–434 (2013)

94. Peder Olesen Larsen and Markus Von Ins: The rate of growth
in scientific publication and the decline in coverage provided by
Science Citation Index. Scientometrics 84(3), 575–603 (2010)

123

http://arxiv.org/abs/1707.01425
http://arxiv.org/abs/1903.06464


Citation recommendation: approaches and datasets 403

95. Li, S., Brusilovsky, P., Sen, S., Cheng, X.: Conference paper
recommendation for academic conferences. IEEE Access 6,
17153–17164 (2018)

96. Lin, J., Fenner, M.: Altmetrics in evolution: defining & redefining
the ontology of article-level metrics. Inf. Stand. Q. 25(2), 20–26
(2013)

97. Liu, X., Suel, T.,Memon,N.D.: A robustmodel for paper reviewer
assignment. In: Proceedings of the 8th ACM conference on rec-
ommender systems, RecSys’14, pp. 25–32 (2014)

98. Liu, X., Yu, Y., Guo, C., Sun, Y.: Meta-path-based ranking with
pseudo relevance feedback on heterogeneous graph for citation
recommendation. In: Proceedings of the 23rd ACM international
conference on conference on information and knowledge man-
agement, CIKM 2014, pp. 121–130 (2014)

99. Liu, X., Yu, Y., Guo, C., Sun, Y., Gao, L.: Full-text based
context-rich heterogeneous network mining approach for citation
recommendation. In: Proceedings of the Joint Conference onDig-
ital Libraries, JCDL’14, pp. 361–370 (2014)

100. Liu, X., Zhang, J., Guo, C.: Citation recommendation via prox-
imity full-text citation analysis and supervised topical prior. In:
Proceedings of the iConference 2016 (2016)

101. Liu, Y., Yan, R., Yan, H.: Guess what you will cite: personalized
citation recommendation based on users’ preference. In: Proceed-
ings of the 9th Asia Information Retrieval Societies Conference,
AIRS’13, pp. 428–439 (2013)

102. Liu, Z.: Citation theories in the framework of international flow of
information: new evidence with translation analysis. J. Am. Soc.
Inf. Sci. 48(1), 80–87 (1997)

103. Livne, A., Gokuladas, V., Teevan, J., Dumais, S.T., Adar, E.:
CiteSight: supporting contextual citation recommendation using
differential search. In: Proceedings of the 37th International Con-
ference on Research and Development in Information Retrieval,
SIGIR ’14, pp. 807–816 (2014)

104. Lopez, P.: GROBID: combining automatic bibliographic data
recognition and term extraction for scholarship publications.
In: Proceedings of the 13th European Conference on Digital
Libraries, ECDL’09, pp. 473–474 (2009)

105. Lopez, P., Romary, L.: GROBID—Information Extraction from
Scientific Publications. ERCIM News, 2015(100) (2015)

106. Lu, W.-Y., Yang, Y.-B., Mao, X.-J., Zhu, Q.-H.: Effective cita-
tion recommendation by unbiased reference priority recogni-
tion. In: Proceedings of the 17th Asia-Pacific Web Conference,
APWeb’15, pp. 536–547 (2015)

107. Lu, Y., He, J., Shan, D., Yan, H.: Recommending citations with
translation model. In: Proceedings of the 20th ACM Confer-
ence on Information andKnowledgeManagement, CIKM’11, pp.
2017–2020 (2011)

108. Mabe, M., Mulligan, A.: What journal authors want: ten years
of results from Elsevier’s author feedback programme. New Rev.
Inf. Netw. 16(1), 71–89 (2011)

109. Mahdabi, P., Crestani, F.: Query-driven mining of citation net-
works for patent citation retrieval and recommendation. In:
Proceedings of the 23rd ACM International Conference on Con-
ference on Information and Knowledge Management, CIKM’14,
pp. 1659–1668 (2014)

110. McNee, S.M., Albert, I., Cosley, D., Gopalkrishnan, P., Lam,
S.K., Rashid, A.M., Konstan, J.A., Riedl, J.: On the recommend-
ing of citations for research papers. In: Proceeding on the ACM
2002 Conference on Computer Supported Cooperative Work,
CSCW’02, pp. 116–125 (2002)

111. Färber, M., Sampath, A.: Determining the linguistic types of cita-
tions. In: Proceedings of the 22nd International Conference on
Theory and Practice of Digital Libraries, TPDL’18 (2019)

112. Mishra, A.: Linking today’sWikipedia and news from the past. In:
Proceedings of the 7th PhD workshop in information and knowl-
edge management, PIKM’14, pp. 1–8 (2014)

113. Mishra, A., Berberich, K.: Leveraging semantic annotations to
link wikipedia and news archives. In: Proceedings of the 38th
European conference on IR research, ECIR’16, pp. 30–42 (2016)

114. Mohammad, S., Dorr, B.J., Egan, M., Awadallah, A.H., Muthukr-
ishnan, P., Qazvinian, V., Radev, D.R., Zajic, D.M.: Using cita-
tions to generate surveys of scientific paradigms. In: Proceedings
of the 2009 Annual Conference of the North American Chapter of
the Association for Computational Linguistics, NAACL-HLT’09,
pp. 584–592 (2009)

115. Montuschi, P., Benso, A.: Augmented reading: the present and
future of electronic scientific publications. IEEE Comput. 47(1),
64–74 (2014)

116. Mooney, R.J., Roy, L.: Content-based book recommending using
learning for text categorization. In: Proceedings of the 5th ACM
Conference onDigital Libraries, DL’00, pp. 195–204. ACM,New
York (2000)

117. Moravcsik, M.J., Murugesan, P.: Some results on the function and
quality of citations. Soc. Stud. Sci. 5(1), 86–92 (1975)

118. Dejun, M., Guo, L., Cai, X., Hao, F.: Query-focused personalized
citation recommendation with mutually reinforced ranking. IEEE
Access 6, 3107–3119 (2018)

119. Nallapati, R., Ahmed, A., Xing, E.P., Cohen, W.W.: Joint latent
topic models for text and citations. In: Proceedings of the 14th
ACM SIGKDD International Conference on Knowledge Discov-
ery and Data Mining, KDD’08, pp. 542–550 (2008)

120. Noia, T.D., Mirizzi, R., Ostuni, V.C., Romito, D., Zanker, M.:
Linked open data to support content-based recommender systems.
In: Proceedings of the 8th International Conference on Semantic
Systems, I-SEMANTICS ’12, pp. 1–8 (2012)

121. NSF. Science and Engineering Indicators 2014. https://www.nsf.
gov/statistics/seind14/ (2014). Accessed 19 June 2019

122. Oh, S., Lei, Z., Lee, W.-C., Mitra, P., Yen, J.: CV-PCR: a context-
guided value-driven framework for patent citation recommenda-
tion. In: Proceedings of the 22nd ACM International Conference
on Information and Knowledge Management, CIKM’13, pp.
2291–2296 (2013)

123. Pasula, H., Marthi, B., Milch, B., Russell, S.J., Shpitser, I.: Iden-
tity uncertainty and citation matching. In: Advances in Neural
Information Processing Systems 15: Proceedings of the Neural
Information Processing SystemsConference, NIPS’02, pp. 1401–
1408 (2002)

124. Peng, H., Liu, J., Lin, C.-Y.: News citation recommendation
with implicit and explicit semantics. In: Proceedings of the 54th
Annual Meeting of the Association for Computational Linguis-
tics, ACL’16 (2016)

125. Peroni, S., Shotton, D.M.: FaBiO and CiTO: ontologies for
describing bibliographic resources and citations. J. Web Semant.
17, 33–43 (2012)

126. Pertsas, V., Constantopoulos, P.: Scholarly ontology: modelling
scholarly practices. Int. J. Digit. Lib. 18(3), 173–190 (2017)

127. Evaggelia Pitoura, Panayiotis Tsaparas, Giorgos Flouris, Irini
Fundulaki, Panagiotis Papadakos, Serge Abiteboul, and Gerhard
Weikum:Onmeasuring bias in online information. SIGMODRec.
46(4), 16–21 (2017)

128. Prasad, A., Kaur,M., Kan,M.-Y.: Neural ParsCit: a deep learning-
based reference string parser. Int. J. Digit. Lib. 19(4), 323–337
(2018)

129. Radev, D.R., Muthukrishnan, P., Qazvinian, V., Abu-Jbara, A.:
TheACLanthology network corpus. Lang.Resources Eval. 47(4),
919–944 (2013)

130. Ravenscroft, J., Clare, A., Liakata, M.: HarriGT: a tool for linking
news to science. In: Proceedings of ACL’18 System Demonstra-
tions, pp. 19–24 (2018)

131. Ren, X., Liu, J., Yu, X., Khandelwal, U., Gu, Q., Wang, L., Han,
J.: ClusCite: effective citation recommendation by information
network-based clustering. In: Proceedings of the 20th Interna-

123

https://www.nsf.gov/statistics/seind14/
https://www.nsf.gov/statistics/seind14/


404 M. Färber, A. Jatowt

tional Conference on Knowledge Discovery and Data Mining,
KDD’14, pp. 821–830 (2014)

132. Ritchie, A.: Citation context analysis for information retrieval.
PhD thesis, University of Cambridge, UK (2009)

133. Ritchie, A., Robertson, S., Teufel, S.: Comparing citation contexts
for information retrieval. In: Proceedings of the 17th ACM Con-
ference on Information and Knowledge Management, CIKM’08,
pp. 213–222 (2008)

134. Rokach, L., Mitra, P., Kataria, S., Huang, W., Giles, L.: A
supervised learningmethod for context-aware citation recommen-
dation in a large corpus. In: Proceedings of the Large-Scale and
Distributed Systems for Information Retrieval Workshop, LSDS-
IR’13, pp. 17–22 (2013)

135. Roy, D., Ray, K., Mitra, M.: From a scholarly big dataset to a
test collection for bibliographic citation recommendation. In: Pro-
ceedings of Scholarly Big Data Workshop (2016)

136. Saier, T., Färber, M.: Bibliometric-enhanced arXiv: a data set for
paper-based and citation-based tasks. In: Proceedings of the 8th
International Workshop on Bibliometric-enhanced Information
Retrieval, BIR’19, pp. 14–26 (2019)

137. Serenko, A., Dumay, J.: Citation classics published in knowl-
edge management journals. Part II: studying research trends and
discovering the Google Scholar Effect. J. Knowl. Manag. 19(6),
1335–1355 (2015)

138. Sharma, R., Gopalani, D., Meena, Y.: Concept-based approach
for research paper recommendation. In: Proceedings of the 7th
International Conference on Pattern Recognition and Machine
Intelligence, PReMI’17, pp. 687–692 (2017)

139. Singhal, A., Kasturi, R., Sivakumar, V., Srivastava, J.: Leverag-
ing web intelligence for finding interesting research datasets. In:
Proceedings of the 2013 International Conferences on Web Intel-
ligence, WI’13, pp. 321–328 (2013)

140. Small, H.: On the shoulders of Robert Merton: Towards a norma-
tive theory of citation. Scientometrics 60(1), 71–79 (2004)

141. Sollaci, L.B., Pereira, M.G.: The introduction, methods, results,
and discussion (IMRAD) structure: a fifty-year survey. J. Med.
Lib. Assoc. 92(3), 364 (2004)

142. Steinert, L.: Beyond Similarity and Accuracy – A New Take on
Automating Scientific Paper Recommendations. PhD thesis, Uni-
versity of Duisburg-Essen, Germany (2017)

143. Strohman, T., Bruce Croft, W., Jensen, D.: Recommending Cita-
tions for Academic Papers, Technical report (2007)

144. Strohman, T., Croft,W.B., Jensen, D.D.: Recommending citations
for academic papers. In: Proceedings of the 30th Annual Interna-
tional ACM SIGIR Conference on Research and Development in
Information Retrieval, SIGIR’07, pp. 705–706 (2007)

145. Subotic, S., Mukherjee, B.: Short and amusing: The relationship
between title characteristics, downloads, and citations in psy-
chology articles. Journal of Information Science 40(1), 115–124
(2014)

146. Sugiyama, K., Kan, M.-Y.: Exploiting potential citation papers
in scholarly paper recommendation. In: Proceedings of the 13th
Joint Conference on Digital Libraries, JCDL ’13, pp. 153–162
(2013)

147. Sugiyama, K., Kan, M.-Y.: A comprehensive evaluation of schol-
arly paper recommendation using potential citation papers. Int. J.
Digit. Lib. 16(2), 91–109 (2015)

148. Sugiyama, K., Kumar, T., Kan, M.-Y., Tripathi, R.C.: Identifying
citing sentences in research papers using supervised learning. In:
Proceedings of the 2010 International Conference on Informa-
tion Retrieval & Knowledge Management, CAMP’10, pp. 67–72.
IEEE (2010)

149. Tahamtan, I., Afshar, A.S., Ahamdzadeh, K.: Factors affecting
number of citations: a comprehensive review of the literature.
Scientometrics 107(3), 1195–1225 (2016)

150. Tahamtan, I., Bornmann, L.: Core elements in the process of citing
publications: conceptual overview of the literature. J. Inf. 12(1),
203–216 (2018)

151. Tang, J., Zhang, J.: A discriminative approach to topic-based
citation recommendation. In Proceedings of the 13th Pacific-
Asia Conference on Knowledge Discovery and Data Mining,
PAKDD’09, pp. 572–579 (2009)

152. Tang, J., Zhang, J., Yao, L., Li, J., Zhang, L., Su, Z.: Arnet-
Miner: extraction and mining of academic social networks. In:
Proceedings of the 14th ACMSIGKDD International Conference
on Knowledge Discovery and Data Mining, KDD’08, pp. 990–
998 (2008)

153. Tang, X.,Wan, X., Zhang, X.: Cross-language context-aware cita-
tion recommendation in scientific articles. In: Proceedings of the
37th International Conference on Research and Development in
Information Retrieval, SIGIR ’14, pp. 817–826 (2014)

154. Teufel, S., Siddharthan, A., Tidhar, D.: Automatic classification
of citation function. In: Proceedings of the 2006 Conference on
EmpiricalMethods in Natural Language Processing, EMNLP’07,
pp. 103–110 (2006)

155. Teufel, S., Siddharthan, A., Tidhar, D.: An annotation scheme for
citation function. In: Proceedings of the 7th SIGdialWorkshop on
Discourse and Dialogue, pp. 80–87 (2009)

156. Tkaczyk, D., Collins, A., Sheridan, P., Beel, J.: Evaluation and
comparison of open source bibliographic reference parsers: a busi-
ness use case. CoRR. arXiv:1802.01168 (2018)

157. Tkaczyk, D., Collins, A., Sheridan, P., Beel, J.: Machine learn-
ing vs. rules and out-of-the-box vs. retrained: an evaluation
of open-source bibliographic reference and citation parsers. In:
Proceedings of the 18th Joint Conference on Digital Libraries,
JCDL’18, pp. 99–108 (2018)

158. Tkaczyk, D., Szostek, P., Fedoryszak, M., Dendek, P.J.,
Bolikowski, L.: CERMINE: automatic extraction of structured
metadata from scientific literature. Int. J. Doc. Anal. Recognit.
18(4), 317–335 (2015)

159. Todeschini, R., Baccini, A.: Handbook of Bibliometric Indicators:
Quantitative Tools for Studying and Evaluating Research. Wiley,
New York (2016)

160. Valenzuela, M., Ha, V., Etzioni, O.: Identifying Meaningful Cita-
tions. In: Scholarly Big Data: AI Perspectives, Challenges, and
Ideas, SBD’15 (2015)

161. Wang, P., Soergel, D.: A cognitive model of document use during
a research project. Study I. Document selection. J. Am. Soc. Inf.
Sci. 49(2), 115–133 (1998)

162. Peiling Wang and Marilyn Domas White: A cognitive model of
document use during a research project. Study II. Decisions at
the reading and citing stages. J. Am. Soc. Inf. Sci. 50(2), 98–114
(1999)

163. Ware, M., Mabe, M.: The STM Report: An overview of scientific
and scholarly journal publishing (2015)

164. White, H.D.: Citation analysis and discourse analysis revisited.
Appl. Ling. 25(1), 89–116 (2004)

165. White, H.D.: Bag of works retrieval: TF*IDF weighting of co-
cited works. In: Proceedings of the 3rd workshop on bibliometric-
enhanced information retrieval, BIR’16, pp. 63–72 (2016)

166. Wilhite, A.W., Fong, E.A.: Coercive citation in academic publish-
ing. Science 335(6068), 542–543 (2012)

167. Wu, H., Hua, Y., Li, B., Pei, Y.: Enhancing citation recom-
mendation with various evidences. In: Proceedings of the 9th
International Conference on Fuzzy Systems and Knowledge Dis-
covery, FSKD’12, pp. 1160–1165 (2012)

168. Wu, J., Sefid, A., Ge, A.C., Giles, C.L.: A supervised learning
approach to entity matching between scholarly big datasets. In:
Proceedings of the Knowledge Capture Conference, K-CAP’17,
pp. 41:1–41:4 (2017)

123

http://arxiv.org/abs/1802.01168


Citation recommendation: approaches and datasets 405

169. Yang, L., Zhang, Z., Cai, X., Guo, L.: Citation recommenda-
tion as edge prediction in heterogeneous bibliographic network: a
network representation approach. IEEE Access 7, 23232–23239
(2019)

170. Libin Yang, Y., Zheng, X.C., Dai, H., Dejun, M., Guo, L., Dai,
T.: A LSTM based model for personalized context-aware citation
recommendation. IEEE Access 6, 59618–59627 (2018)

171. Libin Yang, Y., Zheng, X.C., Pan, S., Dai, T.: Query-oriented
citation recommendation based on network correlation. J. Intell.
Fuzzy Syst. 35(4), 4621–4628 (2018)

172. Yang, T., Jin, R., Chi, Y., Zhu, S.: Combining link and content for
community detection: a discriminative approach. In: Proceedings
of the 15th International Conference on Knowledge Discovery
and Data Mining, KDD’09, pp. 927–936 (2009)

173. Yang, Z.,Davison,B.D.:Venue recommendation: submitting your
paper with style. In: Proceedings of the 11th International Con-
ference on Machine Learning and Applications, ICMLA’12, pp.
681–686 (2012)

174. Yin, J., Li, X.: Personalized citation recommendation via convo-
lutional neural networks. In: Proceedings of the 1st International
Joint Conference on Web and Big Data, APWeb-WAIM’17, pp.
285–293 (2017)

175. Zarrinkalam, F., Kahani, M.: SemCiR: a citation recommendation
system based on a novel semantic distance measure. Program
47(1), 92–112 (2013)

176. Zhang,Y., Yang, L., Cai, X., Dai, H.:A novel personalized citation
recommendation approach based on GAN. In: 24th International
SymposiumonFoundations of Intelligent Systems, ISMIS’18, pp.
268–278 (2018)

Publisher’s Note Springer Nature remains neutral with regard to juris-
dictional claims in published maps and institutional affiliations.

123


	Citation recommendation: approaches and datasets
	Abstract
	1 Introduction
	2 Citation recommendation
	2.1 Terminology
	2.2 Scenarios, advantages, and caveats of citation recommendation
	2.3 Task definition
	2.3.1 Offline step
	2.3.2 Online step

	2.4 Related research fields
	2.4.1 Non-scholarly citation recommendation
	2.4.2 Scholarly data recommendation
	2.4.3 Related citation-based tasks


	3 Comparison of citation recommendation approaches
	3.1 Corpus creation
	3.2 Corpus characteristics
	3.3 Comparison of local citation recommendation approaches
	3.4 System demonstrations

	4 Data sets for citation recommendation
	4.1 Corpora containing papers' content
	4.1.1 Overview of data sets
	4.1.2 Comparison of evaluation data sets

	4.2 Corpora containing papers' metadata

	5 Evaluation methods and challenges
	5.1 Evaluation methods for citation recommendation
	5.2 Challenges of evaluating citation recommendation approaches
	5.2.1 Fitness of citations
	5.2.2 Cite-worthiness of contexts
	5.2.3 Scenario specificity

	5.3 Discussion

	6 Potential future work
	7 Conclusions and outlook
	Acknowledgements
	References




