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CHAPTER | - INTRODUCTION

1.1 Research problem

Research has shown that innovation is an integctoumulative and cooperative
phenomenon occurring between different actors (B2004; Powell et al., 1996; Ahuja, 2000;
Zaheer & Bell, 2005; Pittaway, 2004). Single orgatiobns often do not possess all the knowledge
needed to undertake innovation internally and rieethobilize external actors in new product
development, namely firms that have different kremige bases. Vertical relationships are
characterized by complementarity in the partnersivledge bases (Najmaei & Sadeghinejad,
2009).

As innovation is a focal point of industrial comigien, “deconstructed” firms are emerging.
In order to compete, firms are developing coopeeatietworks of vertical relationships with their
suppliers to leverage their resources (Campbell 8saM, 1995). Coordinated relationships to
provide value chain activities and innovation andespread. In fact the progressive erosion of
corporate boundaries can be traced back to two nfeioes: the diffusion of flexible
specialization, resulting in a high degree of puithe decentralization, and the need for
accelerating organizational learning, given itsr@mtion with corporate survival (Lomi, 1997). In
a context in which rebuilding value chains is beirmra fundamental strategic tool, the attention
to vertical relationships is of ever greater sigaifice.

The primary aim of my research is to explore thiea$ of a firm’'s network of vertical
relationships on innovation; in particular, the deds on the causal relation betweebuyer’s
innovation outputand asupplier's network(with buyers and suppliers). The addressed research
problem investigates whether and how theracteristics of the supplier's network affece th
buyer’s innovation outputStarting from a focal buyer firm, | consider itdat@nships with
suppliers and how these suppliers’ networks of &ffect the focal buyer’'s innovatioihis
perspective aims to open a novel pathway in se@dlork literature, since prior research in the

field has focused mainly on the effect of horizértlaborative relationships on firm innovation.



The dissertation is focused mainly on indirect tiefeships, highlighting the role of the
nodes indirectly linked to the firm and assessihgirt effects on the firm's innovative
performance. According to Burt (1992), selectingersl with many other partners is one
mechanism by which an actor can develop an effectigtwork. However, | will propose a
limitation to this argument, underlining thatcantingent approachs needed to evaluate the
benefits of indirect ties; this is particularly ¢rwhen studying vertical relationships.

Researches have stressed the importance of stuctdervaluing other dimensions for
knowledge-sharing. The principle underlying the touyencies | will consider is that generation
and appropriability are two separate issues foovation output. The value the firm gets from its
contacts depends on the resources of these coatatisn the ability to exploit these resources. |
will introduce the following contingency factors tmldress the problem: (i) the type of actors
involved in indirect ties (their role in the suppigain: suppliers or other buyers); (ii) the stténg
of relationships (measured in terms of level oflamdration: arm’s length ties, alliances, arm’s
length ties plus alliances).

Accordingly, | examine two research questions:What effect does supplier's centrality in
its network of buyers and suppliers have on buyierisvation output?2) What is the effect of the
strength of the ties in the supplier’s network arydr’s innovation output™ order to answer
these, | draw upon constructs like centrality, fpléiity, competition, cooperation. In this way, |
aim to analyze the network structure and the typrelations.

The hypotheses are built around the principle thdirect ties can be both beneficial for
greater knowledge opportunities and detrimental tfoee competition among nodes that are
indirectly linked. Consequently, we expect a finabsitive effect when both knowledge
opportunities are raised and competition is loweesdl a negative effect in the opposite
conditions. To get innovation from the network, theser needs: effective transfer of knowledge,
cooperative efforts, increased availability of di#fnt information resources for idea generation,
reduction of knowledge spillovers from the focaybuto external actors.

The research highlights distinct dynamics of knalgke flow involving the firm and its
suppliers and competitors, distinguishing betwdenadollaborative and competitive dimension of
a supplier-buyer network. In most industries, cotimipa and collaboration at all the levels of the
supply chain replace a situation in which the sygplain was a single entity competing with other

supply chains. This increases the relevance ofdbearch. The introduction of the competition
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issue is an element of novelty because competitiwgamics are often under-examined in the
social network literature in favor of collaboratigignamics. Many researches have focused on the
relationship between strategic alliance networks immovative outputs, but these works largely
spotlight the effects of technology-based netwaek mong competitor firms (Owen-Smith &
Powell, 2004).

The theoretical framework revolves around the meismas of inflow and outflow of
knowledge in the presence of indirect ties and Bepmediated competition and collaboration.
First, | try to identify the supplier's network ata&teristics that facilitate the positive leakinassl
positive stickiness for the focal buyer and consetjy spur the buyer’'s innovation output. As
Bengtsson and Ericsson (2002) argue, there iswa fletween an innovation project and the
context that can be characterised by “leakinesd™atickiness”. Both can be positive or negative.
Leakiness is the easy flow of knowledge and resmirthe positive one is into the project, the
negative one is out of it. Firms need to proteetribelves against negative leakiness. Stickiness is
the “mechanisms that hinder the flow”. The positiore protects ideas from spreading to
competitors. The negative one is the hinderinghefftow among partners. Ties are conduits of
knowledge: more ideas for the focal actor but &lsowledge spillovers for alters. Second, I try to
find some criteria (supplier’'s networks charactersy to determine ex ante to what extent a focal
buyer will benefit from a variable game structufesapplier-mediated competition/cooperation.
We deal with competition among buyers who havestimae supplier. The supplier has the role of
a broker, through which proprietary knowledge cateptially flow. Buyers compete for the use
of innovation that is often exclusive (problemspobtection of Intellectual Property Rights). At
the same time, they indirectly cooperate becausg tlontribute to the building of a common
knowledge base and competences of the suppliere ®brthe development achieved in a project
can be redeployed in other projects. A supplierdouie favors innovation generation but creates a
problem of appropriability of innovation. The facis on not just creating but capturing value.

These topics have been under-examined in the myifiterature. Takeishi (2001) argues
that competing firms may share some partners aci féan still has to compete with other firms
who are seeking similar relations with the firmapable partners. Therefore she aims to answer
the question: “How could a company outperform cotibpes who also have cooperative relations
with their partners?”. She adopts a perspectivediwagion of labor with the supplier, analyzing

how some automakers manage more effectively thaaretthe division of labor with suppliers
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who play critical roles in automobile product demhent. | aim to bring the supplier's network
characteristics into the picture.

The tension between competition and cooperatiopaidicularly stressed in multiplex
networks (Shipilov & Li, 2010), structures includirfirms playing different roles and linked
through different kinds of relationships. My hypeses are formulated on a multiplex network,
considering also the addition of other relationshipa supply tie. In fact, beyond selling goods, a
supplier may have another type of linkage: a sgiatelliance (related to different functions such
as R&D, marketing, etc.). Multiplexity in dyadsdsfined as a structural property occurring when
the two parties involved in a tie have more thare &ind of relationship with each other
(Wasserman and Faust, 1994). More generally, @faition of a multiplex network is an
extension of the dyadic definition of multiplexitymeaning that the network’s members are linked
through different kinds of relationships (Shipil&vLi, 2010). For example, two nodes are linked
by an alliance, while two other nodes are linkedhlsupply tie.

For theoretical clarity, in this work | focus majnbn vertical relationships, which | define
as relationships occurring between two firms lodaa¢ a different level of the value chain: a
supplier and a buyer. Vertical ties involve comparthat operate at two subsequent stages within
the same production process (Dussauge, Garrette i&h&ll, 2000, 2004). The suppliers
considered are firm@whose core business is to supply components, mos fat the same level of
the value chain of buyers, which could be also astitgys. The specificities of networks of
vertical ties consist in the flow of complementarformation and the frequent pre-existence of an
intrinsic tie, that of supply, so that there arsesain which any other form of relationship is in
addition to that one. Usually buyer-supplier tias tiave different contractual arrangements with a
range of variation from arm’s length market contirecto alliances (with high trust and long term
exchange) (Meehan & Wright, 2011). | consider thesds of relationship: (a) a supply tie that a
firm takes up for the procurement of component3, b alliance, a collaborative agreement
(specifically: R&D alliances, manufacturing alliaas; supply collaborative agreements, licensing
agreements, cross-licensing agreements), (c) alystippand an alliance combined. | define a
supply tie or arm’s length relationship as: a refahip based on short term, discrete supply
(Parker & Hartley, 1997) on the open-market, in ahhihe primary focus is to achieve cost
reductions or maintain profit margins often at #meense of the other party (Soonhong &

Mentzer, 2000). | define a vertical alliance asiotuntary arrangement between a supplier and
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buyer implying joint involvement in product developnt, co-makership, sharing of resources. It
is a relationship characterized by continuity betwetwo independent firms operating at
successive stages in a vertical chain of productioth both firms expecting the interaction to
continue into the future (Heide & John, 1990) idoag time horizon. This kind of tie is an
intermediate solution between the two extremes dganizing vertical relationshipsnake
(vertical integration) andbuy (arm’s length tie), explained by TCE (Coase, 19@/liamson,
1975). It is interesting to examine better the @fef this “hybrid” form of organization (Gulati e
al., 2005) because this governance structure higgigeexpanses of vertical and horizontal control
(Joskow, 2003).

The weakest relationship is a supply tie, them@nger one is the alliance, and the strongest
one is the alliance plus supply, having a multiglexontext. In this respect, one significant
conclusion is that when companies compete for im&tion, strong ties win. This is a limitation to
Granovetter's (1973) argument of the strength ofkvées. | will show the difference in the

impact of the strength of the ties in a collabationtext and in a competitive context.

1.2 Theoretical motivations

The topic is at the confluence of two lines of sesh: network theoryandsupplier-buyer
relationships literature The theoretical contribution derives from thentdnation and extension
of these. In this paragraph | briefly explain thege points.

Network theoryis extended through the introduction of a contiriggoproach to evaluate
the benefits of indirect ties. This is particulatlgeful when studying vertical relationships. The
commonly acknowledged conclusion that selectingralwith many other partners is a good
mechanism to follow is called into question. Itrtsirout that the type of actors involved in the
indirect ties is the discriminating factor. Moreoveetwork theory scholars have not agreed on the
most beneficial structure for innovation. Thera isade-off between closed/disconnected network
structures that favor idea implementation/genenatidry to investigate the role of brokerage in a
cooperative and competitive context, underliningoathe importance of the way in which the
broker is connected to the different extreme nodés weak or strong ties, and its impact on idea

implementation. The study contributes to the debatéhe trade-off between strong and weak ties



taking place among network scholars: the effectthefstrength of ties (depending on the type of
tie) on the innovation output are shown to be cmit on the context (e.g. competition for
information). | also try to extendetwork theoryfollowing the emerging need in social network
analysis to enrich the simple network models wittrencomplex modeling constructs in order to
carry out more accurate analyses of the real woMdiltiple kinds of edges and nodes are being
simultaneously analyzed.

Supplier-buyer relationshipkterature is extended with the shift from supg@ieirm-level
characteristics to network-level characteristice $oipplier selection and the concept of the
supplier as a strategic broke&upplier-buyer relationshipbterature has been mainly dyadic in
focus and has ascribed conflicting effects on imiown to suppliers’ firm-level characteristics. It
would be interesting to study more extensive sepiduyer networks. Scholars linked to the IMP
(Industrial Marketing and Purchasing) group haveoadted this need but there is still a lack of an
effective application. | aim to apply a wider netwdocus and to introduce network-level
characteristics for supplier selection. The supptidikely to be a gatekeepérpening the access
to the external environment) and knowledge brokpaiining the holes between the focal buyer
and its other buyers/suppliers that typically hdiseonnected pools of information). The concept
of the supplier as a strategic broker helps to eledpe structural holes theory. Evaluating a
supplier just on the basis of its internal resositisea shortsighted attitude, and we should include
the analysis of its connections. Two elements segenesting here: the inflow and outflow of
knowledge passing through this actor and suppliacve role in shaping competition/
cooperation. It can be useful to figure out hovs ttule can change on the basis of some attributes
of the relationships and of the actors composiegitwork of vertical ties.

On the other handhe work is a theoretical contribution also becaiideridges the two
above-mentioned theories. Bridging them is usetuliritegrate the concepts otlational
embeddedneséstudied in supplier-buyer relationships literajuandstructural embeddedness
(prevalent in network theory) in a single framewadfhile relational embeddednestresses the
role of direct cohesive ties, referring to the dgaspecific quality of social capital and to the
nature of the relation (e.g. strong/weak tiesjucdural embeddednesshifts the analytical
approach to the system, focusing on the positiahdtfirm has in the network’s overall structure.
The focus is also on indirect ties: resources agpel in a direct relationship have implications for

resources available to actors involved in indinedationships. In this way, | can figure out the
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advantages derived both from the position in thevok and from the characteristics of the
individual relationships.

This combined perspective is particularly usefulhia context of vertical ties, more than in
the context of horizontal ties, for at least twasens. Firstlystructural embeddednessid the
consequent focus on indirect ties is important inedwork of vertical ties because the nodes
involved in direct and indirect ties are expectechave different roles (i.e. a buyer is directly
linked to a supplier and indirectly linked to a luyr to a supplier), while in horizontal ties they
should be similar (i.e. a firm is directly linked & competitor and indirectly linked to another
competitor). When considering the whole networle tieterogeneity of actors in the value chain
opens interesting avenues on issues like mediaiggetition (the location within the network
shapes competition) or complementarity of knowleéfigeving in the network. Secondly, it is
likely to find high variance in the type oélational embeddedness a network of vertical ties.
Even considering a single tie, there is often astt@ne form of relationship: the supply tie. ®@the
kinds of relationships can be added to that ongpuagreements may be supported by
exchanges of technological know how, personel arpeaent. In this case, supply ties are likely to
generate ties in different networks (Lomi & Pattis@006). The different roles of the nodes in the
value chain further strengthen this variance. Ficas be connected through multiple types of
connections each of which could be a social netwdtrkould be interesting to focus on more than
one network at a time.

To bridge the two streams of literature means @smerge the theoretical foundations on
which they rely:social capital theoryand transaction costs economi¢¥CE). Social capital
theoryemphasizes collaboration and knowledge sharing.aBlsumption of social capital theory is
that a network provides value to its nodes by algvthem access to the social resources that are
embedded within the network. Nahapiet and Ghosi@8&) argue that “Who you know affects
what you know”. The resources in social capital oesiuce the time and investments needed to
gather information (Zhang, Cavusgil & Roath, 20@3)nulate a firm's intellectual potential, and
support “knowledge-creating organizations” (Non&kdakeuchi, 1995). Social capital theory is
considered an important perspective for theoriZing nature of connection and cooperation
between organizations (Adler & Kwon, 2002). In pardiar, there are three dimensions of social
capital: (1) the relational dimension (trust, idfc@tion and obligation); (2) the cognitive

dimension (shared ambition, vision and values); €)dthe structural dimension (strength and
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number of ties among actors) (Nahapiet & GhosH288). | try to take into consideration all the
dimensions because | examine both the network tsteiand the quality of the relationships.
Implicitly | try to figure out what is the effectf ehese dimensions of social capital on the buyer’s
innovation. While social capital theory emphasizesiprocity and trusttransaction costs
economics(TCE), emphasizes opportunistic appropriationetaspecificity and its protection,
bounded rationality, and attributes to enforce agrents. Transaction costs are the direct costs of
monitoring and enforcing contingent contracts all ag costs related to ex ante investments and
ex post performance inefficiencies. To undertakedactions means to face a variety of potential
transaction costs, contractual and organizatioaahitus linked to the attributes of the transaction
(asset specificity, complexity, uncertainty, coctilig interests, etc.) and their interplay with the
attributes of alternative governance arrangemeluskow, 2003). By considering multiple types
of ties of different strength in this thesis, | ¢akito account the TCE principle that the level of
collaboration within the supply chain may vary frotnansactional to more relational
collaborations. The main conclusion of TCE, usdéul my theory building, is that in order to
protect transaction-specific assets from opportinegppropriation, firms will choose to increase
the extent of hierarchical control over the othertyp in the relationship The “hybrid”
organizational form is the solution between make launy options.

Moreover, when adding a network context it is iag#ing to note that transaction costs for a
node are also a function of the attributes of theiotransactions of its partners. The incentive a
partner has to behave opportunistically is depenasn the opportunities or constraints it
experiences in the transactions with its otherngmst The likelihood of breaking a contract or
violating common rules is a function of the bersefite actor can get not only in the specific
relationship but in the set of relationships withita partners. In this wider context, also usaful
the TCE conclusion that the less the competitioa,more likely is the exposure to a small amount
of bargaining and opportunistic behavior.

In sum, the interplay of these two perspectivesiédaapital theory and TCE) in the study
of supply relationships provides new insights om tirivers of actors’ behavior and payoff,
focusing both on knowledge sharing and opportuniskireat. In particular, it boosts the
simultaneous analysis of the determinants of catjmer and competition and their relation with

innovation. While cooperation spurs invention, cefitppn hampers innovation.
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In building the theory, in fact, | must take intonsideration the distinction between
invention and innovation. Invention or generatirinnovation is the development of a new idea
or an act of creation. | should figure out how tlework structure and content (the actors, the
kinds of relationships, the positions of nodesgetfinvention through the availability of resources
Innovation refers more to the commercializatiorthaf invention (Hitt, Hoskisson & Nixon, 1993;
Schumpeter, 1934). In this study | also deal Wik final stage, therefore | am forced to consider
competition to innovate, that is, patent race. hita explore how the suppliers’ network of ties,
together with the cooperative and competitive dyicarthat it creates, affects the focal buyer’s

innovation.

1.3 Overview and structure of the research

In order to test the hypotheses, | assume a netpendpective with a focus on knowledge
transfer in order to understand the flow of knowkedhrough the different kinds of ties. The
sample is built from a directory listing all the o American suppliers of motor vehicle firms, the
ELM Guide, analyzed in five years: 1994, 1996, 19®1, 2004. | was able to build the supply
network for each year in order to link the relaiaf the supplier with the innovative performance
of the buyers. In each year | found approximatelycusand nodes. For each supplier the directory
provides the list of all the customers, which cannfiotor vehicle companies or other suppliers.
Then | was able to build the alliance network.dKed for all the alliances of the nodes using the
SDC Platinum program and | matched the partneiseptan the alliances with my original sample
in order to keep alliances involving at least tvaml@s present in my sample. Finally, | merged the
supply and alliance networks to find a multiplexwark, representing both kinds of relationships.
In this way | was able to establish the strengthhefrelationship (scoring the different kinds of
relationships).

The supplier's centrality among other suppliers @mdong buyers is regressed against
innovation performance, measured as the patents @fuhe buyer. This shows that the type of
node matters. Also, the strength of ties is intoedlin the model, showing that the strength of the

relation matters. The dissertation is articulatedoflows.
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In the following Chapter (Il) a review of the lisgure is presented. | refer to network theory,
supplier-buyer relationships literature, transactosts economics, and literature on competition
and cooperation. | identify the fundamental pritespand results of these streams of research and |
underline the main gaps that can be filled and dnatthe foundations for my attempt to extend or
enrich these lines of research.

Chapter Il presents the hypotheses developmdatuls on the importance of the structural
characteristics of suppliers’ networks and on th&tirct effect of different kinds of nodes
indirectly linked to the buyer (other buyers or gligrs). | introduce the role of the strength af th
tie as a moderating factor influencing the impdatemtrality on the innovative output.

Chapter IV presents the research design. | desttrédbempirical setting and explain in detail
the process of data collection and elaborationoAlsintroduce the variable definition and
operationalization referring to the statistical rabaonplemented and explain the statistical model
chosen.

The work ends with the illustration of the resuifsthe analysis and of some robustness
checks in Chapter V. | report the outcome of thgreassion. | also include discussion and
conclusions, about the main contributions to theand managerial practice, together with

limitations and directions for further research.
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CHAPTER II - Conceptual Framework and Literature

This chapter illustrates the theoretical foundaiohthe present study. The topic is mainly
at the confluence of two lines of researcigtwork theoryand supplier-buyer relationships
literature and relies on some conceptual frameworks provigedther theories, in particular
transaction costs economicShe latter is fundamental in the analysis of icaftties and in the
choice of the different kinds of inter-organizatibnelationships in a setting like this.

| refer to network theory focusing on the part of this literature that édated more to
knowledge transfer through collaboration (sociglitzd theory) and innovation output. | refer to
supplier-buyer relationships literatureconsidering in particular the studies on supplier
involvement in new product development, with a foan the supplier’'s characteristics that are
considered as a driver for the buyer’'s innovatiatpot. Finally, | refer to théransaction costs
economicperspective to deepen the knowledge of the chamatits of buyer-supplier ties.

The bridge of the above-mentioned theories is Uis@fyto integrate in a single framework
the concepts of relational embeddedness and stali@mbeddedness in a context of vertical ties
and (2) to merge the theoretical foundationssotial capital theoryand transaction costs
economicsThe interplay of these perspectives in the stfdgupply relationships provides new
insights on the drivers of actors’ payoff. Thisbiscause it allows us to focus on both knowledge
sharing and opportunistic threat.

The literature on competition and the trade-offnmetn competition and cooperation then
naturally comes into the process. | will also refeithis stream of research. While much of the
tradition in research has focused on the dynanficempetition, scholars in the last few decades
have increasingly redirected their interest to alsp@f cooperative behavior, looking at the
increasing trend of firms entering into cooperaties with each other. However, the sociological
approach has overemphasized this aspect. My atm tis/ to bring the competitive side of the
context into the cooperative picture. Collaboratiomplies mutual adjustment needed for the
exploitation of complementary resources but sonegithere is both collaboration and conflict of
interest, rivalry or even outright competition (Nelboom, 2004). This tension between

collaboration and conflict of interest is stresgethe hypotheses development of this thesis.
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2.1 Different views on the inter-organizational natvork phenomenon

In recent times many industries have seen the ofsestable business networks and
cooperative arrangements (see for instance Coatr&ct.orange, 1988; Ohmae, 1989; Alter &
Hage, 1993; Jarillo, 1993; Mitchell & Singh, 1996@)his phenomenon has been interpreted
through different theoretical lenses. | briefly rtien them.

The traditional economic approach views networka &sm of organization through which
assets are allocated and transactions are goverBegically, it is proposed as an alternative
organizational form to markets and hierarchiesgimrerning exchanges. In this view, cooperative
arrangements occur when transaction costs assweidte a specific exchange are too high for an
arm’'s length market exchange but not high enougmémdate vertical integration (Hennart,
1988). For a given resource or transaction, theagpjateness of each ownership solution or
governance structure is estimated at a given fioiihe in order to adopt the optimal one.

Prominent schools of thought in this respect amas@action cost economics (Williamson,
1975, 1985, 1991; Williamson & Ouchi, 1981; Powdlf90; Powell & Smith-Doerr, 1994),
agency theory (Jensen & Meckling, 1976; Fama, 198®)d the property rights approach
(Grossman & Hart, 1986; Hart and Moore, 1990; Hotoma & Roberts, 1998). Among these
approaches, the prevailing assumption seems thaténdividuals and firms tend not to comply
with agreements and act opportunistically. Intemfirelationships are considered a result of
market failure. This demonstrates the basicallyatieg perception of the network phenomenon
held by these schools of thought. Moreover, thégrofleny the possibility that relationships will
survive a long time, arguing that hybrid governasitactures are temporary organizational forms
that will eventually be replaced by a hierarchyrarker relationship.

However, the phenomenon we have witnessed sinceenle of the 1980s cannot be
explained solely through power or cost aspectsaalb of a single party (Jarillo, 1988). There
must be a win-win character to these relationsfipshe parties involved (Pilorusso, 1997; Dyer
& Singh, 1998). In fact, network theories are usedxplain lasting inter-firm relationships from a
positive systemic viewpoint. Also, RBV (Wernerfel984; Barney, 1991) holds a more positive
view with regard to business networks. However,ghmary unit of analysis of the RBV is the
individual firm and its focus is on those resourdest the firm itself possesses (Dyer & Singh,

1998). The network approach, instead, considersdfiection of firms that make up inter-firm
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networks and inter-firm relationships as the uhiamalysis as such (see, for example, Evan, 1966,
1972, 1974). The question becomes: “in which emwitental contexts and processes are inter-
firm relationships and interactions embedded?” (Ka@007). Firms are first of all viewed as
interdependent, in spite of their legal autonomgd anvolved in cooperative interactions.
Network theory focuses on the exchange relationahgpthe inter-firm dynamics of alignment of
complementary assets, resources and activities aftéaslon, 1982, 1987, 1989; Johanson &
Mattsson, 1987, 1991; Hakansson & Johanson, 19&kambson & Shehota, 1995; Laage-
Hellman, 1997).

The aim here is to integrate both views in a sifigimmework and try to figure out which is
the pay-off of an actor in a network, given thathbpositive and potential negative effects of the
relationships are simultaneously in place. Schaérporate strategy have suggested that firms
enter cooperative relationships to improve thematsgic positions (Porter & Fuller, 1986;
Contractor & Lorange, 1988; Kogut, 1988). Hencethe end, | will figure out which network

structure is the most beneficial for the ego-stiiateompetitive advantage.

2.2 Network literature and innovation

2.2.1 Review

Economic sociologists define a network as a formogjanized economic activity that
involves a set of nodes (e.g. individuals or orgamons) linked by a set of relationships
(Granovetter, 1973). These can include, for ingarmsupplier relationships (e.g. Dyer, 2000),
interlocking directorates (e.g. Davis, 1991), iielaships among individual employees (e.g. Burt,
2004), or strategic alliances (e.g. Gulati, 1998)e distinctiveness of the social network approach
consists in the focus on relations among actorthemability to address multi-level issues, and in
the integration of quantitative, qualitative andgjnical data.

In the past few decades there has been a hugegepstiinterest in the role of networks,
even if no one was quite sure whether networks \aemeetaphor, a method or a theory (Barnes,
1972). However, looking over the existing workssortial networks we can find three categories
of research: (i) theories borrowed from other gikoes such as mathematics (graph theory) and

social psychology (balance theory and social coispartheory). As a consequence, one of the
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attractive features of the social network apprdadhe potential to analyze network relations with
an expanding range of algorithms, programs andeghaes that map strategic and behavioral
patterns; (ii) applications of network ideas intaséing organizational theories; these make the
boundaries of the topic very flexible. | will focumy attention on some of them later on in the
paragraph; (iii) indigenous social network thegrighich | will briefly analyze here.

The general theoretical basis of the network apgrés to have provided a fruitful micro-
macro bridge: small-scale interactions become lagets into large-scale patterns, and these in turn
feed back into small groups (Granovetter, 1973)is Thllows researchers to capture the
interactions of any individual unit with the largdield of activity to which it belongs.
Organizations are no longer considered atomistiitiesy but actors whose economic actions and
performance are influenced by the context, by te®vark of inter-organizational relations in
which they are embedded. Inter-organizationaltieage an important role in shaping firm behavior
and outcomes.

Most writings recognize thatmbeddedneSsn a network as a strategic resource has a
relational as well as a structural dimensiBelational embeddednesfresses the role of direct
cohesive ties, referring to the dyadic specific ligpaof social capital (strong/weak ties), and
reflecting the nature of the social ties betweenaddy (Granovetter, 1973). trGctural
embeddednesshifts the analytical approach to the system, $owuon the position that a firm has
in the overall network structure. It highlights thdvantage a node can derive from its position in
the network rather than the advantage from indafidelationships (Granovetter, 1992; Gulati,
1998; Nahapiet & Ghoshal, 1998).

The distinction between these two dimensions cpards to a general distinction between
two streams of works in network research. | referdsearches adopting a structuralist vs a
connectionist perspective (Borgatti & Foster, 20a3)is distinction is also underlined in different

terms referring to the distinction between the fasal vs relational perspective (Burt, 1982).

! Defined as the “economic action that is affectgé@ttors’ dyadic relationships and by the structure
of the overall network of relations” (Granovett&885).
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(a) The structuralist perspective

The structuralist perspective focuses on the strattconfiguration of the ties. It makes
predictions concerning how actors in networks efice each other’s attitudes and behaviors. It
concludes that an actor's payoff is a function efwork structure and of its position in the
network.

Structural role theoryincludes the concepts of structural equivalentrectural cohesion
and role equivalenceStructural cohesiorrefers to the fact that nodes are constrainedhiy t
structure of a cohesive group in which they areeddied (Friedkin, 1998, 1984). The clique is the
typical form for the structural cohesion; one astdrehavior is influenced by the behavior of the
closely tied actors. Two nodes ateucturally equivalentf they are connected with the same tie to
the same third party (Lorrain & White, 1971). Thedry forecasts similar outcomes for nodes that
occupy structurally equivalent positions. Burt (IP8uggests that structurally equivalent nodes
recognize each other as comparable and in congrettid imitate aspects of each other to have
advantages with the third party. Organizations pgmg similar network positions are frequently
portrayed as sharing the same structural inte(Bsitotti & Lomi, 2011). The concept of imitation
is further developed by Di Maggio and Powell (19&8)alyzing organizational isomorphism. Two
nodes areole equivalentif they occupy similar structural positions but different networks
(Krackhardt & Porter, 1986).

The basic assumption in this stream of networkaieteis that networks, shaping the actor’s
background for action, provide opportunities anehstmints on behavior. Hence, studies that
examine the consequences of networks, more thamathiecedents, are typically consistent with
the structuralist perspective. The causes of thmdtion of ties, by contrast, are better suited to
sociological approach.

Several works have focused on the benefits fonglesiactor in the form of the so-called
structural capital The proposition that an actor’s position in an@k has consequences for the
actor, so that the actor can exploit its positiothie network to maximize gain, is the structutalis
paradigm proposed by Blau (1977) and Mayhew (198@) expressed in the network context by
Wellman (1988). It is centered mainly on the cona#power and influence.

The most recognized and well known results in thisvork studies relate to the benefits to

actors of occupying central positions in the netw(Brass & Burkhardt, 1993; Powell et al.,
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1996) or having an ego-network with a certain d$tmec (Burt, 1992, 1997; Burt, Hogarth &
Michaud, 2000; Coleman, 1990), for instance sparsgense. The motivation behind the benefits
is mainly the possibility to exert power and infige on the other nodes and to be in a position of
independence. Studies have looked at both relatiotie direct ties and indirect ties. The linkages
between a node’s indirect contacts matter: foramse, being in the shortest path between
unconnected actors can be positive. The effecte stedied also at the network level, relating the
structure of a group to its performance (AthanassloNigh, 1999), as in the case of a study
assessing the connection between centralizatidgheohetwork and group performance (Bavelas,

1950).

(b) The connectionist perspective: networks, resesiand knowledge flow

On the other hand, the connectionist approach ladkshe interpersonal transmission
process occurring in social ties using micro-medrms. It focuses on the content of the
relationship. It emphasizes the resources that fltvaugh it (Stinchcombe, 1990; Gulati, 1999).

Sociologists began to dominate network researc¢hanl970s, but Granovetter (1985) was
the first one who brought into the picture the stumical perspective, looking at economic ties no
longer as transactions but as relationships. Fatigwis study, a lot of researches suggested that
firms, as well as individuals, develop embedded tikaracterized by trust and rich information
exchange across organizational boundaries (Ectl®]; Useem, 1982; Dore, 1983; Powell,
1990; Uzzi, 1997; Zaheer, McEvily & Perrone, 1988er & Chu, 2000). Rodan and Galunic’s
(2004) findings suggest that, while network struetmatters, network content that flows in the
network is of equal importance for innovation penfance. Ties are basically conduits for
information and resources (Lin, 2001; Snijders, ¢9RAtkin, 1974); networks, whether
operationalized in terms of informal or formal tiehannel and direct flows of information and
resources from position to position within a sostalicture (Owen-Smith & Powell, 2004).

In fact, inter-firm collaborative linkages can bengrally associated with two kinds of
network benefits. The first is resource sharing: tbmbination of knowledge, skills, and physical
assets among firms; the second is knowledge spifownformation conduits through which news

of technical breakthroughs, and new insights imobfems flow (Ahuja, 2000). The first one
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allows the transfer of deep knowledge and mategaburces and is typical of direct ties, the
second one of information, and is typical of indirées (Kogut & Zander, 1992; Ahuja, 2000).

Therefore from this perspective, the benefit far #ttor in the network resides mainly not
in structural capital (meaning mainly power anduehce) but in social capital. Probably social
capital theory is the biggest growth area in org@tiwnal network research; it is to a great extent
derived from social support literature (Walker, \W&&rsnan &Wellman, 1994) and social resource
theory (Lin, 1982, 1988), and it has helped to fukérest in social networks. The concept of
social capital is defined as “the sum of the actadl potential resources embedded within,
available through, and derived from the networkralationships possessed by an individual or
social unit” (Nahapiet & Ghoshal, 1998).

Consequently, the actor’'s benefit is a functiontteé quality and quantity of resources
controlled by the actor's alters (Anand & Khann@0p@, Koka & Prescott, 2002; Oliver, 2001,
Stuart, 2000) that can be accessed through thewiids alters. This notion is related to the
resource-based view of the firm that recognizesamsantecedent of performance the firm's
endowment of resources and its heterogeneity arfiong. Particular attention is dedicated there
to material resource availability within the firnoundaries (Wernerfelt, 1984; Dierickx & Cool,
1989; Barney, 1991; Mahoney & Pandian, 1992; PEté893). However, no attention has been
given to the network in which firms are situateciiey, 1991). Dyer and Singh (1998) overcame
this limit by developing a relational view of resoes, in which the unit of analysis is the
exchange relationship between firms in dyadic dwoek form. This relational view is introduced
to explain the competitive advantage of individisahs due to resources that span the boundaries
of individual firms or are embedded in inter-firmutines and processes (Dyer & Singh, 1998).
Similarly, Gulati (2007) introduced in this regaite construct ofietwork resources'resources
that accrue to a firm from its ties with key exwroonstituents including partners, suppliers, and
customers, and thus exist outside a firm’s bouegariFirms, through networks, can leverage
valuable resources that have arisen outside the fin turn, network resources shape firms’
behavior and outcomes (e.g. Gulati, 1999; Jended3;2ZZaheer & Bell, 2005; Lavie, 2006). An
example of the application of network methods irstixg organizational theories is the research
in the resource dependence tradition (Pfeffer &alek, 1978), which fits this context well. It is
usually carried out using ego-network data. Resodiependence notions of interconnectedness

and constraint are in common with the network apgio

19



As for the information, we know that informationnadits manifest themselves in three
forms: access, timing and referrgBurt, 1992).Accessmeans a broader information screen. It
refers to receiving a valuable piece of informatamd knowing who can use it. If a node has
access it has a higher chance to identify oppdrasniliming means to get relevant information
earlier than the average node receives it. Obwalhés implies a greater opportunity to act or to
pass the information to otherReferral means the legitimization the node receives insiee
network through the information about it providedn its alters to their other contacts (Burt,
1992). As a consequence, the node is more likelyogoa candidate for inclusion in new
opportunities.

One structural property that assures informatiomebts and resource availability is
undoubtedly centrality. There are different formhentrality: a node can be central as for degree,
betweenness, or closeness (Brass & Burkhardt, 1992 means respectively to be connected to
many other alters, to be in the middle of paths ¢banects others, or to have immediate access to

others who are connected.

(c) Integration of the two perspectives

When the aim of the analysis shifts to the undaeditey and identification of the network
configuration that is most suitable for knowledg&thgring, it is natural to overlap the two
perspectives explained above, the structuralistta@adonnectionist approach. The ability to catch
information and resources is a function of the &ird ties and of the range of the available
knowledge, meaning the diversity of knowledge tat be accessed. In this field, the heterophily
theory has arisen, including the concepts of thength of weak ties and structural holes, along
with arguments contrasting it.

First, the starting assumption is that differemids of ties have different capacities for
extracting resources (Borgatti & Cross, 2003). @Gratter's results (1974) suggest differing levels
of efficacy between strong and weak ties. He diassstrength as a function of the following four
criteria: duration, emotional intensity, intima®@xchange of services. We can add multiplexity as
the fifth criterion to understand the plurality lofk interactions (Degenne & Forsé, 1999), so that

the strength consists in the presence of diffengoes of relationships simultaneously.
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Empirical works have assessed the benefits of eddukties, considered as closer and more
exclusive ties, long-lasting, repeated, and sqociddinse relationships. Repetitive market relations
and the combination of social and business relshims generate embedded dynamics of
exchange different from those typical of traditibaam’s length ties (Di Maggio & Louch, 1998;
Uzzi, 1996, 1999; Uzzi & Gillespie, 2002). Strorigstallow steady flows of information, trust,
reciprocity and long-term perspective.

While some scholars have supported the strengttrarfig ties argument (Krackhardt, 1992;
Nelson, 1989), a more pervasive and counterintiitiea was the one of Granovetter (1973), who
assumed the strength of weak ties. Weak ties alidationswithin groups and are likely to be
bridges(Friedkin, 1980)while no strong ties are bridges. The bridge isdge connecting two
actors, being the only link that spans among tWieint parts of a network, and allows diversity
of contacts and non-redundancy of information.

The distinctive and complementary roles of weak atrdng ties lead to the idea that
integrating strong and weak ties within the samevagk would guarantee superior firm-level
outcomes due to the coexisting opportunities é@wploitation and exploration (Capaldo, 2007).
Recent social network research has suggestedirimst Wwill tend to survive longer if they have a
network of both close and arm’s length partnersz{(lU¥996). This conclusion is partially related
to complexity theory: from a complexity perspectivender-connected fields tend to be too
disorganized to adapt to environmental changesiapigrconnected (or loosely coupled) actors
constitute adaptive fields, while over-connectedhfty coupled actors) constitute gridlocked
fields (Eisehnardt & Bhatia, 2002).

This trade-off between strong and weak ties wathénradvanced and led to an equivalent
dichotomy between dense and sparse structure @ureloand brokerage. This is mainly
represented by two competing and well-known schaoblthought. One school focuses on the
benefits of brokerage, and disconnected networkcstre (Burt, 1992), the other on the
advantages of closure, and a dense and cohesiverkedtructure (Coleman, 1988; Walker, Kogut
& Shan, 1997).

Burt argues that the spanning of structural holewiges the actual mechanism relating
weak ties to positive outcomes in Granovetter's/@9strength of weak ties theory. He equates
social capital with the lack of ties among an &statlters, a condition he names structural holes. |

Burt's terminology, a structural hole exists betwdbe brokered actors, two nodes in an ego’s
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network, if the nodes share a tie with the egodretnot connected to each other. The value of
Burt's view relies also on the fact that it is drafvom both the structuralist and connectionist
perspectives explained above. The broker advantagsists in both information and control
benefits. The arguments for the control benefitstofictural holes are structuralist and do not
explicitly address flows: the broker can play thderof a tertius gaudens, playing off the
unconnected others and it can have higher opptigarin general, monitoring the context. The
argument for information benefits is connectiorasd states that the broker can maximize the
amount of non-redundant information he receiveser&hs no reason to have ties with two
connected actors that already share informationtéimals therefore to be in common and overlap.
Network positions associated with the highest eotooreturn lie betweennot within dense
regions of relationships, in those sparse regibas arestructural holesdefined by boundaries
between group®rokers can exploit that information to their adwzaye (Burt, 1992), and are in an
advantageous position for identifying arbitrage anymities (Burt, 1997, 2004; Hargadon &
Sutton, 1997; Zaheer & Bell, 2005; Shipilov, 200) this thesis | underline the intrinsic role of
the supplier as a strategic broker spanning haésden other actors (two competing buyers or a
buyer and a supplier).

On the other side, Coleman’s (1990) view of soc#dital calls for a dense ego-network. In
this kind of structure the ego’s alters are ablecdordinate with each other to help the ego.
Coleman’s view is similar to that of Putham (200@)o defines a group’s social capital in terms
of broad cross-cutting interconnections amongalug members.

In conclusion, brokerage allows efficient accesge®ources, new opportunities, diverse
experiences, new understandings regarding emetigeyatts and chances, and flexibility. Closure
provides numerous communication channels, discesragisbehavior, reduces the risks with
trust, and thus facilitates collaboration. The corabon of the two would be the optimal solution.
Uzzi (1996) notes that firms in networks benefinfr inter-firm resource pooling and cooperation:
the first is achieved through open networks, theord through closed networks. The available
empirical evidence supports brokerage over netwlwkure as the source of social capital, though
closure can be a significant factor in realizing #alue buried in a structural hole (Burt, 2000).

In line with the connectionist perspective, somed&s have examined the causes of
network formation. Examples of works on a netwolkgecedents are those explaining a network

in terms of actor personalities and latent prof@ss{e.g., Mehra et al., 2001). Others explore how
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and why organizations form ties and select partfenether interlocking directorates or alliances

or supply chains), or study the effects of proxynaind homophily (McPherson et al., 2001).

(d) Networks and innovation

The effect of networks on innovation can be firésthced back to resources availability and
knowledge sharing, explained above, which arediiffito obtain by other means (DeBresson &
Amesse, 1991; Freeman, 1991; Kale et al., 2000uk@&§00; Oliver, 2001; Rosenkopf & Nerkar,
2001). Secondly it is dependent on the interadéaening processes occurring among the network
nodes (Inkpen & Tsang, 2005; Powell et al., 1996dst broadly, such resources encompass
resources that a firm's partners may possess amdhailable to a focal firm thanks to the
connection in itself with those firms.

In fact, social network research has contributetthécknowledge-based view of the firm: the
network approach helps to explain how organizatikmawledge is accumulated and applied,
emphasizing that the accumulation and applicatfidmowledge builds organizational capabilities
(Grant, 1996). Relationships in networks governdtitusion of innovative ideas and explain the
variability of access to information across competirms. Innovations are likely to be located in
the “interstices between firms, universities, reskalaboratories, suppliers and customers”
(Powell et al., 1996), where complementarity-seglkaims can be achieved. Networks allow the
integration of agents characterized by differenlisskcompetencies, and assets that can generate
new ideas (Pisano, 1991; Barley et al., 1992; Adr&ambardella, 1994; Powell et al., 1996;
Walker et al., 1997; Orsenigo et al., 2001; Sendin@991; Imai & Baba, 1989). The importance
of diverse partners for innovation is proven by s@mpirical works: Perez and Sanchez’s (2002)
study on technology networks in the Spanish aut@obhdustry and Romijn and Albu’s (2002)
work on small high technology firms in the UK. Thifew is in line with the Schumpeterian
(1942) interpretation of innovation as “creativecambination” of existing resources from
different fields, of various components and tecahsolutions.

The relationships also contribute to the creatidnthee capabilities that can generate
economic rents and augment the value of firms (Ko8000). There is evidence that complex
knowledge emerges in fact not from work simplifioat but from the social interactions of
individuals within and across organizations (Brow&nDuguid, 2000). The importance for
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knowledge creation of coordinated routines of “sgistic partnering” between informally-
connected organizations is a commonly acknowledgsdlt (Powell et al., 1996). Dyer and
Nobeoka (2000) have examined in detail the knowdesttaring routines developed by Toyota to
promote superior learning in its supplier netwoAtora and Gambardella (1990), although
analyzing only the biotechnology industry, have dentined well that is difficult to identify a
single innovator in a context of increasing comiileand multi-disciplinarity; since the stock of
knowledge itself is located in a complex systemnbéractions and cooperation among different
organizations, they have highlighted the importantea network made of various types of
organizations as the locus of innovation. As thedpct becomes increasingly modular and
knowledge is distributed among organizations (Batd& Clark, 2000), collaboration becomes a
necessity.

While the benefits usually highlighted are basethandyadic relationships that put together
constitute the network, inter-firm network stru@sirthemselves affect learning and innovation
(Kogut, 2000; Oliver, 2001; Powell et al., 1996%rFexample, Powell et al. (1996) suggest that
collaborations among biotechnology firms form leéagncycles, as follows: since information is
dispersed among organizations and is the sourceropetitive advantage, in this industry, R&D
collaborations provide firms with experience in ragimg ties and access to more diverse sources
of information which in turn increase firms’ ceditya and their subsequent ties. Also, the
innovative potential is claimed to be strongly degent on the overall network structure (e.g.,
Ahuja, 2000; Zaheer & Bell, 2005).

A systematic review of research (Pittaway, 2004)nfb that the innovation benefits of
networking identified by the literature includeskisharing; obtaining access to new markets and
technologies (Grandori & Soda, 1995); speeding petedto market (Almeida & Kogut, 1999);
pooling complementary skills (Eisenhardt & Schoordrg 1996); safeguarding property rights
when complete contracts are not possible (Liebeskinal., 1996); acting as a key vehicle for
obtaining access to external knowledge (Cooke, 19Hece (1996) notes that innovation requires
a search for both technological and market oppdantsn Von Hippel (1988) argues that industries
with free flowing information trading have loweraseh costs and finds that innovation comes
more easily. Gulati (1995) and Oliver (1990) highti that collaboration reduces the exposure of
the single firm to the market and the technologimatertainty associated with novel products,

avoiding the investments needed otherwise to devieliernal capabilities necessary for success.
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Other scholars underlined the aim of learning nklssor acquiring tacit knowledge (Hamel, Doz
& Prahalad, 1989; Gulati, Khanna & Nohria, 1994;akha, Gulati & Nohria, 1998). The flow of
tacit knowledge can be greatly favored by the fiaat much R&D collaboration is not calculative.
In a survey of Swedish companies, Hakansson (1880)d that about half of the development
resources went into collaborative efforts, but haracterizes the collaborations as “organic” -
informal, initiated out of existing ties and noregetermined.

According to Chang (2003), inter-organizational pe@tion can be viewed as (1)
innovation networks, (2) social networks, or (3)ueachain networks. Many contributions in the
innovation literature suggest that a firm's networkrelationships is aimed at achieving higher
R&D (Shan, Walker & Kogut, 1994; Podolny, 2001; Adu2000). Also, researchers claim that
the firm needs to establish an effective innovatietwork of customers, suppliers, competitors,
universities and research institutions, etc. (Hakan, 1987, 1989).

Studies using a social network approach to innowatnd product development (e.g.
Tushman & Scanlan, 1981) have determined that disétipn of individuals in the network can
favor information dissemination, which in turn fagsdnnovation. However, despite the growing
awareness that networks matter, the effects offspetements of network structure on innovation
remain ambiguous (Ahuja, 2000). As explained in pinevious paragraph, there is a trade-off
between sparse and closed network structures.iftestructure is suited for idea generation, the
second one for idea implementation (action), asdaaxisting elements of innovation.

Brokerage allows the detection and the developnoénbew ideas synthesized across
disconnected non-redundant pools of informationlevbiosure provides multiple communication
channels, and discourages misbehavior, facilitatimitpborative efforts. This dichotomy has been
addressed by Ahuja (2000), who showed that a ogerticy approach is needed to evaluate the
effects of structural holes on innovation. He psgmtwo competing hypotheses showing in the
results that the negative effect is verified, imitast with the work of Hargadon and Sutton
(1997). The context of the two studies is very atiht, revealing that in the presence of
collaboration between competitors, the developmeht norms of cooperation, and the
improvement of trust and cohesion are particulamortant also to reduce opportunism, while in
other cases the diversity of knowledge for novebglcan be more important. This is the case of
the second study, in which the focal firm is a prdedevelopment consulting firm that bridges

structural holes between clients in different irtdes.
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In my work, the supplier (directly linked to thecld motor vehicle company) has the role of
a broker and the network acts as a channel in widectners bring the knowledge and experience
from their interactions with their other partneostheir interaction with the focal firm (Gulati &
Gargiulo, 1999). In my context, the supplier thgdrss holes has the idea generation advantage: it
is likely to get knowledge and spur innovation. lempentation often needs the intervention of the
buyer so that the supplier, integrating its discedeapplication in a product, can bring innovation
to the market. Intuitively cooperative networksmggarticularly important. External linkages are
both a means of gaining access to new knowledgeaaedt of the quality of internal expertise.
Inter-firm links provide an opportunity to obsemevelty through the approaches of partners, and
can stimulate reconsideration of current practices.

The main issue here is that all the works in ttegdture have illuminated the passive role of
social networks in transmitting the information @al to innovation, but neglected the active role
that individuals can play to advocate for innovati&Given that the dependent variable is the
buyer’'s innovation, we must consider the activee rof the supplier and of his partners in
knowledge sharing. The thesis will investigate tha@nt, focusing on mechanisms enforcing
relationships and competition/cooperation issudsge Jap that is addressed is to remember that
innovation is made of exploration and exploitateomd that the second part is not automatically
derived from the network structure. The exploitatie given at least by the shift from generating
an idea to having a patent granted. There aremptagy studies that focus directly on measuring
the innovation output of the nodes in terms of eiation as dependent variable. A study by
Debackere, Clarysse and Rappa (1994) analyzesniect of centrality on research publications
authored by the employees of the firms, but thaevalf this measure is quite doubtful.

Scholars have also under-examined some elemerite afetwork structure. Most research
about the relationship between network structum ianovation has prevalently focused on the
diffusion of innovations and has not used an amalgpproach (Ahuja, 2000). One of the
exceptions is the study by Shan, Walker and Kog@®4) on biotechnology start-ups. They found
a positive relationship between innovation outpud ane element of a firm's network structure:
the number of collaborative relationships it form&tey developed a quite sophisticated measure
of a firm’s network position, but they did not catexr other elements of a firm’'s ego network,

apart from the number of direct ties, that miglfiii@nce innovation output.
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Network structure involves two different mechanisthat spur innovation in direct and
indirect ties (Ahuja, 2000). Specifically, the nuentof direct ties a firm maintains can positively
affect its innovative output by providing benefa$ knowledge sharing, complementarity and
scale, with a resultant amount of resources whscproportionally higher than that of a single
firm. Indirect ties, which are less costly to maint are likely to foster the diffusion of knowlezlg
through knowledge spillovers and information exg®and therefore to enhance the innovation
output, although their impact decreases when thggoice of direct ties increases (Ahuja, 2000).

Also, the study of the effects of indirect ties glibbe deepened in the literature. According
to Burt (1992), the linkage of a partner with maother partners is beneficial. Resources
developed in a direct relationship have implicatidor the resources available to actors involved
in indirect relationships. A contingent approaciméeded to analyze more deeply the benefits of
indirect ties.

A conclusive remark is that certain types of integanizational linkages can be more
appropriate to establish technological transactiand to develop innovation (DeBresson &
Amesse, 1991). This refers to the trade-off betwten effects of strong and weak ties on
innovation, similar to the one between closed apdrse structure. There are few studies
examining the effect that different network arctitges exert on the innovative capability of the
network’s leading actor (Capaldo, 2007). Some stutiave focused on the strength of ties and its
impact on innovation (e.g. McEvily & Zaheer, 199@jthout finding a unique conclusion. Some
of them have claimed the strength of strong tiesi¢Khardt, 1992; Nelson, 1989) because of the
operational support and joint problem-solving agements that they assure (Larson, 1992; Uzzi,
1997). They favor a steady flow of knowledge (D&eNobeoka, 2000; Kale, Singh & Perimutter,
2000). Others have supported the positive effectvefk ties on innovation because of non-
redundant contacts, higher range and the knowldogesity available (Burt, 1992; Rowley et al.,
2000). Also the notion of “overembeddedness” (UA8A97) suggests that strategic networks

composed mostly of strong ties may threaten innowatather than enhancing it.
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2.2.2 Conclusions

The review, with its focus on two distinct reseagrspectives that have arisen in the
network field, drives to the following conclusiorfarst, | argue that the adoption otantingent
approach is most suitable for the network field. Secondynir the theory | identify the
contingencies not investigated yet. Third, | uniderthat social networks analysis can be enriched
by analyzing more complex structures. Fourth, lima@én that the line of investigation that
reverses the usual logic of social capital, intimdg also negative effects, is under-explored. This
is related to the aspects of competition also. I§inaorks relating networks and innovation have
devoted less attention to innovation exploitatibrexplain the above-mentioned points in this
paragraph.

Network scholars have defined the benefit of thglsi node in the network both in terms of
structural capita] emphasizing power and control, and in termssafial capita] centered on
resources, information and knowledge. The interplatyveen the two is inevitable while trying to
understand the effect of the structural networkfigomation on knowledge accumulation and
innovation. However, as an intrinsic issue, gitleat thestructureis just a proxy of theontentof
the ties, we can only presume and infer sever&réifit mechanisms that can be in place in a
given configuration. When both positive and negat@spects are in place in a configuration, it is
unlikely that we can figure out which one of theriil wrevail. The only available option is to
think about the conditions in favor of the occumermf a given mechanism. This explains why in
the network literature several trade-offs and debatre still in place: the strength of strong vs.
weak ties and the benefits of closed vs sparseanktstructures. The main message is that, even
stating the unquestionable general positive vaha effect of networks, as the highest form of
collaboration, a closer look at the different caiothis is needed to infer a definite causal
relationship between some network/nodal charatiesisand properties and the node’s
performance or innovation output. General statemang risky and we should characterize the
network well (e.g. what are the nodes involvedhia hetwork, what types of ties are in place) in
order to prevent the external validity of the wérbm being very low. Acontingent approacls
needed and in this field there are some aspectgehobvered by the existing literature.

In particular, the focus of the inter-organizatibnatwork literature has been on horizontal

ties; vertical ties are rarely considered in theepoetwork literature. There is no attention to the
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characterization of the network, in terms of conifpas, roles played by the different nodes or by
the context, in the studies evaluating the effeatsnnovation. A contingent approach to evaluate
the effects of indirect ties is never assumed. Atiogent approach to assess the effects of
structural holes has already been adopted. Litlenown instead about whether, why, and how
different network architectures that differ in tsteength of their ties exert a different impactioa
innovative capability of the lead firm in a netwof&apaldo, 2007). Relational and structural
embeddedness could be joined together. A basstignethat can be further investigated concerns
how the focal organization should optimize its fmiv of ties with resource partners. Social
network research discusses the liability of uncotedness for firms in the biotechnology industry
(Powell et al., 1996). But going beyond whether theal firm has connection or not is the
guestion of whether the firm’s connections are wltsely-linked partners or whether they consist
of arm’s length market relationships.

Analyzing simultaneously multiple types of edges aodes can respond to the emerging
need in social network analysis to enrich the simmtwork models with more complex modeling
constructs in order to carry out more accurateyseal of the real world. Firms may be connected
through a multitude of connections, each of whichld be a social network, and researchers have
rarely focused on more than one network at a timeecent years, researchers have begun to
explore the complex interplay that may occur amgisgarate networks in shaping each other and
in simultaneously shaping firm behavior and outcert@ulati & Gargiulo, 1999) but the field
should be further developed.

The extent to which a given network will effectiyedxhibit a collective resource-creating
power is not given a priori. Concerning this, omeler-explored line of investigation is that which
reverses the usual logic of social capital and éxesithe negative consequences of social capital,
the so-called “dark side”, in which social ties nispn actors in maladaptive situations or faciitat
undesirable behavior (Gargiulo & Benassi, 1999td20& Landolt, 1996; Putnam, 2000; Volker
& Flap, 2001).Furthermore, the collective resource-creating podepends on the corporate
strategies of the organizations in the network:dyreamics of collaboration and competition in the
network are under-examined in relation to the iratimn output. Even if collaboration replaces the
competitive (win/lose) paradigm which is prevalentmany businesses today, with win/win
benefits based on pooling competencies: knowlekigew-how and skills; competition is still a

part of the picture. For instance, the diverse Kedge available in the presence of structural holes
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is often advocated, but it is not just the casetti@ broker can span the holes between nodes with
diverse knowledge bases; it can span the holesbalseeen competitors or not, and this will all
have the same effect on innovation exploitation.

In fact, the distinction between exploration angbleiation as coexisting components of
innovation is not stressed enough. The focus témd®e on innovation generation, meaning the
creation of new ideas, synergistic merging of défé skills and competences, or on
implementation, in the form of higher/lower involaent in the operational execution. However,
in order to prove an effect on innovation outplg innovation should be ready to be marketed if it
is to be considered exploited. In fact we can ntakefollowing specifications: (i) knowledge can
be defined as the inherent intellectual assetsddnatbe effectively exploited through innovation;
(i) innovation encompasses the full spectrum fremative idea generation through full profitable
commercialization. Successful innovation dependsamverting knowledge stocks and flows into

marketable goods and services (Amidon, 2003).

2.3 Supplier-buyer ties and supplier involvemenin new product development

2.3.1 Review

(a) Supplier-buyer ties

The most acknowledged contribution on the role oppsers in the literature is the
framework for the structural analysis of industrigorter, 1980). The bargaining power of
suppliers is one of the five structural featurespihg the competition in industry. A supplier firm
produces items that a buyer firm employs in itsugehdded chain. The linkages between the
supplier's value chain and the buyer's value chaiovide opportunities for the buyer firm to
enhance its competitive advantage (Porter, 198%. @uyer firm can manage the buyer-supplier
relationship in order to gain advantage over itsgetitors in a variety of ways.

In particular, Shapiro (1985) discusses buyer-sappklationships and “purchasing as
conduit for innovation”. Shapiro states that pusihg as a source of innovation is driven by “the
desire to take advantage of the best design camaaml technical expertise available”. This

involves an external focus on seeking out suppliétls design and engineering skills to design a
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better product than the buyer could. Therefore ebdiyms need to understand the principles that
govern the innovative activities of suppliers ambtitutionalize this understanding in the
management of their purchasing activities.

The kind of relationship between buyer and suppsi@lso fundamental: interaction may be
required to develop mutually acceptable specificeti(Monteverde & Teece, 1982). The supplier
needs to understand the buyer’'s characteristicsaamd; the buyer will require information in
order to design the final product to incorporate tomponent. Therefore, procuring an innovative
component or product necessitates interaction letvibelyer and supplier. Many companies see
the importance of building partnerships in thidical vertical dimension of the value chain as
crucial to their success (e.g. Kumar, Scheer &eitamp, 1995; Zaheer & Venkatraman, 1995;
Dyer, 2000; Gulati, Lawrence & Puranam, 2005). Ttenpgnize that suppliers are an integral part
of the value they offer, especially because corepéaiutions, which require more pieces from
suppliers, now constitute a greater portion ofrtbéfierings. They can achieve economies of scale
and deep specialization. A practice through whiohd may accumulate network resources is the
maintenance of ties with key suppliers.

Ellram and Cooper (1990) discuss three types othasging relationships: arm’s length,
supportive and coalitional. The arm’s length is tesic tie, where products and services are
purchased as isolated transactions, in the suppastie the supplier is chosen for tangible reasons
and usually there are medium-term contracts; incibeditional, the supplier is chosen also for
intangible reasons like strategic fit with the fiand the tie is characterized by sharing of ristt an
rewards, with a long-term to indefinite horizon.vBa (1989) uses the term ‘co-makership’ as
“buyers and suppliers working together to a commoal”. Bertrand (1986) defines strategic
partnerships as “treating the vendors as allies;irsty strategic information freely and drawing on
supplier expertise in developing new products”. demes and Monczka (1989) discuss five
attributes that exist in cooperative buyer-seliationships: a supplier pool consisting of a few
suppliers, an alliance incorporating a credible miment between the buyer and selling firms,
joint problem-solving activities, exchange of infaation between the firms, and joint adjustment
to marketplace conditions.

Firms may even operate simultaneously at multipleels of collaboration with a given
supplier, accessing different commodities or s@wiwithin different operational contexts (Dyer,

2000; Gulati, Lawrence & Puranam, 2006). Thus,ren’' network resources can include its
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multilevel connections with an individual supplias well as those across groups of suppliers.
Some of these connections are deeper than othagrmdether they provide firms with an array of

choices and opportunities that may not be availabtgher firms.

(b) Supplier involvement in new product developgmen

Scholars studying buyer-supplier relationships hpxienarily investigated four types of
value derived from buyer-supplier relationships: emgpional performance improvements,
integration-based improvements, supplier capaHiidged improvements and financial
performance outcomes, as pointed out in a reviewéypend et al. (2008). Dealing with the
effects of supplier-buyer relationships on innowatiin this thesis | am focusing on integration-
based improvements, and supplier capability-basgatdvements. The former refer to improved
cooperation and reduction of risk and opportunishe latter refer to demands by buying firms on
their suppliers regarding capability-based goalshsas achieving new product development
(Terpend et al., 2008). Both elements are takem @oinsideration in the literature on supplier
involvement in new product development, which iy to extend.

The value of including suppliers in new product @lepment has been widely documented
in the supply chain literature (Hyun, 1994; Lincelnal., 1998).A review (Pittaway, 2004) shows
that the effective integration of suppliers in ngnoduct development processes can have a
positive impact both on the project and on the bulyest, as regards the projects, it reduces costs
and improves quality, technology, speed and respemsss (Ragatz et al., 1997; Ritter &
Gemiinden, 2003) and it provides clearer focus ermpthjects (Ragatz et al., 1997). It assists with
improvements in the overall design effort (Conwa995), it enables firms to bring in wider
expertise during the development process (Romijallu, 2002), and improves communication
between the partners (Reed & Walsh, 20@&&cond, as regards the buyer, it helps manufasturer
to identify improvements that are necessary fomthe remain competitive (Lincoln et al., 1998;
Perez and Sanchez, 2002) and creates easier docesgplier knowledge and expertise in the
longer term (Lorenzoni & Lipparini, 1999Therefore studies show that supplier involvement in
NPD projects has the potential to improve NPD ¢iveness and efficiency; consequently, an

innovation advantage can be inferred.
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Fewer works have focused directly on innovationpatit We review some of them.
Knudsen (2007) and Wynstra and Pierick (2000) diresrssert that supplier involvement has a
positive effect on innovative performance; De Pio2000) finds that firms that co-operate with
buyers and suppliers tend to increase their alititinnovate The integration of suppliers in the
innovation process has been highlighted as oneeofactors leading to frame-breaking innovation
in the study of Kaufmann and Tddtling (200They proved that the most important partners for
the firm are from the business sector - custon&38<%506 of firms) and suppliers (21.9% of firms).
Incremental innovations rely more frequently on firen's customers as innovation partners
(Biemans, 1991), whereas firms having products teethe market are more likely to collaborate
with suppliers and consultants (Baiman & Rajan,20Ragatz et al., 1997). Lamming (2002)
demonstrates that vertical integration may disagairannovation, especially on the part of
suppliers. Lean supply is not just about the elation of waste in order to lower costs and
improve efficiency; it also has implications fommwvation, releasing the innovative capability of
suppliers. Lamming (2002) also pointed out the irtgprce of the move away from purely
contractual relations in favor of new partnershupgier relations based on collaboration. On the
same theme some authors have introduced a distinbietween different models of supplier
involvement: Bonaccorsi and Lipparini (1994) (ttexhal, Japanese, advanced/partnership
model), Kamath and Liker (1994) (partner, matuhéldc and contractual typology).

However, Johnsen (2009) illustrates how, despite tapparent benefits of supplier
involvement in NPD, research remains fragmemted in some cases the empirical findings
show conflicting results. Originally, during the leligs, the literature focused on the point that
involving suppliers in NPD was a key factor in eaiplng the “Japanese companies’ performance
advantage” over Western auto companies in the atteenindustry setting (Imai et al., 1985;
Takeuchi & Nonaka, 1986; Clark, 1989; Clark &ujifoto, 1991). Afterwards, studies filtered
into a range of other sectors. Most studies higitdid supplier involvement benefits in the
presence of technological certainty (Takeishsi,1200alter, 2003; Petersen et al., 2005; Van
Echtelt et al., 2007). In the presence of technologpredictable projects (e.g. radical innovation),
while some found advantages (Wasti & Liker, 1990m&& Di Benedetto, 2008), others found no
significative or negative effect (Eisenhardt & Tiabr1995; Swink, 1999; Primo & Amundson,
2002).

A central starting point for the analysis is thateixplain these variations in the innovation

33



outcomes two main aspects have traditionally besrsidered. They are explored by two main
streams of research and they are: a) suppliertgaied) supplier relationship development and
adaptation. | briefly analyze both.

First, with regard to supplier selection, selecting “right” supplier for integration has been
proven to be positively associated with improvedvnproduct development effectiveness.
However, to the best of my knowledge, up to nowy dinm-level characteristics of the supplier
have been considered. Previous works (Hartley.efl@B7; Petersen et al., 2005) have identified
culture and innovative capability as the main flewel suppliers’ characteristics for innovation
technical capabilities. Supplier involvement in egjng technical metrics and targets is equally
important. Johnsen et al. (2006drgue thatthe right suppliers may contribute specialized
capabilities that are critical to being able todarce a new product.

Second, with regard to supplier relationship dewelent and adaptation, there is a dyadic
research tradition in supply chain management gt informed us of the fundamental buyer—
supplier relationship characteristics such as catjps, trust, and commitment. Several authors
have identified the critical role of some relatibipsspecific factors: training (Ragats et al., 1997
trust and commitment (LaBahn & Krapfel, 2000), reskd reward sharing (Ragatz et al., 1997),
agreed performance measurements (Petersen et08b),2and supplier capability confidence.
Walter (2003) studied people-integration, highligbt the importance of what he termed
“relationship promoters” as a way to increase thesttand commitment of suppliers. He
investigated supplier involvement, from the persipeaf suppliers, to identify how they perceive
their involvement in customers’ NPD projects. AsoCand Wu (2008) pointed out, the majority
of existing research on supplier involvement remaiyadic in focus. The dyad is the smallest unit
made up of two nodes (a buyer and a supplier) lamdink that connects them (a buyer— supplier
relationship). However, in order to capture theease of a network, also the way in which a link
affects another link must be analyzed. Therefdrey fpropose the triad (buyer-supplier-supplier)
as the unit of analysis, this being the smallest ohnetwork arrangement where this occurs.
According to them, as the next logical step aftewvihg studied dyadic buyer—supplier
relationships for several decades, a triadic i@hatiip perspective becomes imperative to further
understand the buyer— supplier dynamics in supptyorks. But, as Dubois (2009) underlines,
while it is easy to agree with Choi and Wu (2008 aerning the limitation of dyadic analyses in

relation to understanding network processes, gsubiatj triads for dyads may not be a viable
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alternative. In fact, any chosen triad is arbitraryrelation to others in the context of the wider
network of which it is a part. The network perspacintroduces several interesting avenues for

research, as this remains a gap in the existinggavor

2.3.2 Conclusions

The review suggests the following conclusions. Doger, in order to get a competitive
advantage, can exploit the contact points betwesewmalue chain and supplier’s value chain. One
of its strategic choices concerns the potentialdishment of relationships with different level of
mutual involvement and collaboration. Literatures la@knowledged also the existence of multiple
kinds of ties simultaneously with the same suppliett this topic has received little attention in
the previous studies.

In the supplier-buyer relationships literature, augal relationship has been established
between innovation output and two main aspestgiplier selectiorand supplier relationship
development and adaptatiothe first one underlining the firm’s technicalachcteristics, the
second one focused on the dyadic dimension. Solmalass have advocated the opportunity to
introduce the concept of embeddedness in this faddb: innovation can be a result of the
supplier's overall network characteristics. | try study both aspects analyzed in the past
researches, supplier selection and supplier relship development and adaptation, at the network
level. In fact | shift from suppliers’ firm-levelharacteristics to network-level characteristics bnd
take into consideration the quality and type of taktions in the network. | examine also the
number of different types of relationships (mukixity) in the network. This way | can figure out
how the supplier's extended connections and theackeristics of these connections (incentives,
enforcing mechanisms, etc.) cause different outsofoe the actors’ innovation. Furthermore,
focusing on the supplier's set of relationships enad evident that the literature has never
emphasized an intrinsic role of the supplier, tbatstrategic broker among buyers and other
suppliers, and gatekeeper. Also, a contingent agbraould be applied to evaluate this role

depending on the context, which can be cooperatié®mpetitive.
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2.4 Transaction costs economics

2.4.1 Review

(a) TCE

In the 1980s transaction cost economics (TCE) Wwasptevalent approach adopted in the
study of inter-organizational ties. Even if TCEftshthe focus of the analysis from the firm to the
tie, this is always interpreted as a transactiorogosed to a relationship. Furthermore, TCE
reverses the traditional logic of embeddednessd(irs¢he social capital theory) by asserting the
primacy of economic performance, in particular coshimization, as a driver of exchange
behavior. In fact, cooperative agreements are dersil the optimal solution when neither the
market (arm’s length tie) nor internalization (Veat integration) can minimize the sum of
production and transaction cdstand the business network is just considered asltemative
form of governance (Kogut, 1988; Hennart, 1988jldad 988; Williamson, 1991).

Coase (1937) asserts that a firm is an island tioaity allocation in a sea of market
relationships. A firm will expand the size and raraf operation until the marginal costs of using
internal authority relationships are equal to thargmal costs of using the market. Richardson
(1972) overcomes Coase’s view by assuming thatstimple dichotomy between market and
hierarchy is misleading, ignoring the importancetioé network of non-market relationships
between firms that is needed when the degree opleanentary coordination is high and complex.
Several studies have developed a framework ofegfi@networks by incorporating TCE and the
value chain. For instance, Jarillo (1988) identifitne economic efficiency of networks in the
reduction of transaction cost and in the possjbfiir the firm to specialize in those activities of
the value chain that are essential to its competddvantage.

However, since the focus in TCE is on cost redusti@ther than the creation of new areas
of value, more specific questions about how codp&raarrangements might affect innovation
were relegated to a minor role. Furthermore, if finen engages in them, the advice is to be

suspicious of its own partners and of the resultsotlaborative arrangements. The focus of the

2 Transaction costs are the direct costs of momigoend enforcing contingent contracts as well agsco
related to ex ante and ex post performance ineffyy. More specifically, ex ante costs of contragtiefer to
drafting, negotiating, safeguarding the agreemémé& ex post costs refer to monitoring, settlingpdiss,
renegotiating, arbitration and litigatidifi11liamson, 1975, 2000).
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theory is on the avoidance of opportunism, the fgsreeen as an “avoider of the negative” instead
of as a “creator of the positive”, of rare inimikalpesources.

In fact, TCE rests on two key behavioral assumgti@pportunism and bounded rationality
(Williamson, 1991). To undertake transactions (edrrout through contracts) means facing a
variety of potential contractual and organizatiomazards linked to the attributes of the
transaction. Bounded rationality implies that itinspossible to achieve complete contracts. It
means that economic agents do not have perfectmaton or the cognitive capacity to make use
of perfect information, so they cannot work outth# possible outcomes and calculate the optimal
course of action. Opportunism is defined as “thé-isterest with guile” (Williamson, 1991),
meaning that deviousness should be expected frainty partners, who can break a contract if it
is in their interest to do so, or supply false miation if there is no penalty for doing so.
Opportunism means that incomplete contracts areresipe.

As already stated, the organizational form shoelc lunction of transaction costs but these
costs are difficult to measure, so Williamson madeabstraction, introducing a proxy of them in
the form of three measurable dimensions of a ticimga (i) asset specificity, (ii) uncertainty,iii
frequency and duration. Firstly, assets are spmedifithey are lasting and cannot easily be
redeployed to other uses. An investment in theme®sdke party vulnerable to opportunism from
the other partner who will try to renegotiate thars. Complex contractual safeguards are usually
required before making such investments. Secondhgertainty, or the impossibility of
forecasting all the circumstances, can arise mamiyree forms: (1) primary, coming from the
occurrence of a different state of the world widspect to what was originally expected; (2)
secondary, deriving from the imperfect sharing rdbimation between the parties (asymmetric
information); (3) tertiary, deriving from the untainty that the partner will behave as supposed.
This is something not deeply analyzed in the lttewa Lastly, the frequency and duration of the
transaction foster the development of idiosyncraties and procedures to solve problems and,
through the “shadow of the future”, deter a singt# of opportunism (to avoid a reaction of
negative attitude in the future). In a social pecdjwe also, not considered here, the “shadow of
others” could affect the party’s behavior.

Therefore, in general, alliances are formed as fande mechanism in the presence of
strategic uncertainty (Boccardelli et al. 2009) nHiart (1988) highlighted that an alliance is not

successful if it cannot help to reduce behaviorateutainty and subsequent monitoring
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mechanisms. Kogut (1988) demonstrated that highldesf uncertainty spur the formation of joint
ventures when a firm's performance is criticallyfeated. Some empirical studies in the
automotive industry are provided by Monteverde @rdce (1982) and by Klein, Crawford and
Alchian (1978). The first concluded that the maosportant variables favoring vertical integration
were the level of engineering skill required inigagg a component and whether the component
was specific to the manufacturer. The second exediine relation between GM and a supplier of
car bodies, who was unwilling to increase its dpetivestments without enforcing mechanisms.
The general conclusion is that in order to prot&ensaction-specific assets from
opportunistic appropriation, firms will choose tiease the extent of hierarchical control over the
other party in the relationship. Ownership is thimgipal means proposed by TCE to guarantee
control and access to assets. However there aee sticial devices that may turn out to be more
efficient: the hybrid vertical solution is an ansvie this need to move from the buy option to the
make option. The underlying principle is that tlesd the competition, the more likely is the

exposure to a small amount of bargaining and oppstic behavior.

(b) TCE and innovation

Although Williamson does not apply his analysighe location of R&D, Teece (1988) and
Kay (1988) have examined the economic argumentsulocontracted versus in-house R&D, using
the concepts of market and hierarchy without eiplicmentioning transaction costs. They
identified the factors that tend to encourage indeorather than subcontracted R&D. They are
tacit knowledge, cumulative learning processesptiesence of non-product-specific research, the
difficulty of pricing and the timescales involved.

Teece (1986) maintained that in a context of R&Bxheone of the different organizational
configurations (namely arm’s length transactionstigal integration, collaboration) has some
specific characteristics influencing the capabitityachieve rewards from innovation. First, arm’s
length transactions can have high costs, but afilughen technology is codified, discrete (non-
systemic) and relatively simple. Second, vertic&gration limits transaction costs, but prevents
the access of specializations in other firms. Thiallaboration allows these specialist skills & b
accessed, can allow complex and tacit knowledgebdotransferred and technology to be

unbundled.
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One criticism of the application of TCE to R&D hhsen proposed by Leveque et al.
(1996). They pointed out that the market versusahifty approach, applied to the creation of
technology, implies substitutability between exédrand internal R&D. In this way, it ignores the
role played by in-house R&D of not only generatingovation but also increasing the firm's
absorptive capacity. Also, they highlighted thatatggic alliances are more concerned with
creating new knowledge than with using existing Wigalge in a situation of uncertainty, an

element not considered in the transaction costosgpr.

2.4.2 Conclusions

TCE’s central idea of the existence of two extrenmearket and hierarchy, as governance
mechanisms of the economic activity, is a refergraiat to organize a framework for the analysis
of networks and alliances. These are meant to hatarmediate or hybrid organizational form.
The theory highlights the need to consider the-nostmizing, competitive, and profitability aims
even in the context of linkages and emphasizessheg side of collaboration. The main constructs
used in the theory are bounded rationality and dppsm. The evaluation of the optimal
organizational form is contingent on some dimersiai the transaction: asset specificity,
frequency and duration, and uncertainty. Collatreeag¢fficiency and efficacy is assumed to be
achieved on the part of the firm when the firm danit its partner’'s opportunistic behavior. The
advice is to be suspicious of one’s own partnedsdadrihe results of collaborative arrangements.

The aim is not just to “create the positive” but“avoid the negative”. This is a positive
aspect, and at the same time the weakness of tReap@roach. This assumption is antithetical to
the approaches which emphasize “social” considaratiand in fact TCE has been accused of
offering an under-socialised perspective of theracfGranovetter, 1985).

Basically, TCE neglects the aspect of the creationew areas of value in a transaction. It
fails to capture aspects of effective learning et firms that enable the development of
competences. It ignores interpersonal and intar-frust, as well as the evolution of inter-partner
relationships.

Being focused only on cost minimization, it ignoteg difference in firms’ capabilities.

When Williamson presented vertical integration gzreferable solution, he paid no attention to
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production costs, which are also a function ofren's capabilities. TCE considers many things,
such as preferences, capabilities, perceptionskaodledge, to be stable and given exogenously
(Nooteboom, 1992).

In order to partially overcome the above-mentioheits, Nooteboom (1992) introduced a
so-called “generalized transaction cost theoryseloaon a competence perspective. It included
also the concept of commitment and trust. It reiada dynamic efficiency principle: efficiency in
innovation, which is characterized by shifts in Whedge, technology and preference.

The above remarks make clear that specific questiiout how cooperative arrangements
might affect innovation have been under-examinedhé end, TCE is focused on the allocation
and not on the creation of resources. This is atisfging; however, this shows that TCE must be
included in any study on innovation that would ddas the exploitation of the new idea and not
just the generation of it. The threat of opporttiaibehavior can impede the achievement of the
expected results also in the presence of assdfisppgcwhich is frequent in an innovative project

Finally, despite the fact that in discussing hideddedness perspective Granovetter (1985)
explicitly contrasted it with transaction cost econcs (Williamson, 1975), later theorists have
identified further potential in marrying the tworppectives (Blumberg, 2001; Jones, Hesterly &
Borgatti, 1997). A network approach to transacti@ml contracts can potentially illuminate
patterns of ties focused not on actors but on aateons in the form of transactions or contracts.
An important remark is that when adding a netwagkspective, transaction costs for a node are a
function of the attributes of the other transactian its partners. The incentive a partner has to
behave opportunistically is dependent on the oppdrés or constraints in the transactions with
its other partners. The likelihood of breaking atcact or violating common rules is a function of
the benefits the actor can get in the relationshiis the totality of its partners. In general, asfe
the TCE conclusions is that the less the compatitibe more likely is the exposure to a small

amount of bargaining and opportunistic behavior.

2.5 Competition, cooperation, innovation

2.5.1 Review

There is an inherent dilemma between firms’ contipetiaims and cooperative means,

which we have analyzed above. Miles and Snow (188®)eir conception oflynamic networks
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maintain that industrial structures are disaggeatmarket transactions replace previously
internalized activities, and competitiveness rebiesthe ways in which firms interact with one
another. The search for new partners and new témlies reshapes the very basis of cooperation
and competition.

For Hamel, Doz and Prahalad (1989), collaboratieads to be viewed in a competitive
power perspective. Collaboration is a continuatbnompetition, and should be seen, as Harrigan
(1986) argues, as a transitional stage in firmtmwsng. The combination of competition and
cooperation in a single novel conceptual lens thatoopetition” is provided in the works of
Brandenburger and Nalebuff (1996) and Dagnino anctR (2009).

The coopetitive approach highlights the presence rdw kind of strategic interdependence
among firms, where processes of both value creatimh value sharing take place, creating a
partially convergent interest and goal structurigh wooperative and competitive issues (Dagnino
& Rocco, 2009). This tries to overcome the limité the two individual perspectives: the
cooperation approach that under-examined the waywlich the value jointly created is
transformed into actual benefit for the single firamd the competition approach which assumes
that a firm’s interdependence is based only onmalividual interest search, neglecting social
elements of the interaction. Merging the two apphes means drawing on different streams of
research: mainly, strategic management (Porter,0;13arney, 1986) and organizational
economics, TCE (Williamson, 1975, 1985) for comjiat; strategic management (Contractor &
Lorange, 1988; Hamel et al., 1989; Dyer & Singh98)9and social capital theory (Granovetter,
1985) for cooperation.

Competition derives from similarity in positions cupied in the resource space - two
organizations compete to the extent that theiraniaberlap. However the development of similar
structural interests intrinsic in the shared depecd on resources, makes organizations more
likely to collaborate (Lomi & Pallotti, 2012).

Agreements and alliances are instruments of compataategy in the complex interplay of
cooperation and competition. This interplay chardees rivalry among oligopolists (Porter &
Fuller, 1986; Hamel et al., 1989). This also quutssibly involves some degree of overt or tacit
collusion among partners (Contractor & Lorange, 89&s well as the building of collective

barriers to entry (Chesnais, 1988).
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The approaches focusing on economic and competiiations clearly identify long-term
corporate survival and growth as a key motive tdriffirm links. They introduce the question of
power between firms, and the ways to maintain damtipositions, considering exclusionary rules
and control objectives. Thus links may be formegte-empt competitors doing the same (van
Tulder & Junne, 1988) or to raise entry barrieismg may use links to increase the control over
suppliers (Lamming, 1992, 1993). Alternativelynfs may give up autonomy in the generation
and diffusion of technology, and develop stratefpesharing control over technology in order to
retain that control (Dodgson, 1989). Accordingliese perspectives, the configuration of a firm’'s
value chain, the range of in-house activities, tagpability to organize subcontracting and
technology-sourcing agreements in order to appatgffior itself a part of the value produced by
other allied firms, are key issues of corporatatsgy.

Powell et al. (1996) state that cooperation, coitipet and power all contribute in different
ways to the expansion of networks of productionllaborative production is now more than the
sum of several bilateral relationships. Even iflalmbration takes place between two parties, each
party is involved in multiple forms of cooperatiofhe consequences of these multiplex ties are
significant. In a collaboration network, firms aréen engaged in close but not exclusive relations
with other companies. Therefore also the unit ailysis of competition is shifted in some way
from the firm to the tie: competition does not acom a firm-to-firm basis but among different
alliances on a project-by-project basis. In the alstd networks compete with one another. There
are some interesting features of this emerging foficompetition: the competitive relationship is
altered when two parties compete on one projectdilaborate on another; given that the firm is a
bundle of complex projects, it should know the dalitees of all its partners in order to evaluate
ex ante the likelihood of success (Powell et £196).

Profiting from cooperation implies a process thatsimbe carefully managed. One of the
most common outputs the firm intends to achieveuyh cooperation is learning, knowledge, and
innovation. The role of learning as a competitiveapon has been analyzed by several authors, in
relation with the concept of the learning organmaiDe Geus, 1988; Stata, 1989; Senge, 1990),
envisioning the role of an organization as paraofexpanding enterprise. As already clarified,
innovation includes knowledge creation and extends knowledge conversion and
commercialization. The appropriability of the idgenerated in the collaborative setting becomes

an important question in this analysis. The all@literature reflects the presence of both benefits
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and risks associated with inter-firm arrangement® firm sharing information with partners is
potentially putting itself at a disadvantage if tieeeiving firm can misappropriate the information
(Baiman & Rajan, 2002).

As highlighted by MacDonald and Ryall (2004), adamental question in business strategy
is: “How does competition among economic actorgmheine the value each appropriates?”. Porter
(1980) says that the essence of strategy formulatiocoping with competition. | mention the
answer of some theoretical perspectives. From tndusrganization we know that the more the
situation seems monopoly-like, the better the peotgpof appropriation are. From RBV we derive
that the greater the ownership of a scarce resptivedhigher the appropriation. In the thesis | try
to consider the first view by introducing the numbgrelationships (centrality in the network) and
the second view by introducing the strength oftreteship (determining the level of idiosyncratic
assets). From patent race literature, we conclioaeappropriation depends on the control over a
useful entity, like a patent, for which there ismgetition. This is competition for the product
market: the race to be the first to bring a newdpod to market or to produce by means of a new
technology.

In the literature, game theory has provided soméstand perspectives to deal with such a
case (Morris, 1992; Powell, 1999; Brams, 1994; pfoal 1984) and look for a “self-conscious
interactive” solution (Ghemawat, 1997). The papideits are struggling over a fixed asset and one
player's gain is the other's loss. Such a situatimown as zero-sum, leads to a degree of
aggression, not present where the contested resasirexpandable through cooperation. This
cooperation is not necessarily overt. In a conliggtthis, the companies will be optimizing their
moves so as to bring down the other as much ashianee their own position, since the objectives
amount to the same thing. However, assuming a brqaaint of view, the single project is part of
a larger more cooperative game, since there isrgpeoent of one company's action which helps

the other. Whether or not the game is repeatedgdsatie course of the actions.

2.5.2 Conclusions

The starting point of the analysis is that colla@bwe agreements alter the competitiveness
of the partners and that competition alters thepeaative dynamics inside a network of ties. The

short review shows that the topic of the coexistesed interplay of collaboration and competition
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in shaping firms’ payoff spans different streamgedearch, and it is central in the “coopetition”
approach. The main aim of this perspective is to jine value creation and value sharing
processes in firms’ interdependences. At the same, tit is difficult to find in the literature
definite solutions regarding some questions relatedhe field (e.g., which of the partners
appropriate the value and through which mechanigmat determines the extent and direction of
skill transfer within an alliance, what are the liogtions of inter-partner learning for power and
dependence). A contingent and context-specific @gpr is needed to answer the questions and
the use of both social capital theory and transaatpsts theory can help in this aim, allowing us
also, through an integrative approach, to develomee powerful and more balanced alternative
for studying inter-organizational relationships.eTé¢ompetitive advantage of the firm is dependent
on the information flowing in and out the firm amh the nexus of contracts/transactions
established by the firm.

The aim of the research is to understand how kerining and competition influence the
relationship value (Cheung et al., 2010) for a nofihe network. The main characteristics of the
context analyzed are the coexistence of competainth collaboration among partners (buyers)
indirectly linked through the shared supplier. Tlewympete for the appropriation of knowledge
and innovation but at the same time they collalepradntributing to the generation of novel ideas
and to the process of knowledge accumulation apdhilities enhancement on the part of the
shared supplier. In the end, the network may comwegvation benefits either as diffuse channels
for information spillovers or as proprietary patlysdor directed information and resource transfer
between partners (Owen-Smith & Powell, 2004). | going to figure out which are the
contingency factors for the two options. The theslsances research on strategic alliances and
tries to solve the ambiguity of cooperative and petitive effects on innovation also in indirect
ties. In effect, in the work the focus is on vatialliances that do not imply direct competition,
but engender indirect competition (supplier-mediampetition among buyers or buyer-
mediated competition among suppliers. | will foausthe first one.). In this sense, we are moving
vertical alliances closer to horizontal alliancéis.is interesting to figure out what are the
consequences and which network structure is saitabbbtain advantages and not disadvantages

from this situation.
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| conclude the chapter by underlining that, in viefathe incompleteness of both the TCE
and the social capital approach, | try to adopt @enbalanced alternative for studying inter-
organizational relationships, with the integratiohthe two perspectives. The adoption of the
network perspective will enrich supplier-buyer tedaships literature, considering the supplier as
a strategic broker. As regards innovation, botHarggtion, that is value creation, and exploitation,
that is value sharing, will be considered, as iglyadone in the social network studies. Given

these premises, the interplay of cooperation angpetition will come into the picture.
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CHAPTER Il - Hypotheses development

On the basis of the literature reviewed in chapter, | develop my theoretical model and
hypotheses that establish a causal relationshipeleet the characteristics of the supplier's network
and the focal buyer's innovation output. | adogtoaitional network approach to postulate two
main effects regarding the impact of the supplieesvork centrality on the buyer's innovation
output. Supplier's centrality in a network of suprd has a positive impact on the buyer's
innovative performance, while supplier's centrailitya network of buyers has a negative influence.
This suggests that the effect of centrality in Bmoek is dependent on the type of nodes involved
in the indirect ties. Then, | adopt a relationalwaek approach to argue that these two main effects
are moderated by the strength of the ties in trextrelationships. The strength of the focal buyer
supply tie negatively moderates the first main @ffehile the relative strength of the focal buyer-
supplier tie versus the strength of supplier-othgyers ties positively moderates the second main
effect. In this way, | find support for the strengif weak ties in a collaborative context and fo t
strength of strong ties in a competitive contextere the actors compete for the information and
for the exploitation of the innovation.

The chapter has the following structure. The gdrmyacepts and mechanisms underlying
my theoretical framework are explained first. | ei®p three central propositions with regard to
the effect of indirect ties, network position, amel strength on firm innovation performance, that
are useful for the hypotheses development. | sugges key mechanisms through which these
effects occur: the positive knowledge leakage frilve network to the ego and the negative
knowledge spillover from the ego to the networkefdafter, the comprehensive model is outlined
to enhance clarity. Finally, the line of reasonimghind each hypothesis and the hypotheses'
formulation are presented. | try to integrate nelwbeory, the TCE perspective and the supplier-
buyer relationship literature to identify the megisms underlying inter-organizational

relationships and their effect on innovation output

46



3.1 Inter-firm ties, knowledge flow, and innovation

This section analyses the dynamics that deterrhi@empact of inter-firm collaboration on
firm innovation performance. The central idea igttbollaboration creates both opportunities and
limitations for the innovation development. Tie® aonduits of knowledge: more ideas for the
focal actor but also knowledge spillovers for a@td¥irst, | present some remarks on the process of
knowledge flow through the ties. Second, | analffme innovation production function. Third, |

derive three central propositions that are thesasithe hypotheses’ development.

3.1.1 Knowledge flow

Knowledge is a fluid and portable good; it is ditfit to make it exclusive or to completely
control it privately; it is intrinsically a publigood. This means that it is basically non-rivalrous
and non-excludable. A good is defined as non-roeedrwhen it is not diminished by consumption
and as non-excludable when attempts to prevenuogpiton are generally ineffective. As a non-
rivalrous good, the knowledge of a fact or ideaanfactor does not hamper the knowledge of
another actor. In this respect, a quotation of Té®rdefferson's (1853) reasoning can be very
illustrative: "If nature has made any one thing less susceptida tall others of exclusive
property, it is the action of the thinking powetled an idea.... Its peculiar character ... is thad
one possesses the less, because every other mssessvhole of it. He who receives an idea
from me, receives instruction himself without legsg mine; as he who lights his taper at mine,
receives light without darkening miheAs a non-excludable good, knowledge is embedded,
diffused, and available in so many forms that italsost impossible to hamper the learning
opportunities of alters. Knowledge continuouslyagmses from the entities producing it; thus, it can
be used freely by rivals (Foray, 2004). It leaks ioumultiple ways, some of which have been the
subject of abundant literature. For instance, vappel (1988) analyzed the role of informal
networks of cooperation and exchange of experieet@een engineers in different and even rival
companies. However, knowledge can also flow justd®ng embedded in products. The

marketing of products that competitors can disab#ens an important source of technological
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knowledge flow (Foray, 2004) and practices suchiea®rse engineering are illustrative in this
respect.

Therefore, a firm can learn from other firms’ inatons whenever the technological
contents of their R&D activities are not effectivedonfined inside their boundaries. Thus, the
firm's productivity may depend on the pool of gethdnowledge that it has access to (Ornaghi,
2006). In fact, the extensive innovation literathes shown that a firm’'s innovation performance
depends not only on internal R&D activities butaobundling of internal and external knowledge
resources (e.g., Cassiman & Veugelers, 2006; Ropér& Nerkar, 2001; Katila, 2002). Many
firms open their innovation processes and searchefdernal knowledge from customers,
suppliers, and competitors (Chesbrough, 2003).prbeess is not univocal; therefore, at the same
time, knowledge easily flows to competitors, allogithem to free-ride on a firm's R&D
investment by imitating novel products, processesservices (Teece, 1998). Knowledge allows
free-riding because it can be consumed at no cost fctors that have not contributed to its
creation. Involuntary spillovers are a feature adrket competition (Zack, 1999). Competition
creates incentives to produce new knowledge as aseflo adopt and absorb new knowledge
created elsewhere to be aligned with the competiémvironment and to avoid being excluded
from the market. The level of internal R&D and ertd knowledge acquisition are not
independent of one another, as firms require at eaertain level of internal R&D to identify and
absorb external knowledge (Cohen & Levinthal, 199089). Naturally, the acquisition of
knowledge by other firms depends on their learrgagacity and the nature of the knowledge
analyzed that can be more tacit or codified. Tha®gts firms in building and developing
absorptive capacity (Cohen & Levinthal, 1989).

The arguments presented above explain why interdfies, as conduits of knowledge, can
be both beneficial (through the incoming flow) ashetrimental (through the outgoing flow) for
innovation output. Firms face the challenge of ngamzincoming and outgoing knowledge flows
simultaneously. The flow between an innovation gebpnd the context that can be conceptualized
in terms of “leakiness” and “stickiness,” both pdtelly positive and negative (Bengtsson &
Ericsson, 2002). Leakiness is the easy flow of Kedge and resources: positive leakiness is the
flow into the project, while negative leakinesshe flow out of it. Stickiness is the “mechanisms
that hinder the flow” (Bengtsson & Ericsson, 200Ppsitive stickiness protects ideas from

spreading to competitors; negative stickiness éshimdering of the flow among partners. Inter-
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firm collaboration has a positive impact on innégmatoutput to the extent that positive leakiness
and stickiness are enhanced and negative lealkamelsstickiness are reduced.

The point is also that, while knowledge is inhelerb a large extent, a public good (non-
rival, hardly excludable, and easily transferradpovation output tends to be a private good
through intellectual property rights applicatiorhid dichotomy makes it difficult to determine ex-
ante theimpact of inter-firm collaboration on firm innovati performance. Innovation can be
defined as the application of knowledge to generatknical or organizational changes capable of
offering advantages to the firm that accomplisinesrt (Zawislak et al., 2008). It consists of the
research, discovery, experimentation, developmanitiation, and adoption of new products, new
productive processes, and new forms of organizasgurces (Dosi, 1988). Who, then, captures
the value that knowledge creates? Most theoretindl empirical models demonstrate that the
degree of appropriation of value is typically inquete (Harabi, 1995; Mansfield, Schwartz, &
Wagner, 1981). Not all profits from a resource eatically flow to the company that owns the
resource; an organization cannot retain all theefisnresulting from its inventive activity. In fac
the value is always subject to bargaining amongoat lof players, including competitors,
customers, distributors, suppliers, and employ&esk, 1999). Competition for knowledge and
spillovers has a negative effect on the rents éh&rm can generate from having a potential
temporary monopoly based on the uniqueness dfiiiviative product. This temporary monopoly
is achieved through patents. A patent race cae;dtiss defined as a simultaneous race between
many teams, all searching for the same innovati@h anly one achieving it first (Zeira, 2005).
This also creates duplication of innovative acjivintegrating knowledge appropriation theory
(e.g. Teece, 1986; Katila et al., 2008; Ceccagaf9) and knowledge search theory (e.g. Katila,
2002; Laursen & Salter, 2006), Grimpe and Sofkd 2@&rgued that firms’ R&D is most effective
when thsearch targetsexternal knowledge sourcdsavibw risk of misappropriation, typically
economic actors different from competitors.

In conclusion, it is likely that, in the context ioter-firm collaboration, three processes take
place. First, a firm can benefit from external kiedge. Second, it can be damaged by the
negative spillovers of its own knowledge to altdtmally, it is in competition with alters for the
exploitation of knowledge through innovation paiegt These three elements are the core of the

innovation production function: knowledge capitgijllovers, and congestion.
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3.1.2 Innovation production function

An effective way to understand better the impacintér-firm collaboration on innovation
performance is to refer to the innovation produttionction and to analyze its components. As
with the microeconomic production function, it iseful to understand the innovative behavior of
the firm and identify the determinants of the inatiwve output. This also makes it easier to
maintain a link with the empirical procedures ekptd later in the dissertation.

As Cohen and Klepper (1991, 1992) highlighted, phimcipal source generating new
economic knowledge is commonly considered to be R&Bditional inputs in the innovation
production function have included measures of huroapital, skilled labor, and educational
levels. Thus, the model of the innovation producfienction from the literature on innovation and
technological change can be represented as:
| = f (R&D, HK)
where | stands for the degree of innovative activiB&D represents R&D inputs, andK
represents human capital inputs (Audretsch & Fetgrd@04).

Given this general form, | refer in particular tbetinnovation production function
formulated by Romer (1990). He modeled innovatiesitally as a function of R&D, spillovers,
and congestion. He identifies innovation with arge in the number of blueprints/ideas over
time: A. New blueprints/ideas are created from tdbputs L, building on the existing technology,
according to the following formula:

(1) A=dLa

wheres is the average research productivity, the ratehach an individual researcher discovers
new ideas (the number of new ideas generated peanmeher). This rate is modeled, in turn, as a
function of the existing stock of knowledge/ideas, a "spillover" parametergp; and a
"congestion" parametek,

(2) 5=8A°LAM"

This means that the rate of innovation dependsherekisting stock of knowledge available, A,
namely the stock of ideas that have already besnodéred, and on the number of other
researchers according to the following dynamicyp(sitive or negative spillovers from existing
knowledge, so a high A might increase or reoE;céZ) congestion effects: if more people do

research competitively, efforts might be duplicatedvasted; higher Amight reducg for all the
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researchers. Taken together, equations (1) andu@jest the following innovation production
function:
(3) A=8 A°LA"
According to this expression, the number of nevagder new knowledge at any given point in
time depends on the number of researchers andxibiing stock of ideasThe basic version is
with =0 and\=1, then,a_: d is constant, and the research output is propatimnthe labor input.
¢>0 captures a positive spillover effect, negatipél®/er meansp<0, and congestion means 0<
A<1, in which case research productivity is decreasi L.

| want to underline that, focusing on a firm, theck of existing knowledge functioning as
basis for its knowledge creation, A, is both intdrand external to the firm. The internal source
refers to the past R&D achievements of the firng @ns naturally embedded in the organization.
Incremental innovation will naturally come up, diaw upon past knowledge, and path
dependency also occurs. The external source camesrelationships with other firms through
collaboration and knowledge sharing or through Keodge flow in the form of spillovers. The
first element implies a voluntary contribution tetcreation of a common knowledge pool, while
the second element derives from information flomimgntentionally through the ties. Therefore,
the function can be expressed as follows:

Acirm= 8 (AT + AexT)? LA"

where Ayt is theexisting knowledge inside the organization ang-As the knowledge derived
from its inter-firm ties. In the case of internahdwledge, the positive spillover effect means
"standing on shoulders": current research prodigtig positively affected by past research;
negative spillover means that the most obvioussdea discovered first and new ideas become
harder to find (Abdih & Joutz, 2006). In the cageexrternal knowledge, the positive spillover is
the flow of knowledge into the firm, or positivealdness, while negative spillover is the flow out
of the firm to competitors, or negative leakine3tie external knowledge can be further
decomposed in the stock of knowledge owned by thievidual firms and in the knowledge

created in the interactions in the relationshigsrbelves

Arrm = 8 (AT + AexT-rIrms + AexT-interacTion)” La™.

| start from the innovation function and analyzedbmponents (A, the stock of knowledge
available;p, positive and negative spillovers; ahdcongestion) in the context of the inter-firm
collaboration network studied in this dissertatibmthe following paragraphs, | briefly explain the
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mechanisms underlying these components, whichyrin tletermine innovation output. | take into
account the specificities of my network. This inxe8 suppliers and buyers. | can argue that the
importance of networks with other companies is nmemsily explained in terms of the supply
chain. Success in innovation rests crucially on dbelity of knowledge flows regarding user
needs, the relationship being especially strongngmepecialist users of complex technologies.
Moreover, innovations of all types demand knowlefigen suppliers of materials or components
incorporated into the final product. As explaineddve, the network | am analyzing is a multiplex
network including supply ties, alliance ties, angp@y plus alliance ties. All the relationships
involve a knowledge flow, though they may vary timeinsity. The ties are also considered to be
symmetric (even if they are supply ties with a cldi@ection where one party supplies the other
one) because the focus is on the social interactiqmeople connecting with people. One could
argue that a supply tie implies merely a purchapmgess and the incorporation of a component
into a final product. However, this is clearly aiiing view as | will explain. The following
arguments will also clarify why the relations calesied in my hypotheses are suitable for

exploring knowledge transfer dynamics.

(a) A’ component in the supply network context

The stock of knowledge available to a focal noda metwork results from the combination
of two elements: the knowledge owned by the nodlded to the focal node and the new
knowledge created through the relationships wigsséhnodes. | describe the mechanisms that
allow this knowledge to flow in an inter-firm supgtbuyer tie. This is useful for the hypotheses
development in that the presence of these mechanfaiich is a function of some network
characteristics such as the number and the strafgtie ties), through knowledge flow, has an
impact on the innovation output.

An inter-firm relationship is a mutual orientatiohtwo firms toward each other (Forsgren,
Hagg, Hakansson, Johanson, & Mattsson, 1995).iifpBes that the firms are willing to interact
and expect each other to do the same, with trustattention to the other party's interests. The
mutual orientation can also refer to products, potidn processes, and routines that link the
organizations. This implies interaction, a ternt fher se expresses that business is carried @ut as
two-way communication between companies; i.e.ctimapanies influence each other (Hakansson,

1982; Johanson, 1989; Turnbull et al, 1996). Therattion between two firms takes place
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through a lot of episodes involving them, suchfassinstance, the placing or delivery of an order,
handling of a complaint or a request, visit of kesananager at the customer's plant, delivery of a
spare part, meeting about technical problems, etc.

This interaction comprises two main categories micessesexchange processesnd
adaptation processe¢Forsgren, Hagg, Hakansson, Johanson, & Matts&e85). Exchange
increases the value of each party (Alderson & Marfi965; Bagozzi, 1974) and it is often
considered the core of business relationships. drtiqular, the exchange processes can be
substantiated in three types of exchangeduct exchange, information exchanged social
exchanggCook & Emerson, 1978; Hakansson, 1982)aptation processamply an effort of the
parties to meet mutual needs. Generally, the exgghanocesses and the adaptation processes are
highly correlated. The more intensive the exchammgeesses are, the stronger the incentives are to
make adaptations. | briefly elaborate here on eathese mechanisms.

Product exchangés usually the primary aspect of exchange, amarit be characterized by
dimensions such as value, complexity, frequencygulegity, service content, etc. These
dimensions vary depending on the significance ef ghoduct exchange for the parties, on the
resources and efforts the parties want to inveshénrelationship, on some characteristics of the
firms (e.g., production technology), and on the kati(e.g., competition). The complexity of the
product and the service content will also define diegree of interaction between the two parties
needed to support the product exchange. The pradetiange per se creates a supplier-customer
relationship between each person and the individimal is responsible for providing that person
with each specific good. Even to make a requespdots, to specify the form and the quantity of
the goods and services to be provided, or to fxekpected time in which the request should be
met, a direct connection between the two orgaminatiis needed (Spear & Bowen, 2006).
Referring to the production function, the primarffeet is that the knowledge of a firm is
embedded in a product and, through the producgrerdnother organization. This basically
corresponds to thegr.rrus COMponent.

As a supplementary effect, a product exchange rhassupported by an interpersonal
connection, generating the other types of exchangiel will present below and creating at least
some degree of Ar.interacTion, The extent of this additional effect is mainly degent on the
specific production model and on whether it impljesit involvement of the parties in product

development or not. An example to explain the moxanfrom a pure product exchange to a
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different type of exchange is provided by Toyot&joki divides components into two categories,
those that vendors can design by themselves aisé that must be developed at Toyota. The first
category includes floor consoles, sunroofs, mitrtosks, and other small components. Suppliers
can design those components without constant ctterawith Toyota engineers because the parts
work relatively independently of the rest of theniobe. The second category includes parts that
interface with the sheet metal and trim of the bd8lyppliers must design these components in
collaboration with Toyota, with close consultatiith the manufacturer's engineers. The "design
in" room houses suppliers who work in the same rammthe same project. They design
components using Toyota CAD systems. Suppliers haveork at Toyota's technical center
because the automotive company gives them a lgrayrietary information and they need to
work hand in hand with its engineers (Liker & Ch2006).

Information exchangés a function of the product exchange: it hasrtile of facilitating
product exchange execution (Hallén et al., 19919rdvinformation exchange is needed if the
dimensions (the complexity, frequency, etc.) of gineduct exchange are increased. This means
that the parties will meet more often, that morecggists will have interactions with their
counterparts, and that workers on different orgaional levels will be involved in the
relationship. Information exchange will be alsoatetl to the characteristics of the firms (e.g.,
production technology, cultural distance betweea tivo entities). Information exchange is
sometimes not only needed but intentional, andait be a part of the firm's strategy. In this
respect, Chrysler’s philosophy is quite illustrativif we inundate vendors with information and
keep talking to them intensely they will feel lilgartners" (Liker & Choi, 2006). Information
typically includes operational matters such as pebdspecifications and buyers’ technical
requirements. However, it can also refer to a beoadt of data such as what kinds of products the
supplier intends to introduce and what types ofkesgrit plans to cultivate, strategic directions in
terms of technology, globalization, ideas about meaducts, capital goods, and plant expansion
(Liker & Choi, 2006). In the production functiomet Aexr and the spillovers are increased.

Social exchangés the richest and strongest form of exchange ialationship and arises
when the parties develop trust in each other. $@iahange relations evolve gradually with
higher confidence between two parties that, in litvey term, makes possible large mutual
commitments. The social exchange process is fundi@f®r the development of lasting business

relationships. Social interaction varies in intensiepending on how many people are involved,
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how often they meet, and the type of the informmatibey exchange (Cook & Emerson, 1978;

1984; Hakansson & Ostberg, 1975). The informathat ts transferred via social interaction is of

a less tangible nature. In the production functtbe,A:xr and the positive spillovers are increased.

The social exchange creates mutual efforts andcesdmegative spillovers because one party
works in favor of the other and will not behaveairway that can damage the actual and future
relationships with the other party.

In all exchanges between two firms, there are emésnef all three aspects of exchange.
Thus, in product exchange, there is also an elewfenformation exchange and social exchange.
This means that the supply ties also convey a fifrkmowledge from one party to another.

The other side of the interaction is representethbydaptation processabirough which
the parties adjust to each other. Mutual adaptsiteme normal in social exchange processes to
match each other better and gradually get closexatth other. These processes usually imply
specific investments or projects such as the pseha specific machinery or installation of
specific systems. Sometimes adaptations occur ghrotwore continuous processes in day-to-day
operations. Adaptations can be made in a numbeifieient dimensions: in the production (by
modifying products or production processes), in thgistics (by adjusting stock levels or
developing joint delivery systems), or in the adsthation (by modifying planning and scheduling
systems). They can also occur in the attitudes,wletige, and strategies of the parties
(development of a common language regarding teahnimatters, contracting rules,
standardization of procedures and processes, atjped about the future developments). More
generally, they refer to the commitments made leydarties, ranging from tangible assets (e.g.,
dedicated equipment and task forces) to intangésdeurces (e.g., implementation of inter-partner
customized routines), to ensure the achievementotiboration goals (Wang et al., 2001).
Adaptations strengthen the bonds between the fifitms.firms become increasingly dependent on
each other, with higher switching costs, and the ex change of the partner is no longer a
convenient option to solve disagreements betweermpdhties. If a supplier introduces adaptation
processes, this means that it makes higher relapenific investments, which implies higher
commitment; in turn, this is an incentive to shawfermation and behavior on behalf of the buyer.
This will then spur innovation. The literature urdees the fact that a supplier's investment in
relation-specific assets signals its supply ass#amnd, hence, commitment to a long-term

partnership with the buyer (Celly et al., 1999)béyer would enjoy more control over a supplier
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and would be more willing to broaden the extent aodpe of joint activities with the investing
firm. This provides transaction values for intarfi collaborations (Dyer, 1997). In sum, the
literature shows that relation-specific investmemise a positive impact on joint actions (Kim,
1999; Zaheer et al., 1998). In particular, the ligpsis tested by Wang et al. (2001), who asserted
that "dedicated specificity is positively assodiateith a supplier's engagement in joint actions
with its buyer," confirms the intuition that a slipps relation-specific investments are a proxy of
its orientation toward greater collaboration. Ire tmnovation function, the @r.inTERACTION
component of the function is increased in the sehat more value creation is expected as the
output of the relationship due to greater commitnaard information sharing.

Knowledge spilloverscan be defined as any original, valuable knowledgeerated
somewhere that becomes accessible to external sagevitether it be knowledge fully
characterizing an innovation or knowledge of a morermediate sort (Foray, 2004). This
knowledge is absorbed by an individual or groupeptthan the originator (Appleyard, 1996;
Antonelli, 1999). Spillovers measure any type ofeexality that is associated with the R&D
activities of other firms. Spillovers have an impan innovation output because of the imperfect
appropriability of the knowledge associated withdmations. The exchanges explained above,
particularly exchange of information, along withopgatent protection or reverse engineering
practices, contribute to the occurrence of knowdesigjllovers. The need is to define the extent to
which a firm can benefit from knowledge spillovegiven that they can be both positive and
negative. Positive spillovers coincide with the ikakility of more resources that flow thanks to
the inter-firm ties that are conduits of informatid’ositive spillovers increase the average product
of the firm's own R&D. Negative knowledge spillogerinstead, can result in the use by
competitors of the firm's knowledge in ways thatnmahe company (Harryson & Sgberg, 2009).
An example is the disclosure of information, whaduld otherwise have been turned into valuable
and strategically important IPR. Also, R&D genesatevo distinct types of spillover effects:
technology (or knowledge) spillovers and the praduaarket rivalry effect of R&D (Bloom et al.,
2010). While technology spillovers may increase pheductivity of other firms that operate in
similar technology areas, the product market nyalifect of R&D is negative for a firm's value
due to business stealing. Theoretical researchhenptoduct market rivalry effects of R&D

includes patent race models.
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(b) La* component in the supply network context

This component, and particularly the parameter, representing tlmngestioneffect,
captures the dependence of research productivithenumber of people searching for new ideas
at a point in time. The principle underlying thimrrhulation is that it is quite possible that the
larger the number of people seeking ideas is, theerlikely the occurrence of duplication or
overlap in research will be. In that case, if weldle the number of researchers (LA), we may less
than double the number of unique ideas or disceseifihis notion of duplication in research or
“stepping on toes” placed in an inter-firm netwdek even more significant in the case of
connections among different researchers that argettors for the achievement of an idea or a
patent and that can benefit from knowledge spilidlieough the ties. It is less likely for a firm to
get a patent when there are many competitors wi¢oaking for innovations and they are able to
get knowledge spillovers from the firm. Of courBem the firm's perspective, the characteristics
of the other researchers matter. Their presenaeoi® harmful when they are competing for
patents with applications at the same level of vhlie chain and when they have enough
absorptive capacity to benefit from the spillovirsy get. In this respect, if | am looking at the
innovation output of a buyer, the result will béfelient, having many buyers or many suppliers
that look for innovations. This is true for at le&so reasons. First, there is asymmetry in the
knowledge scope of suppliers and buyers such hieabarrower scope of the supplier results in an
inability to take advantage of the positive spilos by exploiting them completely. Second, there

is less competition for patent achievement bectheséypes of innovations are different.

From these assumptions, | derive three main coiaeiss First, the number of nodes in a
network that are competing for knowledge generadioth are receiving and creating spillovers is a
driver of a firm’s innovation output. Second, tiype of nodes will determine whether the effect of
positive or negative spillovers on innovation leely to prevail. Third, the type of relation among
the parties, and consequently the type of exchamgkthe level of adaptation in place, will
determine the flow and sharing of knowledge, thanfluéncing innovation output. These

arguments are in line with the three propositioresented in the following section.
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3.1.3 Theoretical framework for the hypotheses depenent— Propositions

In this section, | draw on the considerations manigce them in the context of a supplier-
buyer network, and propose three effects of inten-ties in supplier-buyer networks on firm
innovation performance. They are the basis forstiissequent hypotheses development. Basically,
| argue that knowledge flow in the network genesaipportunities and limitations for the parties,
and | assert that the final innovation output foe @arty depends on its capability to respectively
exploit or reduce them. This capability, in turs, a function of certain characteristics of its
network that | identify by adopting both a positdband a relational approach. | briefly explain the
line of reasoning behind the propositions.

As previously stated, the starting point of theuangnts is the assumption that knowledge is
the source of competitive advantage (Huggins & hzu2007). Knowledge-based competition is
the focus of the analysis. A key to successfulljnpete in this unpredictable race is to invest in a
range of knowledge-based resources, such us codlim relationships with other organizations.
However, the relationships in industrial marketsnfoa network creating both threats and
opportunities for the development of the firms. Tdwportunities are represented pgsitive
leakiness meaning positive spillovers or the flow of knodde and resources from the outside
context into the firm; the threats are represebtedegative leakinessneaning negative spillovers
or the flow of proprietary knowledge from the fitmthe outside context.

| argue that indirect ties in a network have a tage effect on both opportunities and
threats. While, in a direct connection, the partas safeguard against direct transmission of
knowledge by establishing some rules about whatacaihcannot be discussed and shared and can
protect themselves from the improper use and egpion of the partner's knowledge, in an
indirect connection, there will be intrinsicallysk control over knowledge transmission. If two
competitors are connected directly, it is very ljkehat they will establish some rules to protect
their knowledge. However, they can be connecteddantly through a shared firm that is a non—
competitor, and they can also be unaware of theatgin. If they do not set limitations on
knowledge sharing even with the non-competitor (dr&y cannot have the interest or possibility
of business reasons for doing this), they are esgh&s a risk of unwanted negative spillover. Also,
this specific structure can facilitate the sharedtrger incentives to behave opportunistically

because it has control and power and possessematfon that is highly valuable for the other
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parties. As for opportunities, of course the inclireontacts are a source of positive spillovera of
pool of knowledge and not just of a single comparikiowledge. Moreover, they contribute to
building the competences of the direct contactsoAthe possibility of knowledge creation is
multiplied by the potential synergies occurringsieveral different relationships. Therefore, it is
interesting to investigate knowledge flow dynamigsndirect ties and their impact on a firm's
innovation. Each relationship is frequently inflaed by links of the parties with other parties: the
customers' customers, the suppliers' suppliers, stc that the companies are embedded in
networks of connected relations, the features ofclwhnfluence the individual links and
companies on both a collaborative and a competiie.

The hypotheses provide insights into the benefitsndirect ties on innovation output
through a contingent approach, thus contributingadlyance network theory. The contingent
benefits of network structure until now has beeplaed mostly at the individual level of
analysis. At the firm level, fewer network stru@lrcontingencies have been considered
(predominantly contextual factors such as the sta#gmdustry development) (Zaheer & Bell,
2005). The supplier links the focal buyer to selaaales through indirect ties. One main question
addressed in this thesis is that of when a supplentrality is more or less conducive to a buyer’
innovation.

Network theory states that strategically positioriadividuals in a network facilitate
information dissemination, which, in turn, facitiéa innovation. According to Burt (1997), a
typical characteristic of networks influencing tiielihood of information flow across knowledge
networks is centrality (Burt, 1997; Podolny & JoED94). While many studies have established a
causal relation between the centrality of a node & innovation output, it is interesting to
explore how the centrality of the partners of tbea affects the node's innovation outcome. This,
in turn, also means assessing the effects of icidites on a firm's innovation output. If the
supplier has a central position, it has an inflgeor what flows and does not flow in the network:
the node is important to the whole network in teohis connective function and has the shortest
paths to all others. Nerkar and Paruchuri (200&),ifistance, applied Burt's (1997) hint in an
organizational context, while | will apply it in a@nter-organizational context. In the hypotheses
formulation, | consider that a supplier's networntrality is certainly likely to positively affect
the supplier’s innovation output due to supericoregce and information advantages. This is in

line with the statement thatHe more direct ties that a firm maintains, the ajeg the firm's
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subsequent innovation outputill be (Ahuja, 2000). The supplier is a nodekiimg a firm to many
indirect contacts (Haunschild, 1993; Gulati, 199R)e transfer of the benefit to the focal buyer
(through an indirect tie) is an additional step.i/ithe supplier's benefit is derived just from the
availability of more resources, the focal buyersnéfit includes more resources and fewer
knowledge spillovers. This is because, as alreagiyamed, in a dyadic relation, there is more
control on knowledge flow than in an indirect thdso, | am investigating the impact of network
characteristics of a party (supplier) on the intimvaof the other party (buyer). This means that
the process must involve not just knowledge shawiniow but also the voluntary behavior of the
first party (supplier) to act on behalf of the sed@buyer). Drawing just on the assumption of the
availability of more resources, Burt (1992) presdrihe aforementioned conclusion that selecting
alters with many other partners is one mechaniswlitigh an actor can develop an effective and
efficient network. This does not consider the "dartie” of the social structure, meaning the
leakage of knowledge and opportunism. Some comtitige should be applied. In fact, despite the
considerable focus on the role of network structarexplaining firm performance outcomes,
some researchers have acknowledged that a netwotlesomerely gives the focal firm the
potential to access the resources of its cont&utstds, 1998). The value that the firm actually
derives from its contacts may also be a functiothefresources controlled by those contacts and
of the actors’ ability to exploit those resources.

Finally, network models have been proposed maihtpugh two analytical approaches,
differing in the frame of reference with which asta is analyzed (Burt, 1982): the relational and
the positional approaches. Inralational approach network models analyze the intensity of
relationships between pairs of actors. Pasitional approactdescribes the patterns of relations
defining an actor's position in a system of ac{@usrt, 1982). My propositions and hypotheses
development are built on both, analyzing the pasitf a node going beyond its ego-network and
highlighting the role of centrality (positional jgpective) as well as considering the strength @f th
relationships in which it is involved (relationakenspective). The interaction of these two
approaches will be applied, considering also th&emint outcomes in a cooperative and in a
competitive context. In fact, from Burt's (1982})rlstural theory of action,” we know that the
social context would constrain occupants of varipositions differently in terms of their ability to
pursue their interests. Actors jointly occupyingpasition and, therefore, pursuing similar

structural interests can realize their common edtr to the extent that their relational patterns
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ensure low competition with one other. | will, thfare, introduce the competitive element into the
picture and explore how the relational approacipél solving this structural equivalence issue

inherent in the positional approach. In conclusigredict the following three effects:

Proposition One: A supplier's centrality determines the incoming auntgoing knowledge
flow between the buyer and the supplier's partapds hence, affects the buyer's innovation

output.

Proposition Two: A supplier's centrality has a positive effect ore tfocal buyer’s
innovation output to the extent that the contexedeines anncrease in positive leakiness
and a reduction in negative leakingss the buyer. This means more available resources

and fewer negative spillovers.

Proposition Three: The strength of the relationships enhances or exdtite effect of a
supplier's centrality on the focal buyer's innomatidepending on whether the context

requires prevailinglyostering positive leakiness or preventing negakbakiness

3.2 The comprehensive model

Starting with a focal buyer firm, | consider itgpgliers and how each supplier's network of
ties affects the focal buyer’s innovation. The eermf the network is the focal buyer; suppliers are
linked directly to it, and through these supplieitee focal buyer is linked indirectly to other
suppliers or buyers. All the ties in the networkdlve buyers and suppliers, and they can be
supply agreements, alliances, or both. The horidigts between two buyers are considered in the

model but as a control variable (cf. chapter 5 ariable specification).
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Fig. 1.1 The network

Drawing on the social capital and network theoggsvell as on TCE, in hypotheses, | try to
understand how knowledge is connected and traesfexcross firms in buyer-supplier networks
and to explore the conditions that maximize theaisgacreation, and exploitation of knowledge
for a given firm To identify contingencies, | focus on the propest® the nodes and of the
relationships. Until now, the focus has been plamedhe number of actors or on their relative
positions, but an important issue to understandntipdications for learning is looking at the kind
of nodes to which a supplier is connected andeastiength of the relationships undertaken.

| will point out the following contingency factorthe type of actors involved in indirect ties
(their role in the supply chain: suppliers or othayers), the strength of relationships (measured i
terms of the level of collaboration correspondingat type of tie: arm’s-length ties/alliances).
These contingencies imply incentives or deterrentgortunities, and risks with respect to
knowledge flow and innovation. The aim is to idgnthe types of nodes and relations in the
supplier's network that meet the conditions of @aging positive leakage and reducing negative
spillovers. The number and strength of relationstipape the behavior of the nodes. Different
modes of procurement with different strengths diffeterms of the extent of differentiation and

integration between procuring and supplying unitd, aherefore, in their propensity to react to the
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environment in a coordinated and cooperative maf@atfati et al., 2005). Individual nodes and
their interplay in the form of competition/collalation play an active role in advocating for the

innovation of a specific buyer.

To improve clarity, | include below a schematiudfiration of the analytical framework of
the research. Drawing on this basis, in this chrapteill develop four hypotheses, two about main
effects and two about moderation. The model pastsithat the buyer's innovation output is a

function of the supplier's characteristics at taenvork level.
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Figure 1.2 The model

When analyzing a supplier’s network, two fundamkdistinctions are needed between:

1) Relationships involving the upstream or downstreade of the value chain, meaning
that the supplier is linked to other suppliers@butiyers. This, in turn, means that the focal buyer
is linked through the supplier (in the figusypplier_J3 to suppliers guppliers_2 that are not

competitors or to other buyersuyers 2, which are competitors. The predictions of thieds of
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the supplier's network centrality on innovationtlie two cases (in the figureopllaborative side
andcompetitive sideconstitute the main effects, summarized in hygséis 1 and 3;

2) Relationships characterized by different strengtiegsured here by the kind of tie:
arm’s-length ties, alliances, or both). This eletrmnstitutes the moderation effects, summarized
in hypotheses 2 and 4, altering the intensity & thain effects. In particular, while, on the
cooperative side, only the strength at step 1 batvmiyer and supplier can be analyzed to infer a
given impact on innovation, on the competitive sithe relative strength of the tie between the
focal buyer andsupplier_1versus the ties betweenpplier_landbuyer_2must be considered,
owing to a context of competition.

Therefore, hypotheses also help in advancing né&twuwrory because they show that the
impact of the strength of the ties on innovatiomas univocal, but it depends on the context of
competition or cooperation. This result is consisteith the presence of conflicting positions of
different scholars, some maintaining the strendtistmng ties, others asserting the strength of
weak ties, as explained in the literature revietve Tocal buyer is related through the supplier to
some nodes at distance two that can be competathver buyers) or non-competitors (suppliers).
Depending on whether the prevailing need of thalfdeiyer is to defend itself by competitors
located at distance two or to acquire as much kedgé is possible by non-competitors located at
distance two, the strength of the ties will hawdifeerent impact, and the optimal solution will be
,alternatively, strong ties or weak ties, in thestficase to improve commitment and avoid
opportunism and in the second case to increasexphitation of ideas by the buyer and the
supplier's openness in avoiding the lock-in negasifect. Therefore, a contingent approach is
needed to evaluate the effects of the strengthhefties on innovation: in the presence of
competition for the information, the strength absyg ties prevail, while in the absence of it, weak
ties win. This is somewhat parallel to the contimgapproach presented by Ahuja (2000) to
interpret the impact of structural holes on innavat it is negative in the case of direct
collaboration among competitors that requires coimeswhile it is positive in the study of

Hargadon and Sutton (1997), where a consulting $ienved its clients with innovative ideas.
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3.3 The collaborative dimension in buyer-supplienetworks and knowledge-flow

This section is based on the collaborative sidiefsupplier-buyer network. | focus on the
case in which the indirect nodes reached by themithyough the supplier are not competitors but
other suppliers. | investigate the impact of thppdier's centrality in its external network of othe

suppliers on the buyer's innovation output.

3.3.1 Hypothesis one - The supplier's centralitytine network of suppliers

| predict that the supplier's centrality in its wetk of suppliers will enhance the buyer's
innovation output, as measured by patenting frecqgiemnovation depends on the knowledge
flow to ego. First, a basic assumption is thatkhewledge transfer from the alter (supplier) to the
ego (buyer) and the other way around occurs thrabghcontact points between the supplier's
value chain and the buyer's value chain that peos&leral opportunities (Porter, 1985) or through
an alliance tie with cooperation. In the first gadee buyer firm's inbound logistics share an
interface with the supplier's order entry systdm, supplier's applications engineering staff works
with the buyer's technology development group, Hrel supplier's finished goods inventory is
linked to the buyer's work-in-process. The busingedd abounds with examples of firms that
have exploited one or more of these linkages dffelgt In the second case, there is joint
involvement in manufacturing or R&D.

The knowledge flow extends beyond the direct tiger€fore, the position of the supplier in
its network matters. As explained above, two coingetactors determine whether an alter's
centrality determines an increase in the ego'sviatian or not: positive knowledge leakage and
negative knowledge spillovers. | argue that, whendgo is a buyer and an alter that is a supplier
is central among suppliers, positive knowledge dgakis enhanced and negative knowledge
spillovers are reduced. As stated in propositiom fresented in the previous section, the
occurrence of these two conditions will result ipasitive effect of the alter's centrality on the
ego's innovation output. | next elaborate on these factors, identifying the main mechanisms

contributing to each of them.

65



(a) Increase in positive leakage

The increase in positive leakage is determinedeberal mechanisms. | identify them with
the supplier's gatekeeping role; the availabilityaowider pool of knowledge coming from the
individual connected actors and from their intea, i.e. technical embeddedness; the increase
in the supplier's capabilities; the availabilitylwtter products; the scale effect; the exploitatd
horizontal ties' benefits; and the option of tramdy. | next examine each of them.

The suppliers are reached indirectly by the bulgesugh the supplier. The supplier in this
case assumes the role gditekeeperppening access to a wider network of supplierss Tigi
critical to importing information from the outsidentext and to linking the organization with its
environment (Allen, 1977). High centrality leads dohigher volume and rapidity of flows of
information and opportunities so that the centrappdier enhances knowledge mobility.
Consequently, through it, indirect ties provideemscto knowledge even if they do not provide
formal resource sharing benefits (as direct tidéu{a, 2000). The identification of an entity that
performs the gatekeeping functions serves as impbdupport for innovative activities (Allen,
1977). For instance, as a parallel in an intrafogdional context, functions that serve as
channels for the communication of technical infaliora between sources outside their
organization and those inside have been shown toritieal in suggesting new ideas and in
bringing relevant information to bear on innovateféorts.

This structure allows reliance on a wider pool afduct and process technologies during
the innovation process, even if it is indirect. fiehes a wider information base that flows from the
external pool of suppliers through the suppliere Buditional knowledge capital comprises two
components: (1) the single knowledge of the supplieontacts and (2) the knowledge created
from the synergies achieved in the relationshigh wiese contacts. As for the latter, the supplier
benefits from a specific form of embeddedness:rtieeth embeddedness, which is defined as the
"interdependencies between firms in terms of thgioduct and production development
processes" (Andersson, Forsgren, & Holm, 2002)thiese interdependencies in the supplier-
supplier relationships, new valuable knowledge ikely to arise and this, in turn, can be
transferred to the buyer.

The capabilities and competences of the suppliectly linked to the buyer are presumed

to be the result of its relationships also. Thecpss of knowledge accumulation will be higher on
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the part of the supplier, which will be, conseqligna more qualified partner with greater
experience. The supplier has more learning oppitiesnit is likely to be a knowledge broker.
Furthermore, considering that networks promote vation indirectly by facilitating increased
specialization and division of labor, which leadsmore focused expertise development (Piore &
Sabel, 1984; Saxenian, 1991), a supplier with awigetwork can also benefit from this positive
aspect.

Considering another dimension of the situation, greater knowledge will also be
embedded in the supplier's products. They have ghehi likelihood of incorporating the
innovations, the advancements present in comporemsng from a high number of different
firms, which are sources. These products willuimt be incorporated in the buyer's final product,
leading to greater innovation output.

Having many indirect ties also allows a node tmerihe benefits of network size without
paying the costs of network maintenance associaféd direct ties (Burt, 1992). There is a
leverage effect in action. The supplier can berfedin the scale effect, and, in turn, this willals
be positive for the buyer. The scale effect infeesn innovative output, affecting the
transformation functiofiof the innovation function. Basically, if technolpbas increasing returns
to scale, increases in inputs are rewarded withentioan proportionate increases in output. The
scale effect is more likely to arise in suppliepglier relations (and, hence, when the supplier
connected to the buyer is central among suppli&hss because a precondition for the occurrence
of increasing returns to scale is the collaborabetween firms providing similar inputs. In fact,
ties where the partners bring in similar assetsoonpetences are called scale linkages (Hennart,
1988). Scale alliances are harizontal alliancewlvich all partners contribute similar resources
and assets (Garrette et al., 2007).

The supplier can have a supply tie, an alliancedieboth with the other suppliers. This
means that it will benefit both from horizontal avettical ties, and these resources will, in turn,
be advantageous for the buyer. A horizontal tievbeh two suppliers can be really advantageous
in terms of R&D outcomes. This is evident also édeisng the increasing tendency of buyers in
managing their supply chain by fostering linkageation among their own direct suppliers. It is
true in that specific case that their aim is ta@ase competition among the suppliers, but they are

also driven by knowledge generation reasons. Fiusi gerspective, in my specific case, the
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positive effect on the buyer can be even greatesidering that one of the two suppliers is out of
the buyer's sphere of influence and should postffesent applied knowledge.

It is also possible that the buyer will have moossbilities to widen its suppliers' base, if
needed. This is due to the transitivity phenomeiifotwo organizations are linked to a common
third party, there is an increased probability ttiety will establish a relationship. The origin of
transitivity has been traced back to the structemabeddedness — the presence of common
partners has been suggested to facilitate the famaf direct relationships between nodes — and
to information flow; the third party transmits imfoation between its partners about their skills
and capabilities (Gulati & Gargiulo, 1999). Themefathe buyer could potentially benefit from the
opportunity to identify suppliers of known qualigasily, if needed. This constitutes an additional

option to increase its innovation output.

(b) Reduction in negative spillovers

The reduction in negative spillovers is determibgdwo main factors. First is the absence
of competition between the buyer and the indirestners; second is the low level of absorptive
capacity of the indirect partners. | briefly examivoth.

First, the nodes linked through the indirect tidee (focal buyer and the suppliers of its
suppliers) are located at a different level of adue chain, and they are not competitors. This
means that the focal buyer benefits from the sepglideep specialization (capabilities,
experience, and innovativeness developed by supphbad, at the same time, does not experience
the negative effect of competition in innovationtbe patent race. The patents of suppliers and
buyers revolve around different knowledge applaai Also, the control of a particular market is
a kind of complementary asset that is essentidla@cexploitation of an innovation (Foray, 2004).
More specifically, the negative spillovers will b&ll in place, but their exploitation is not liketo
be harmful. It is true that these indirect supgliean be, in turn, related to other buyers, thus
having opportunities to exploit these spilloversit the effect will be weaker, perhaps even
unperceivable. The path is longer, so the effeateigker.

Second, | argue that the detrimental exploitatibthe buyer's negative spillovers is limited
by the low absorptive capacity of the indirect pars when they are suppliers. This is due mainly

to the asymmetry in the knowledge scope betweerersugind suppliers. While the assembler
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needs to have a comprehensive and complex knowlefighe products, it must adopt a
perspective of integration and combination, andsttape of the supplier's knowledge is narrower.
The assembler's knowledge is at an aggregate lewel,is less exploitable by a supplier, which
typically has specialized knowledge. The explamatiof new knowledge requires specific
capacities that the inventor has, such as techivalogapacities needed to implement the
innovation. Even if others appropriate the idedy dmose who have the needed capacities are able
to exploit it (Foray, 2004).
For the aforementioned reasons, in the case exdmihe externality is likely to be

artificial. Although knowledge is diffused, the ledits associated with its implementation remain
internal. Therefore | can assume a final positifiect on the innovation output and | can

formulate the following hypothesis.

HP 1: The higher the supplier's centrality in the networ&f suppliers, the higher the

buyer’s innovation output

3.3.2. Hypothesis two - Moderation of the strengthties

Here, | analyze how the impact of tie strength aanplify or reduce the main effect showed
in the previous hypothesis. To increase the eftécthe supplier's centrality in a network of
suppliers on a buyer's innovation output, a furiherease in positive leakage can be useful. | am
considering here a cooperative context in whichesothdirectly linked to a motor vehicle
company are not its competitors; the competitivek dade of centrality is absent. The context
requires more to foster positive knowledge leakhga to prevent the knowledge spillover that is
already not taking place. This, as stated in pritiposthree presented in the previous section,

helps in determining the influence of the strergjtthe ties. | next explain why.

(a) No need to prevent negative knowledge spillovesas€quences.
From the TCE perspective, | derive the notion thaitrong tie, as an alliance or hybrid
organizational form, functions mainly as a meansptevent the "negative,” as a defense

mechanism to tackle the problem of strategic uag#st. | can argue that this strategic uncertainty
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is lower in the specific context considered herentart (1988) stressed that an alliance is not
successful if it cannot be transformed to help cedhehavioral uncertainty and consequential
requirements for the sake of monitoring. Along mikir line, Kogut (1988) demonstrated that
high levels of uncertainty stimulate the formatmmjoint ventures when a firm’s performance is
critically affected. From this argument, | can coe that there is no incentive to establish a

strong tie.

(b) Need to foster positive knowledge leakage. Consegse

I am looking at indirect relationships comprisingot steps: one step from the ego to the
alter (internal direct tie) and the other step fribm alter to the alter's alters (external network)
enhance the positive knowledge leakage flowing frdm network toward the ego, two
mechanisms must occur: (1) the increase in thesakaowledge accumulation from the external
network and (2) the increase in the capability apgdortunity of the ego to appropriate and exploit
the alter's knowledge through the direct tie. Thiera condition that allows the achievement of
both, even involving just one step of the indinegationship: the presence of a weak tie between
ego and alter (internal direct tie).

This is the case at least for two reasons. Finsthe internal direct tie, this allows the
opportunistic behavior of the ego to exploit thied knowledge and involves informal forms of
knowledge transfer. The informal contact points ¢@ve positive effects on ego innovation.
Second, in the external network, it avoids the Jwckffect and favors the openness of the alter to
the network. | next explain these points.

First, the TCE perspective can be applied to c#ibeh advantages of the opportunistic
behavior of the focal buyer in the direct tie withe supplier. Buyers can adopt actions and
practices that reflect a short-term mentality irgarel to pricing, warranty, and intellectual
property. Suppliers often voice their objectionghte opportunistic methods and behavior used by
buyers. Some manufacturers demand that supplietsactually waive their rights to intellectual
property (unless patented) and will shop the teldgyoat the first opportunity. In this way, they
can exploit more innovations developed by differsaoppliers. This means that they can get
opportunistic advantages from the presence of akwetation. One could argue that this
opportunism can be applied also by the supplierp iy take advantage of the buyer's

knowledge. However, as explained in the previoupotiyesis, the possibilities for exploiting
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buyer's knowledge in a harmful way are lower fog guppliers unless they are linked to other
buyers, and this is not the case under analysis.

Moreover, a weak tie allows fewer rules and thedfer of knowledge in informal ways. |
am considering as stronger ties alliances thatf@meal agreements between two parties. The
relative importance of informal networking is himgtited by several authors (e.g. Senker &
Faulkner, 1996; Kreiner & Schultz, 1993), eventifseems to be in opposition to the current
fashion for formal collaboration. In this connecatidMlacDonald (1992) suggested that formal
collaboration may actually undermine the inform@brmation networks on which firms rely. In
fact, some types of tacit knowledge are quite esitety shared through informal interaction. This
is in line with Granovetter's (1973) concept of gteength of weak ties, according to which the
most valuable knowledge flows generally take plasea result of the least visible forms of
networking.

Second, the strength of weak ties seems to be tedsarmanaging the risks of lock-in or
hold-up. If organizations concentrate too narrosythe existing relationships (strong ties) and
are unable to take a broader view on the enviromnmewhich many trends, driving forces, and
scenarios arise, they are less likely to be ablee$pond effectively to the changing needs and
requirements. To get effective innovation resuths, availability of different knowledge sources
and the openness of the central nodes to new a@teathe most relevant elements. If the supplier
becomes too tight with the focal buyer, its abseeptapacity, useful for catching knowledge from
the external actors, is likely to drop. Cohesivémoek structures may limit the capability of the
adaptation of an actor to changes in interdepenegms the strength of ties enhances the pressure
on actors to maintain non-advantageous ties dubet@amplified reciprocity mechanism, with a
limitation of the ability to establish new ties (o0& Usai, 1999; Gargiulo & Benassi, 2000). Uzzi
(1997), in his work on the paradox of embeddedrsgsys how overembeddedness can ossify the
network and keep it locked away from the demandsoénvironment, leading to a decline in its
performance. This suggests that strategic netwooksposed mostly of strong ties may threaten
innovation rather than enhance it. The problenhésdpposite of the free-rider problem: diligent
commitment, combined with expectations of recipsoand social pressure to perform, intensifies
an organization's involvement with certain netwpaktners while raising the concomitant costs of
maintaining ties to extra-network partners. Poaled Sensenbrenner (1993) drew attention to this

phenomenon in their study of entrepreneurs, whos&lsy embedded relationships gave them
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access to resources but restricted their actionsideutheir network. This line of reasoning is
consistent with the literature examining the nagationsequences of social capital, according to
which social ties imprison actors in maladaptivieaions (Gargiulo & Benassi, 1999; Gulati &
Westphal, 1999; Portes & Landolt, 1996; Putnam,020folker & Flap, 2001). Therefore, the
benefits arising from embeddedness (Granovetté5)1Tonsisting of higher trust, fine-granted
information transfers, joint problem-solving arrentents, and adaptation, fall when actors in the
network are too connected by embedded ties. Tleagttn of weak ties relies on the potential of
weak ties to foster and accelerate innovation byneoting a focal firm to otherwise difficult-to-
reach knowledge areas (Rogers, 2003). By addind Wesa to its network, a firm is likely to add
non-redundant contacts and, hence, expand netwindrsiy (Burt, 1992), increasing its
innovative outcome.

In conclusion, | consider the interaction betwedirra's centrality and the strength of the
ties surrounding it. Since | am examining the intpafca supplier's centrality on a focal buyer's
innovative performance and the indirect nodes atecompetitors, | focus particularly on the
strength of the tie linking these two actors. & gupplier is too much involved and locked into the
relationship with the focal buyer, it is likely tave a lower chance of developing experience and
investing in asset specificity and less commitmerits own external relationship. This means that
its role of gatekeeper will be dampened. The striageduces opportunism in the direct tie
(positive for the buyer) and limits the search Kkopwledge in the external network. Therefore, |
can argue that the weaker is the tie between tte fmuyer and the supplier, the more beneficial
the supplier's centrality in a network of suppliéuad, hence, the availability of a wider pool of
resources) will be. The focal buyer can behave dppistically and exploit the benefit, and the
supplier is more open to its external network cstitgj of a high number of nodes to accumulate

potential incoming knowledge. Therefore, | can folate the following hypothesis:

HP 2: The impact of supplier's centrality in the networkf suppliers on buyer’s
innovation output is moderated by the strength b&tbuyer's direct tie with the supplier:
the higher the strength of the buyer's directvii¢h the supplier the lower the positive

impact of supplier's centrality in the networksofppliers on buyer's innovation output.
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3.4 The competitive dimension in buyer-supplier atworks and knowledge flow

This section is based on the competitive side efsimpplier-buyer network. | focus on the
case in which the indirect nodes reached by theebtiyough the supplier are competitors. |
investigate the impact of the supplier's centrailityits external network of other buyers on a

buyer's innovation output.

3.4.1 Hypothesis three - The supplier's centralitythe network of buyers

| predict that the supplier's centrality in its wetk of buyers will reduce the buyer's
innovation output, as measured by patenting frecgpiemnovation depends on the knowledge
flow to the ego. As explained above, two compefarors determine whether an alter's centrality
facilitates an increase in the ego's innovatiomat: positive knowledge leakage and negative
knowledge spillovers. | argue that, when the egolisiyer and the alter that is a supplier is céntra
among buyers, negative knowledge spillovers areamedd, and they are able to overcome the
benefits of positive knowledge leakage, which dse partially reduced in this case. As stated in
proposition two, presented in the previous secttbr, occurrence of these two conditions will
result in a negative effect of the alter's certyalih the ego's innovation output. | next elabomate

these two factors, identifying the main mechanisogributing to each of them.

(a) Increase in positive leakage at a decreasing rate

Suppliers of parts and components will activelykste supply more than one producer.
From a network perspective, this implies that iikely to have out-stars in the supply network,
i.e. structures in which a supplier is connectedhtidtiple producers (Lomi & Pattison, 2006).

Nobeoka et al. (2004) demonstrated that, from thietpof view of the supplier, a broad
"customer scope strategy” leads to superior pedoo® because of learning opportunities. They
predicted a positive relationship between the nunoibe supplier's customers and the supplier's
knowledge. This is the positive effect on the sigsplThis means that, potentially, the buyer can
benefit from a more experienced supplier and fromider pool of knowledge. However, in the
context of competition among the indirectly linkealdes, additional elements should be taken into
consideration. As presented in the section onrthevation function, there is@ngestioreffect,
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represented by th& parameter, which explains how the larger the nundfepeople seeking
similar ideas is, the more likely the occurrencedoplication or overlap in research will be. An
increase in the number of researchers correspandsléss than proportionate increase in the
number of unique ideas or discoveries. Therefdreret can easily be duplications between the
focal buyer's knowledge and other buyers' knowledge this can reduce the positive impact of
the flow of knowledge to the focal buyer.

This congestion effect occurs and is significargyihg an impact on the focal buyer's
innovation output (patenting frequency), to theeexktthat the focal buyer and the alters are
looking for similar innovation at the same leveltbé value chain. This was not the case in the
presence of suppliers in the indirect relationshipsause that kind of specialized knowledge was
just enriching the technical basis for further depeent and application by the buyer. This notion
of “stepping on toes” is clearly enhanced in thgecaf connections in an inter-firm network where
researchers are competitors for the achievememinofdea or a patent, meaning that they are
working on similar ideas and there is knowledgdi®gr through the ties. The latter element, the
increase in negative spillovers, is examined next.

Moreover, while it is quite natural for a suppliertransfer the knowledge it gets from other
suppliers to a buyer, it is a less obvious matidransfer the knowledge it gets from other buyers
to a buyer. The buyers, from the perspective oktigplier, are, in principle, all comparable actors
at the same level. The supplier must have an ineetd behave on behalf of one buyer more than
in favor of another buyer given the detrimentaéefithat this knowledge transfer can have for one
of its partners. In this case, it could be morerappate to say that there is a certain degree of

potential stickiness in the flow of knowledge.

(b) Increase in negative spillovers

A supplier having relationships with buyers of th@me industry creates problems of
negative leakines@Bengtsson & Eriksson, 2002) due to competitioaclEtie represents for the
actor a source of information and resources but alsveak point through which knowledge and
resources could drain (Gnyawali & Madhavan, 2001he supplier operates in a non-exclusive
way, innovations developed inside the industry bantransferred to all competitors, and we

cannot conjecture regarding who benefits from imtiown. Strategy theorists often see firms as
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antagonists seeking to appropriate the profitsxidtiag business activities in an industry. They
have described the search for competitive advaraaga distributive game (Williamson, 1975;
Porter, 1980). The business press has coined itime“pge expansion” to refer to the collaborative
process of creating mutually beneficial strategigtcomes between buyers and suppliers,
originally considered to be antagonists (Jap, 19€8yever, | suggest that this expansion can be
dampened by the presence of competitors as indicetds linked to the firm.

The increase in the effect of negative spillovensaning here the negative exploitation of
the knowledge flowing from the focal actor to thework and leading to a negative impact on the
buyer's innovation output, is determined by severathanisms. They are basically the patent
race, the saturation process in patent generatiensupplier's power and dependence. The latter
element determines not only the level of spilloverg also introduces the argument of the
supplier's commitment. Moreover, it is related @wnBcich's (1987) distinction between centrality
and power. | elaborate on these factors.

First, from the patent race literature, we knowt firans compete to develop and bring to
market a product and that only the first mover nsak@rofit on the innovation. The discoverer, by
patenting the innovation, can bar others from expltp that idea (Baiman & Rajan, 2002). Here,
the timing benefit of networks identified by Burt (1992) asms a crucial meaning. The network
is a locus for the early diffusion of ideas thatlwin turn, take years to become common
knowledge. In many industries, the temporal lagveen the invention and its official diffusion
through patents can be significant (Almeida & Kqgl®95), and some inventions are also not
patentable at all. The network allows the unofficisclosure of these inventions. Therefore, the
likelihood of having an invention exploited is regd with the increase in the number of
competitors. We are analyzing a typical zero-sumejavhere the participants are struggling over
a fixed asset and one player's gain is the othess as shown by game theory. The common
objectives create competition among actors, evahefsingle project is part of a larger, more
cooperative game (Morris, 1992; Powell, 1999; Brah®94; Axelrod, 1984). It seems important
to introduce this perspective in the study of doo&works also considering that the role of the
business firm, as the central institution throughiclr innovation is commercialized, does not
receive the same emphasis in the sociology litexads in the economics of innovation literature

(Coombs et al. 1996).
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Second, the literature on patent generation statseach new patent requires a certain
amount of new knowledge, and the closer the saisnget to the maximum number of patents
achievable in their field, the more difficult it fer them to do further related research (Kapmeier,
2006). The relationship with the shared supplierd$eto create a common knowledge base
between the competitor buyers that, in some wayaere and speed up this saturation process.

Third, another argument to evaluate the effechefdupplier's centrality among buyers on
the focal buyer's innovation is one of power orateence: in the presence of a smaller number of
buyers, the supplier is more dependent on buyadsjta&an be more willing to spur innovation. A
network composed of relationships with partnerdgiv ties to others will facilitate control over
exchange partners, and this, according to Por&85)] is the objective of a firm seeking power
over its suppliers. The supplier firm's dependestéhe buyer-supplier relationship plays a crucial
role in determining the commitment of the supplierthe focal buyer's innovation: a highly
dependent supplier would be expected to have ataulz commitment to innovation. For a
highly dependent supplier, the commitment to intiovacould be based on the intention to retain
the focal buyer's business and on the potential epowf innovation in opening new
technological/market occasions and, consequemtlyeducing its dependence. On the contrary, a
supplier firm with a low level of dependence on aydr-supplier relationship is a company
operating in many projects, with a technologicalidure that is more complex than that of a
highly dependent supplier. Such a company, witheitperience in managing more than one
technology/market simultaneously, is likely to lesd responsive to the focal buyer's efforts to
control technological input within a buyer-supplietationship. This leads to the suggestion that
the dependence of a supplier on a focal buyerioaksttip influences its commitment to innovation
that, in turn, is a determinant of a focal buy@arisovative activities. Therefore, according to this
line of reasoning, the higher is the centralitytioé supplier among other buyers, the less the
supplier is dependent on the single buyer, the ddve supplier's commitment to focal buyer's
innovation and the higher the opportunistic behavigropensity will be. Consequently the focal
buyer's innovation will be lower. On the contraifycentrality is lower, the incentive to behave
opportunistically and the negative knowledge spéis through the shared supplier will be
reduced.

In the literature, the negative sides of centradity usually outweighed by the benefits that

the central actor gains through occupying privitegesitions; the literature refers, indeed, to the
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bargaining power retained by the central actorgt(Bi992) and to information flow. Just a few
contributions have highlighted that this balancaridermined by situations in which the actors are
not only related by cooperative relations but alsp competitive dynamics (Gnyawali &
Madhavan, 2001; Dhanaraj & Parkhe, 2006): as noyeBurt (1992), the position alone does not
create the benefit, as the advantages are detatrhinghe entrepreneurial behavior of the actor.
This remark is even more significant in the speaifase | am analyzing. The perspective of my
analysis is different: | am investigating the effen a firm's innovation output not of its centiali
but of the centrality of its partners (supplier$he centrality of the firm's partners is often
considered to be equivalent to the centrality ef firm, but | am questioning this assumption by
showing that it is contingent on the type of actaiated to the central actor linked to the focal
firm and to the types of ties in the network okthentral actor. This argument is, in some ways, in
line with Bonacich's (1987) distinction between thencept of centrality and power. He
highlighted that being related to a central nodelmaboth positive and negative. Bonacich (1987)
asserted that a node may be considered centtasitonnected to nodes that have connections to
many other nodes; a node may be considered powérfulis connected to nodes that have
connections to few other nodes (Hanneman & Rid2d@5). Bonacich's (1987) basic principle is
that, in bargaining situations, it is advantagetmube connected to those who have few options;
power comes from being connected to those who aveepess. Being connected to powerful
others who have many potential trading partneraaesi one's bargaining power (Bonacich, 1987).
Therefore, the aim is to test whether, in a comipeticontext, the negative effects of
centrality are likely to outweigh its benefits atnOur prediction is that the supplier's centyalit
the network of other buyers negatively affects blager’s innovation output. Hence, | formulate

the following hypothesis.

HP 3: The higher the supplier's centrality in the networdf buyers, the lower the buyer’'s

innovation output
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3.4.2 Hypothesis four - Moderation of the relatigerength of ties

| analyze how the impact of the strength of ties @anplify or reduce the main effect shown
in the previous hypothesis. To increase the etieéthe supplier's centrality in a network of buyers
on the buyer's innovation output, the reductiomedative knowledge spillovers is crucial. | am
considering here a competitive context in which tloeles indirectly linked to a motor vehicle
company are its competitors. The context requiragiy prevention of the negative knowledge
spillover, and as an additional element, enhancewfetine positive knowledge leakage. This, as
stated in proposition three, presented in the pre/section, is the basic principle to determire th
influence of the strength of the ties.

When analyzing the downstream side of the chaielationships between suppliers and
other buyers- it becomes more important to consider the streoftthe ties (depending on the
type of tie) because we have to deal with suppliediated competition. To find a solution that
ensures a certain benefit to the focal buyer irctirgext of competition, | can focus on the rekativ
strength of the focal buyer-supplier versus supgltBer buyers ties. This is the basis for
formulating the hypothesis. In fact, the centradbacan be of strategic importance to networks of
innovators by playing a pivotal role in ensuring eguitable distribution of valu@©hanaraj &
Parkhe, 2006). This means that, in the contexbafpetition such as the one | am analyzing, the
type of relationship that each competitor establstvith the central supplier matters because it
can be determinant in shaping the supplier's behaSince my dependent variable is focal buyer
innovation, | should pay attention to the relatiipsbetween the focal buyer and the supplier, and,
at the same time, | should analyze the relatiorsstiipghe supplier's external network of vertical
ties. It is evident that the focal buyer payoff dieg@s on the focal tie (focal buyer-supplier) and on
the supplier's other ties, considered in a relgisespective.

The general reasoning | can present is that, whimrnnation flow is dense, the relative
strength of ties matters. The less exclusive thaiomship of the focal buyer with the supplieris
meaning that that the supplier is connected to nahgr buyers — the more a strong tie helps. In
other words, the marginal return of a strong tieigher. | can analyze the case in greater depth.

The line of reasoning underlying the hypothesislaseloped as follows. First, | examine
how the different characteristics of weak and groelationships have an impact on a buyer's

innovation in a context like this. On this basigdéntify the optimal solution in terms of the
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strength of the ties and, finally, | show that te@ution is the one that allows the prevention of

negative knowledge spillover and the fostering aditive knowledge leakage.

(a) Impact of the characteristics of weak and strorigtrenships on buyer's innovation

Let us start by considering the context of all wdak, meaning, in our specific perspective,
arm's-length ties. Supplier-mediated competitiomdge likely to arise when buyers and suppliers
operate based on a short-term relationship orientatVith this relationship, the supplier could
increase its business, receive information on comhopg, and learn general process information
that can be used in customer relationships elsendap, 1999). The standardization of products
causes potential exploitation and facilitates tatept race among buyers. Weak ties are typically
characterized by non-specific investments, minim&rmation and coordination mechanisms,
and low interdependence between actors (Dyer &5id§98); therefore, the content and the
outcomes of the relationships are easilitable A supplier’s innovation can be incorporated in a
higher-quality unit manufactured by it and soldatbthe buyers. In the continuum between make
and buy, we are located near the “buy” option; sbpplier’'s resources are available for all the
actors, with a greater concern for the appropiigtbof innovation developed thanks to the
supplier. Relying on the TCE literature, we canuass that, in the case of arm’s-length supply
transactions, there is a higher level of opportunéd potential misappropriation of information,
also characterized by lesser legal bonds. Moreaators’ behavior is more likely to ledficiency-
driven The buyer can demand price reductions; a suppiay reduce the resources invested in
the buyer’s business to balance its effort and géhhatfield et al., 1979). Therefore, we can
presume that, in the context of all weak ties (biotithe focal buyer-supplier tie and in the
supplier-other buyers ties), the centrality of thepplier in a network of other buyers has a
negative impact on the buyer's innovation output.

When we consider a strong tie (introducing, in specific case, an alliance), new positive
elements are involved: idiosyncratic, dedicate@cH#jz investments, customized products, and the
aim of creating mutual beneficial strategic outcemehis is clear if we consider that vertical
alliances differ from traditional supplier-buyetatons mainly in the following attributes: (1) the
participation of the supplier in the new producsida from the beginning and not at a later stage
and (2) the responsibility for an entire subsyst#nthe product, not just for the production of a

basic component on the basis of a full set of $igations drawn up entirely by the buyer
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(Dussauge & Garrette, 1999). In a cooperative iprlahip, the companies have a long-term
relationship commitment and share common goaldoFathat induce the supplier to act on behalf
of the buyers can be detected both on the inpatand on the output side of the relationship.

Regardingnputs,we can consider thgupplier’'s relation-specific investmentbey are the
adaptation processesnentioned in the first section of the chapter. yTtare unilateral
commitments made by the supplier, ranging fromitadagssets to intangible resources, to ensure
the achievement of collaboration goals (Wang et 2001). They lose their value outside the
relationship and, therefore, have relationshipibiaiy properties (Jap, 1999). The literature
shows that a supplier's investment in relation-fifieassets will have a positive effect on the
supplier's dependence (De Jong & Nooteboom, 20@®isBou & Anderson, 1999). As explained
previously, this will have a positive impact onrjpactions (Kim et al., 1999; Zaheer et. al., 1998)
and, consequently, on a buyer's innovation oufRegardingoutputs,Sako (1994) suggested that
suppliers are more likely to innovate if they thitiley will get a share of the benefits. With an
alliance, there areommon aimand expectations, and we know that the optimatsire of inter-
firm networks depends on the aims of the networknbers (Ahuja, 2000). The supplier is likely
to get lasting benefits from the buyer’s success.

In sum, with an alliance, the three dimensions adied capital are increased: (1) the
relational one (trust, identification, obligatiocpommitment); (2) the cognitive one (shared
ambition, vision, values); (3) the structural orstrdngth and number of ties between actors).
These elements are useful in minimizing opportimtsthavior and spillover effect. In particular,
Carey et al. (2011) argued that relational capgabositively associated with buyer innovation
improvement and mediates the cognitive capital-buyeovation improvement relationship and
the social interaction ties-buyer innovation impment relationship. According to the authors,
relational capital (trust) helps in favoring theashg of cognitions between buyer and supplier,
which are required for innovation. Reducing thecsns associated with information sharing, it
encourages buyers and suppliers to act on theiedha@sion, ambitions, and goals. Also, in social
interaction ties (during social events or when wugkin teams), the parties share information
about opportunities for innovation. Relational ¢apacts as a form of assurance to both parties
facilitating the process (Carey et al.,, 2011). bndusion, if alliance means higher relational
capital and relational capital means higher innowatfor the transitive law, alliance should result

in greater innovation.
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If the strength here is measured in terms of tpe of tie, where the highest strength is the
combination of alliance plus supply, the maximunremsgith also includes multiplexity.
Multiplexity is the occurrence of different type$ ties between two nodes (Carrington et al.,
2005) or the overlap of roles, exchanges, or affdns within a social relationship (Zerbini &
Castaldo, 2007). The supplier has two distinctgotbat of a seller and that of a partner. The
structural dimension of social capital is increabede. Referring to RBV theory, it is possible to
argue that multiplexity is a valuable resource thaare and difficult to imitate or substitute.€Th
reason for this can be found in network theoryonigogy. The presence of multiple kinds of
relationships gives greater stability, enforcinghesaelationship. An actor has more difficulties in
breaking a tie if it has also another tie with slagne partner.

What | have explained until now supports the nottwat a supplier will act on behalf of a
buyer and that the relationship is effective andofa innovation. However, we have several
customers with the same supplier as a partnethalbuyers linked to the supplier will potentially
benefit from this situation. My aim is to identiffie situation in which the payoff for the focal
buyer will undoubtedly be positive. The certainty & positive result is given by an advantage in
strength: a focal buyer-supplier tie that is stemthan supplier-other buyers ties. Hence, the
optimal case is the one in which a strong tie lithiesfocal buyer to the supplier and weak ties link
the supplier to other buyers. This option allows fievention of negative knowledge spillovers

and the fostering of positive leakiness, as | drphext.

(b) Need to prevent negative knowledge spillovers

On one hand, the strong focal buyer-supplier tiemgs the occurrence of positive
"stickiness" (Bengtsson & Eriksson, 2002) and, é¢fene, a reduction in negative spillovers. The
most obvious reason is that, from TCE, we know thatrong tie is a tool to establish enforcing
mechanisms that protect against knowledge spiltoged opportunistic behaviors. A reduction in
transaction costs can be achieved in this way.

The second reason is that it is likely that thenglets characterizing a strong tie are the
foundation for inimitable aspects of the collabmmatprocess and outcomes. From the RBV
theory, | posit that the content of a strong relaghip becomes not easily transferable to other tie
due to the specialization of the relationship (kehveak ties). Inter-firm specialization is a s@urc

of relational quasi-rents and competitive advantéDger, 1996). Coordination efforts and
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idiosyncratic investments make it possible for &rt@ combine their resources in unique ways
(Jap, 1999). We know that, in RBV theory, unlikeH,Ghere is not a focus on the avoidance of
opportunism: the firm is seen as a “creator ofgbsitive,” of rare inimitable resources, rathentha
an “avoider of the negative” (Prahalad & Hamel, @@However, here, | want to stress that it is
just this unigueness that prevents negative leakin& strong tie engenders cooperation, mutual
trust, and understanding based on common normelwaviors: intensive, repeated interactions.
They foster a normative environment against oppistu that raises barriers to resource
mobilization and competitive practices (Obstfeld032).

Furthermore, the greatest strength is characterizethy network by multiplexity. As
pointed out by Tuli et al. (2010), the benefitdlig multidimensional interaction are solidaritydan
private information. Regarding solidarity, “multg{ relationships are more stable because it is
more difficult to terminate a relationship compmigidiverse ties in which each type of tie provides
unique value for the partners” (Tuli et al., 201Rglationships with high solidarity are viewed as
entry barriers that are “almost impenetrable byalgV (Tuli et al., 2010). There is greater
commitment and reciprocity toward each other. Nbldtkity in networks becomes, in this way, a
mechanism to avoid opportunism. Acting unethicatiyard another party increases the costs
involved in breaking the relationship; thereforeultiplex relationships are typically strong
relationships (Brass et al., 1998). Moreover, miéi relationships allow also greater
idiosyncratic solutions and specific commitmenttbe part of the supplier because the parties
know each other from different perspectives andrgbier and non-redundant information from
the different kinds of ties. This relation-specifipproach prevents knowledge spillovers and
transferability to other ties. Regarding privatdoimation, multiplex relationships allow the
availability for the parties of a broader set ohwedundant information sources about each other;
each source is a different type of tie. Througls ihformation, the supplier can understand the
buyer’s idiosyncratic requirements and customigeofferings to meet the buyer’s specific needs
or anticipate requirements. This, of course, ceeatdue for the buyer and avoids transferability to
other ties. Therefore, the presence of multiplexitythe focal buyer-supplier tie increases the
benefits available to the focal buyer in a conta#xtompetition such as the one we are analyzing.
This is also confirmed by Tuli et al. (2010), whg@ed that the association between a change in
relationship multiplexity with a customer and a @ in costumer performance is more positive

when the competition intensity in the customerdustry increases. We can presume, in fact, that
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the effect of multiplexity on innovation is moregikve when there is competition among buyers

since multiplexity is a mechanism to strengtheatiehships and protect against opportunism.

(c) Need to foster positive knowledge leakage

On the other hand, a voluntary agreement betwesffiottal buyer and the supplier (strong
tie) implying joint involvement in product developmt spurs the flow of information and
knowledge from other buyers to the focal buyer digio the shared supplier. A co-makership
agreement is an organizational style grounded ogr-joepeer cooperation among business
partners, and it is an intermediate form betweatioa integration and market mechanisms. The
strength of the tie is fundamental in this contaiere the shared supplier must have a preference
to behave in favor of a single buyer and where iimportant to adopt a relative perspective to
evaluate the advantage of the buyer with respethdoother buyers. In this way, a buyer can
benefit from the supplier’'s information about otheyers and, at the same time, can avoid the risk
related to the misappropriation of information.

The weak ties among the supplier and the otherrsugitow the occurrence of positive
"leakiness" (Bengtsson & Eriksson, 2002): the flovinformation outside the single supplier-
other buyers relations, through the supplier, a agethe accumulation of broader knowledge on
the part of the supplier. Information on the diffier applications of a given component can flow
out of supply relationships. The buyers are an it@md source of valuable re-deployable
knowledge for the supplier. The supplier will alsave an increase in competencies because it is
important for a supplier to have contacts with vkhiccan try new products and redeploy them.
Often, a firm in a component business cannot devakw products on its own but needs a car
manufacturer to work with. Nishiguchi (1994) foutidht suppliers' customers, ribieir internal
R&D units, are the primary source of innovativeaselnteractions with multiple customers favor
innovation in the Schumpeterian view: “it consigisa substantial extent of a recombination of
conceptual and physical materials that were preljoin existence” (Nelson & Winter, 1982;
Shane, 2000). Product innovation is the strategieorking of an innovation developed in other
fields of application, turning a certain technolagysatisfy a different customer usage function
(Onetti & Lodi, 2004). The novelty of innovationies in the novel ways in which these elements
are recombined (Nooteboom, 2000). In fact, knowdedgmperfectly shared over time and across

people, organizations, and industries. Ideas fram group might solve the problems of another.
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Clear evidence of this is provided by Hargadon &udton (1997), who demonstrated in an
ethnography study how a successful product degsign(fDEO) can exploit its hetwork position,
bridging structural holes between clients in 4@edént industries, increasing its novelty potential
Through abstraction, the supplier acquires cregiotential and the ability to implement complex
tasks. It acts as a technology broker by introdyeixisting technological solutions where they are
not known and creates new products that are otigorabinations of existing knowledge.

This means, in our case, that if the supplier hmscd ties with many buyers (high
centrality), it has greater potential innovationpaud; however, the competition for information and
innovation bars the focal buyer's positive pay®ffis, in turn, becomes more advantageous for the

buyer if we add the strength element.

(d) Conclusions

In the end, the best situation is one in whichftieal buyer has a strong tie with a supplier
that is central in a network of weak ties. In tbése, the combination of positive "stickiness" and
positive "leakiness" (Bengtsson & Eriksson, 2008)lained above engenders a positive leverage
effect that moderates the main effect shown in tyggs 3. This is a solution that allows for
exclusive solutions developed by the supplier fa tocal buyer, ensuring protection from the
competition, but allowing also the supplier's knedge enrichment with other buyers. For the
focal buyer, there is only the benefit of innovaticreation without the problem of exploitation
and patent race.

For completeness, if | consider the other possiblae of the ratio (strength in focal buyer-
supplier on strength in supplier-other buyers)intfother scenarios. First, there is the case in
which the supplier-focal buyer tie is weak and splier is involved in many strong ties with
other buyers. Second, there is the case in whiehatlerage strength of the focal buyer-supplier
ties and supplier-other buyers ties is similaxglain them next.

If the supplier-focal buyer tie is weak and the @igry is simultaneously involved in many
strong ties with other buyers, we have the oppasiteation with respect to the one described
above, and | can presume a negative effect ondbal buyer's innovation. This asymmetric
information flow is not favorable for the focal lmry The supplier is expected to act on behalf of
other buyers with which it has strong ties, coopegawith them to get innovations. The

collaboration with them in different co-developmembjects enriches the supplier's knowledge,
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but these relationships should be characterizecgerdgrcing mechanisms that protect against
knowledge spillovers to the focal buyer, which, segquently, is in a bad situation. Also, if we
think in terms of multiplexity (the highest levef strengthin my ties), multiplexity in the
supplier's external vertical network but not in thepplier-focal buyer tie causes a situation of
asymmetry and lack of balance. Therefore, in tree ¢ a weak tie between the focal buyer and
the supplier, the centrality of the supplier inevwork comprising strong ties (which, in the worst-
case, are also multiplex ties) with buyers hasgatiee effect.

Finally, the strength can be similar both in thedforelation and in the external relations
involving the supplier — with either strong or we#s. This situation seems to engender a neutral
effect. Consequently, it will not alter the origimaain effect of the supplier's centrality on the
buyer's innovation output.

The two extreme cases we have analyzed, involipg 6trong focal buyer-supplier tie and
weak buyer-other suppliers ties and (2) a weaklfboger-supplier tie and strong buyer-other
suppliers ties, allows me to formulate the hypath&scusing on the relative strength between the
focal buyer-supplier tie versus the supplier-otingyers ties. The explained line of reasoning leads
to the conclusion that a positive effect of the sration of the relative strength of direct ties
linking the buyer to suppliers versus the strerajtthe ties linking these suppliers to other buyers
is expected to act on the main effect presentellypothesis three. | can, thus, formulate the

following hypothesis.

HP 4: The impact of supplier's centrality in the networdf buyers on buyer’s innovation
output is moderated by the relative strength of titieect tie between the buyer and the supplier
versus the strength of the ties between this sigund other buyers:

the higher the relative strength of the direct ietween the buyer and the supplier versus
the strength of the ties between this supplier atfer buyers, the lower the negative impact of

suppliers' centrality in the network of buyers aryér's innovation output.
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3.5 Conclusions

In this chapter, | have shown the theoretical fraor& resulting from the gaps identified in
the literature review (cf. chapter 2) and that | gaing to test with the empirical analysis (cf.
chapter 4). | have presented the line of reasonimdgrlying my four hypotheses. In general, the
underlying conceptual frame showing how the knogteflows to the focal buyer involves the
elements shown in the figure below. Basically, floeal buyer's payoff results from how
information flows to it, how much access to infotioa it has, and how information flows in the

external network.

SUPPLIER'S STRENGTH OF TIE TO

STRENGTH OF TIES IN CENTRALITY SUPPLIER

SUPPLIER'S EXTERNAL
NETWORK

(AMONG BUYERS (FOCAL BUYER-
AND SUPPLIERS) SUPPLIER)

Fig 1.3 Total knowledge flow to the focal buyer
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CHAPTER IV - Research Design

This chapter illustrates the empirical work carrieat to test the theoretical framework
developed in the previous chapter. It includes axglions about the sampling and data collection
procedures, the description and operationalizatiowariables, and the statistical model used. In
addition, it describes the empirical setting of tegearch, the motor-vehicle industry.

The chapter is divided into five sections. Thetfasction presents the formal model that has
been used to test the hypotheses. The second reaitigcribes the motor-vehicle industry,
focusing on the reasons why it is a setting suitabl the present theoretical study. The third
section provides details about the sources for Bagyand data collection and illustrates the
different steps carried out to get the final datasbich comprises network data, patents data, and

financial data. The fourth section presents theriigsons of all variables and measures.

4.1 Model specification

The thesis aims to assess the effect of the sujgptietwork on the buyer's innovation using
guantitative methods adopting social network ansl{SNA) and a regression model. The first
one led to the identification of network characiecs and actors’ positions through the
computation of network variables. After the netwarlalysis, traditional estimations of the effects
that network variables have on a firm's innovati@ve been implemented through a regression
model.

The hypotheses developed in chapter three ideotigydependent variable: the innovation
performance of the focal buyer. Hypotheses one thmee predict two main effects of the
supplier's centrality among suppliers and amongetsipn the buyer's innovation output, while
hypotheses two and four introduce the moderatiteyabthe strength of ties.

| specify the equation that ensues from the afortimeed theoretical model. In the
equation, the dependent variable, the focal bugatsnt count, is regressed against the vector of
explanatory variables including both hypothesizéfiéots and controls. | use a longitudinal
research design and therefore all variables arexadl over firms (i) and over time (t). Using a

pooled cross-sectional notation, the regressioateucan be written as follows.
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FB Patents;=
By + 3 (Centrality S1-S2), + 3, (Tie Strength FB-S1);1 + % (Centrality S1-S2) * (Tie
Strength FB-S1),., + [}, (Centrality S1-B2);.,+ % (Relative tie strength FB-S1/S1-B2); + %
(Centrality S1-B2)*(Relative tie strength FB-S1/S1B2) ., + [3; (controls) ., + &

Specifying the controls it becomes:

FB Patents;;=
By + 3 (Centrality S1-S2).; + % (Tie Strength FB-S1)y1 + [& (Centrality S1-S2) * (Tie
Strength FB-S1).; + 3 (Centrality S1-B2),; + [ (Relative tie strength FB-S1/S1-B2); + %
(Centrality S1-B2)*(Relative tie strength FB-S1/S1B2).; + & (ROA)w.. + & (R&D
intensity)i.1 + [ (Current ratio) ., + 31o(Debt to equity)., + R (Emp)is + R(Patents S1),
+ Bx(Supply ties FB-B) w1 + [(Horizontal ties FB-B) i1 + Ri5(SH efficiency) i

1B316(Presample patents)., + &;

where FB = focal buyer, S = suppliers, B = buyprst motor-vehicle assemblers. Specifically S1
are suppliers located at distance one from thel foager, while S2 and B2 are suppliers at
distance two and buyers at distance two from thalfbuyer respectively.

The four hypotheses are tested looking at the sigd significance of the following
variables: Hpl: (Centrality S1-S2); Hp2: (Centsali®1-S2) * (Tie Strength FB-S1); Hp3:
(Centrality S1-B2); Hp4: (Centrality S1-B2) * (Réiee tie strength FB-S1/S1-B2).

| used a lag of one year between the dependenablariand the regressor values: the
dependent variable is computed at time t, whilettadl regressors are computed at time t-1. The
variable Presample patents is the presample coohgaytecumulating the focal buyer's patents
preceding the period under analysis and it is basesl three-year window.

The dependent variable, innovation output, as ssmted by patent counts, is a count
variable and takes only non-negative integer valugse linear regression model assumes
homoskedastic normally distributed errors. Becaingse assumptions are violated with count
variables, a count modalill be used, either a Poisson or negative binomaglessiordepending
on the presence of overdispersion in the data datandeviation of data exceeds the mean)

(Hausman et al. 1984).
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4.2 Empirical setting: the motor-vehicle industry

The choice of the motor-vehicle industry as the ieiggd setting for the analysis has
multiple motivations primarily related to the typ&product marketed in it and to the presence of
inter-firm networks. First, product development datherefore also innovation development)
ensues from the interaction of different partiess basically collaborative in nature becausehef t
product characteristics | will analyze below, intjaular the complexity typical of a "fabricated-
assembled" product. Second, the motor-vehicle tngliss a prominent example of a sector where
one encounters inter-firm networks on a large schlés is manifested by many sources (e.g.,
Dyer, 1996; Fine & Whitney, 1996). In particularpglier-buyer relationships are of great
importance. More in general, the industry has theracteristics of a business system that favors
the development of strategic buyer-supplier netaofiiese are suggested by Chou (2006): (a) an
industry with high clockspeed (given by the ratet@thnological innovation and the extent of
competitive intensity) and by Jarillo (1993): (lt)l@ast some critical activities have advantages if
carried out in a de-integrated way; (c) specialize@stment such as capital investments, people,
or time, results in higher efficiency; and (d) spedf responsiveness is important and leaving
coordination just to arm’s-length market mechanigrigefficient.

Moreover, the choice of the motor vehicle indussryaluable in terms of contribution to
the network literature. In fact the empirical sagtiof current network-based studies has remained
quite narrow, in spite of claims to generalizabiliinstitutional contexts where relational
explanations are favored (e.g. biotechnology) vpeegerred by researchers, while relatively fewer
studies focus on mature industries characterizedvdayically integrated processes of mass
production and distribution (Lomi & Pattison, 2006)

After a short definition, | will highlight some indtry traits related to my analysis.

As for the definition of the industry, it is compeid of establishments primarily engaged in
manufacturing or assembling complete automobilesks, commercial vehicles, and buses, as
well as specialty motor vehicles intended for higgwuse such as ambulances, armored cars,
hearses, fire department vehicles, snow plows, tamdtrucks. Subcategories included in the
industry are: motor vehicles and passenger carebptliuck and bus bodies, motor-vehicle parts
and accessories, truck trailers, and motor homdss definition corresponds mostly to the

Standard Industrial Classification (SIC) categonl 3‘motor vehicles and equipment” and is the
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original definition. From 1998 on, the Commerce Beément switched to the North American

Industry Classification System (NAICS), and it hasalculated industry output on the NAICS

basis back to 1987 (Cooney & Yacobucci, 2007). ifldestry classification is somewhat broader
in the NAICS than in SIC 371, because NAICS 3363irporates products previously included
under non-automotive categories (e.g., automotiveanditioning equipment). It includes the

categories of motor vehicles manufacturing (NAICEB), separately produced motor-vehicle
bodies (NAICS 3362), and motor-vehicle parts (NAIB53); these are commonly combined in
the Bureau of Economic Analysis data as “motor elelsi bodies and trailers, and parts.”
However, the SIC and NAICS automotive data arelamainough to be considered alternatives for
each other.

The motor-vehicle industry is unique in that itys together an extremely complex set of
components from multiple sources. A motor vehislenade of approximately 15.000 compongénts
per vehicle and from 60 to 80 percent of a vehikkourced externally. Mechanical and electronic
systems are designed and integrated to meet thergmees of consumers and the requirements of
regulators. This huge amount of components mugtrbeduced, delivered, and assembled in order
to produce a well-functioning vehicle. The buyeraomotor vehicle is buying a product to which
several thousand companies have contributed. Thermehicle is assembled from many different
parts that in turn are made of other parts; bebaah part lies a chain of refinement starting \&ith
raw material and including different stages of ps®ing in which different companies may have
participated. All the parts of the vehicle musttéigether and they must be of the right shape and
dimension. The production stages must be timedhao people and machinery are available.
Hence there is within the system a great needdordination of all the operations that in many
ways are interdependent. Since many of the compamie dependent on other branches of
industry for their activities, the need for coomtion extends throughout the industry (Forsgren et
al., 1995).

In the motor-vehicle industry, product developméntecoming crucial for competition

because technology is increasingly more complexdiverse. Looking at new technologies, one

% The thousands of parts that go into a motor vehielsically contribute to two main functions: some
of the parts help to create the power by whichvitgicle is propelled, and some help to create tuy bhat
holds the power source, as well as passengersa@dsgThe body consists of two principal modules: t
passenger compartment and the exterior skin. Thefiain consists of three principal modules: clsss
engine, and drivetrain (Rubenstein, 2001).
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can see a shift from a traditional V-8 engine wihr-wheel drive of 20 years ago to a variety of
engine-drive train combinations today. The samepbapd in brakes and suspensions, engine
control systems, and materials and electronicsrkQaFujimoto, 1991). Speed, efficiency, and
effectiveness in product development become kesetsiof competitive advantage.

Product development in this industry has peculiaaracteristics derived from the
simultaneous complexity of two elements: fireductand theprocess/projecto develop a new
product. The complexity of a product can be defiakuhg two dimensions: complexity of internal
structure and complexity of user interface. Theanwethicle product shows high levels of both.
The complexity of the process/project is given iy humber of different stages it includes, by the
number of diverse actors it involves, and by thelef interdependence required among stages
and among actors. | will shortly examine the afeeationed aspects.

A vehicle hasnternal complexitypecause it is a "fabricated-assembled” produdt aihigh
number of distinct components and production séepkhigh interdependence among components
that imply internal coordination and technologicahallenges and sophistication. More
specifically, there is a hierarchy of parts, congras, systems, and modulespart is typically a
small, individual piece, either a standardized genigem such as a bolt, or a piece of metal,
rubber, or plastic stamped, cut, or molded intéstirettive shape. Aomponentonsists of several
parts put together into a recognizable featureh) sigca seat cover or camshaftsystenmcombines
several components to make a functional portioa mbtor vehicle, such as an instrument panel or
a transaxle. Anoduleintegrates several systems into one of the majds wf a motor vehicle,
such as a passenger compartment or engine (Ruiner2§i@1).

The requirements from buyers to suppliers increggimoved from parts to modules
starting in the 1980s with the diffusion of leamguction practices. This kind of demand requires
higher competencies and combination capacitiehemart of the suppliers and the availability of
diverse knowledge and a broader perspective andlidge scope that a supplier can derive from
its own network of contacts. In this respect a $ispp network position and resources play a more
significant role. Originally, producers assembldmusands of individual parts supplied by
thousands of individual companies (e.g., knobsesyistamped metals, and gauges were purchased
by different suppliers to build instrument panel&fterwards, an efficiency-driven logic led
buyers to ask suppliers to provide components adisté parts (e.g., radios complete with wires

and knobs, ready to pop into the instrument pankén systems instead of components (e.g.,
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entire instrument panels, complete with knobs, gaugnd padding), and finally modules instead
of systems (one supplier can be contracted to geombt just instrument panels, but seats, door,
headliners, floors—the entire passenger comparinfRobenstein, 2001). Finally, to balance low

dependence on suppliers and efficiency, the trerdmiyers' behavior starting from the twenty-first

century has been to satisfy their demand by bulange modules and systems, but still buying

some small components and parts at the same time.

A vehicle also hasxternal complexity meaning that it is complex from the buyer's
perspective, giving rise to several different perfance dimensions. Most of them are subjective,
indefinite, subtle, emotional criteria, difficuld translate into technical specifications. The user
interface is multifaceted in that a vehicle carnsfatcustomers in a number of ways beyond basic
transportation, not all of which are clearly reciagd by the customers themselves. This enhances
the importance of the interaction and collaboratimtween buyers and suppliers because in a
context like this the knowledge of users' needs perdeptions is fundamental for product and
innovation development. The main conclusion in tieispect is that on one hand buyers need to
assemble advanced components in an innovative maémie innovative, and on the other hand
suppliers need specifications derived from the sidents and collected by the buyers to provide
up-to-date and adequate components.

Second, as for thgrocess/projegta project to develop a new car is complex and-ored;
it may involve thousands of people for a long tised it is characterized by engineering
complexities. Planning and design are complicatecchianging markets and long lead times.
Although each manufacturer has its own version pfaaluct development process, a standard set
of steps is used by all manufacturers to struchmaduct development eoncept, feasibility,
design, pilot, ramp-upgndcommercialization that gives an idea of the complexity of the psx
Several stages imply greater interaction betweeplmrs and buyers; the discussion now turns to
the way in which this interaction occurs.

Once aconcepthas met approval at a board level, it is trandlééo "product intent” and
technical requirements, which are then reviewednduthe feasibility stage. The project and
manufacturing plan, product criteria, and a fulbgmam budget are the output. Ttkesignstage
includes the interaction with suppliers: The creatof a more detailed design based on outputs
from the feasibility stage and on inputs from suiggl occurs. Updates are made to the

manufacturing plans and supplier plans are findliZéhe purchasing function facilitates sourcing
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decisions (i.e., supplier selection) with inputonfr both engineering and manufacturing
compartments. Suppliers with characteristics (eqgality, cost, design, delivery, and financial
performance) that meet the manufacturers' critarea asked to quote on a vehicle system or
component. Depending on the specific program requéints, a varying combination of
manufacturer and supplier resources will be browggether to create the system design. Overall
systems engineering responsibility resides with tedicle manufacturer, which facilitates
integration of the various components, sub-systemd, systems that combine to create the final
product.

Obviously, the concept, feasibility, and desigrgetof the motor vehicle are a function of
the concept, feasibility, and design stages dfsattomponents. Supplier involvement in the design
and development of a vehicle can take place ineudifit ways corresponding to different
components, as shown in figure 1.4. In the caseipplier proprietary partstandard products are
taken from concept to manufacturing by the supglist sold to assemblers through a catalogue.
Economies of scale are the advantage. In the presegfiblack box partdevelopment work is
shared between the assembler and the supplier;assembler generates cost/performance
requirements, exterior shape, interface detailg, @her design information based on the total
vehicle planning and layout. This is partially giskbasic design and styling ideas can leak to
competitors through the supplier. Indetail controlled parts systemmost of the component
engineering work, including parts drawing, is diméouse. Detailed and basic engineering are in
the hands of the motor-vehicle maker. Suppliers iareeharge of process engineering and
production based on blueprints provided by therabser.

Subsequently, the production readiness of suppdirdstooling is ensured during the pilot
stage when the confirmation that vehicle productian meet the volumes that the marketing plans
require takes place. Product and process integréyalidated in addition to the completion of the
launch plan. Finally, supply chain issues are resbland tracking plans finalized for production
criteria during theamp-upstage. Product performance is confirmed with rég&o cost, quality,
and delivery and the program transitions intodbemercializatiorstage.

In general, the decision concerning the amount edfeltbpment that must be conducted
using the manufacturer’s internal resources orgusirppliers is increasingly complex. There are
several reasons for manufacturers to rely on seppbllaboration. First, as vehicle complexity

(e.g., electronics) has increased, it has becortreregly difficult for a manufacturer to maintain
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the necessary competencies to design, developmandfacture many systems, thereby creating

the need to look outside. Second, supplier capiasilnave increased significantly in recent times.
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Therefore, suppliers continue to enhance their vation efforts and share of vehicle
development such that three-quarters of the cost wéhicle is coming from suppliérsAs a
consequence the effectiveness of the purchasirgidunhas a larger bearing on a manufacturer's
performance. In parallel with supporting individyadograms, the purchasing function is also
tasked with developing its supply base. With suchigh proportion of a manufacturer's costs
residing with suppliers, it is critical for purcliag to ensure that suppliers deliver the right
products, at the right price, at the right timeisTiB becoming crucial for manufacturers to achjeve
as the source for both innovation and developmaiggates to suppliers.

Looking at the real strategies carried out by thetamvehicle companies in previous
decades, one can see that before 1920 suppliers pdirticipated in component design and their
innovations proved instrumental in creating viab@éicle designs. As the 20th century progressed
and North American manufacturers increased thetermal parts design and production
capabilities through vertical integration, the nded suppliers with design capabilities declined
significantly. The Japanese influx of the late 19@0d early 1980s brought increased competition,
technology changes, and foundations for a new sayurmodel for American companies.
Originally the Japanese and the American modelerdid in that in the first supplier-buyer
relations have always been mainly collaborativeilenin the second they were adversarial. About
the turn of the 21st century in the American cohtesmpanies spun off their internal parts
divisions and, in doing so, increased the needteir new suppliers to raise their design and
innovation capabilities. Subsequently increasingspure has been placed on profitability. In an
effort to address such issues, companies havedudoneir supply base to reduce costs, increase
innovation, and share warranty.

In general the quality of the relationships betwdimth American manufacturers and the
suppliers is not as collaborative as in the casth@fJapanese manufacturers. The tensions that
might exist between suppliers and manufacturera stem many potential sources. One source is
certainly the context of increasing global compatitand reduction in market share. This has
forced manufacturers to attempt to control cosevaty opportunity and innovate where possible
in an attempt to increase product attractivenebgyTincreasingly look to their supply base for

relief. Often they opt to shop a supplier's intll@l property, "market test" suppliers’ pricesd an

* Supplier's share of vehicle development is expetteincrease from 37 percent in 2002 to 63
percent in 2015 (McKinsey and Company, Inc., 2003).
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demand concessions from suppliers. Through varimgans, suppliers have voiced their
objections to the methods used by manufacturets negards to pricing, intellectual property, and
warranty. According to suppliers manufacturers #adpt such actions clearly reflect a short-term
mentality.

Particularly with respect to intellectual propeggme issues exist. Suppliers traditionally
work on a design but do not receive payment foir tbentributions until production starts. A
supplier will invest for the length of the developmh program and typical not receive any
payments for the development work from the manufactduring that period. The supplier will
amortize any investments into the price of the arecovering costs over the life of the
production program. This creates the conditionsdpportunistic behavior of the buyer. Some
manufacturers create a second competitive bid ansepplier has created the drawings, so that
they can squeeze further on price or get furtheowative advantages. The supplier that creates the
design and makes the initial investment is disathged as it has a cost wasted and an idea
disclosed that other bidders do not have. As oppl®r states: "American automakers have us
work on drawings, ask other suppliers to bid omthand give the job to the lowest bidder" (Liker
& Choi, 2004). Some manufacturers demand that gngptontractually waive their rights to such
intellectual property (unless patented) and witisthe technology at the first opportunity.

On the other hand, the supplier's power is exptaivell in the words of Nick Scheele,
formerly president of Ford: "unhappy suppliers ntigadicate their best people, invest their best
resources and offer their newest technology andviation to our competitors, putting Ford at a
competitive disadvantage" (Chew & Whitbread, 2002)this respect, a supplier executive said:
"If we are squeezed on price it is less likely tatwill offer new technology to that customer as
we will not get return on that investment" and "somanufacturers will find themselves cast-off
the leading edge of technologies and supplies" \{Gh&Vhitbread, 2002).

To conclude, the world motor-vehicle industry ismacrocosm of the new industrial
competition. The rivalry among motor-vehicle mamtdmers is extremely intense. Each segment
of the market is highly competitive with manufaets increasing the frequency at which they
renew the products they offer. The competitive guess in today's industry exacerbate the need
for successful decision-making processes that helgefining the products and the respective
attributes to be engineered into a vehicle, andréiseurces needed to create and manufacture

products. Motor-vehicle companies continuouslyératf the pros and cons of conducting product
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design, development, and production internally wergurchasing such activities from suppliers.
Innovation, effectively applied, can solve problenetated to cost, regulation, and consumer
needs, and is a prerequisite for competitive prtsdacross most segments of the motor-vehicle
market.

The last remark | want to point out regards thesiedl validity of the study, meaning the
applicability of the same predictions and mechasi¢m other industries. Many of the critical
problems in developing a new motor vehicle - indigg engineering and manufacturing,
establishing links between technical choices andtorner requirements - show up in the
development of most "fabricated-assembled” produ€ten in process-intensive industries such
as steel, aluminum, and engineered plastics theddems are sufficiently general that analysis of

the motor-vehicle industry can provide useful ihssg

4.3 Sample and Data collection

This section of the chapter reviews all the stdya ted to the achievement of the final
dataset employed to implement the statistical madel test the hypotheses. The building of the
dataset was perhaps the main effort of the workgliing a huge amount of time and attention.
This was also due to the high number of firms ideliin the sample, mainly related to the method
of analysis. In fact, network approaches tend tolystpopulations by means of a census. Since
network methods focus on relations among actorsnéf actor is selected then all other actors to
whom that actor has ties must be included accordinige criteria chosen.

The overall process started with the sampling mloo® consisting of data collection,
execution of cleaning procedures, and final idesatfon of the firms in the sample. Subsequently
collection and elaboration activities were impleteehin three principal fields: relational data
through network analysis, patent data, and findrddda. | elaborate on each of these in the
following subsections. All the data collected h&ween elaborated, matched, and exploited through

extensive use of Microsoft Access.
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4.3.1 The sample: data collection and identificatiof the nodes

The empirical study is focused on the U.S. motdriale industry. The sample includes all
the suppliers operating in the United States arelr tbustomers, which are motor-vehicle
companies and other suppliers. To obtain the Saaiple the following procedure was followed.

First a list of all the suppliers established ia thnited States was drawn up using as a main
source the directoriZLM Guide of US Automotive Sourcinthe ELM Guideis a reliable source
that is acknowledged in the industry and that heenbalready used in the literature by several
authors (e.g., Chung, Mitchell, & Yeung, 2003; ag & Nooteboom, 2001; Martin, Mitchell &
Swaminathan, 1995; Delmas & Montiel, 2009; Held&94; Henke, Parameswaran & Pisharodi,
2008; Klier, 1998, 2000; Klier & McMillen, 2006; Miambi & Helper, 1998; Okamoto, 1999;
Sako & Helper, 1998; Sako, Lamming, & Helper, 1994y, 2003). However, its use in a wide
network context is a somewhat new application. fastworthiness of the source of data merits
attention. The&eLM Guideis the result of a survey carried out periodicallg Klier (1998) asserts,
it is difficult to accurately assess the coveragéhs directory, since the size of the true survey
population is unknown. However, anecdotal evidemtéionda (Mair, 1994) and Nissan (Bennet,
1994) indicates good coverage of the tier one seipplants. Moreover, the information obtained
from the ELM Guideis qualitatively consistent with previously pubksl accounts (Mair et al.,
1988; Kenney & Florida, 1992; Rubenstein, 1992;M\M&94). Hence systematic bias in the results
is unlikely.

| retrieved suppliers’ lists for five years: 199896, 1998, 2001, 2004, corresponding to the
years of publication of thELM Guidevolumes, since they are not published yearly. fiteted
version of the data was transposed into an eldctdaiabase. Total number of suppliers identified
was 1,203 suppliers in 1994, 1,330 in 1996, 1,245998, 1,209 in 2001, and 1,156 in 2004. |
collected data at the company level (EleM Guideincludes data at both the plant and company
level). Companies that produce machine tools or maaterials and those that produce primarily
for the aftermarket are not part of the ELM databd$he data include information on “captive”
suppliers that assemblers own and operate thensssilveh as engine and stamping facilities.

Besides the sampling process, through these vollimbtined additional information for
each company, such as parent company names, ownépslblic, private, or joint venture),

location with ZIP code, date of establishment, nembf employees, sales figures, number of
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plants, parts, processes, raw materials, and desnin which they export. These data are
expressed at the company level, meaning typichlysubsidiary level. They can be exploited for
further development of the research and investigatat the subsidiary level. On the contrary, for
the purposes of this thesis, the study is execatt¢lde corporate level of analysis, focusing on the
ultimate parent companies of the subsidiariesdistetheELM Guide.Therefore, the information
useful for the current empirical work includes pareompany name and ownership. However, to
make sure that they were correct, and also thapanent company mentioned from the supplier
was the ultimate parent and not an intermediatenppazompany, | conducted a search in other
sources, more focused and specialized in provithiag kind of information \Vfho Owns Whom:
Directory of Corporate Affiliationyolumes by Dun and Bradstreet and @ porate Affiliations
database by LexisNexis). The principle underlyihgs tchoice is to use the most suitable data
source for each specific type of data and to ubenever possible, multiple comparable sources.

The second stage of the process to get the fimgblsaconsisted of the identification of the
ultimate parent company, for each supplier undetyais, for each of the five years. | carried out
this activity using two complementary sourc&ho Owns Whom: Directory of Corporate
Affiliations volumes by Dun and Bradstreet and @wporate Affiliationsdatabase by LexisNexis.
These sources report the corporate hierarchy afdhganies over time, listing all the subsidiaries
of a given parent company. The first one consiftprinted volumes by year and geographic
region. The second one is an electronic databasértithe historical search section comprises data
from 1993 to 2010. | supplemented these sourceb thié NBER files that, for the North
American public companies, report the match betwaéinthe patent assignees (including
subsidiaries) and their parent companies foundamglistat North America. | will explain later
the specific structure of these files, in the pasattion. These files, particularly the one named
"dynass"”, match patent assignees’ standard nantbs fmarent companies dynamically, recording
each parent with the related period of ownershiptaike into account change in corporate
ownership. Matching the firms in the sample with #tandard names of the patent assignees | was
able to use the match provided in the files totlgetcorresponding Compustat parent company, as
an additional source.

By recording the parent companies in the differgreriods found through the
aforementioned sources, | also recorded changt®inwnership structure of the companies and

different subsequent parent companies for the sampplier over time. To check for these cases |
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integrated the aforementioned data sources withMbeger Tracksection of LexisNexis. The
cases of mergers were also isolated and takeragttount. Moreover, | searched newspapers and
online libraries for information about ownershipadlges regarding those firms that did not appear
in any of the aforementioned sources. Another aifdit source was the electronic database, One
Source, which reports the current corporate hiérascof firms. In the ownership section of the
ELM Guidesome companies were identified as JV (joint vasgubetween two companies. For
these cases | searched for the parent companyobf @athe participating companies and |
included it in the sample.

The third step for the identification of the nodemsisted of the coding of the corporate
entities identified. The coding obviously passetigh a preliminary activity of standardization
of names. Dealing with the difference in the spgllof the same name in different sources or even
in the same source over time was the first hindrdomvercome. Beyond the spelling issue it was
important to find all the cases in which a charmgéhie company name occurred. In these cases the
same unique identifier of the company (assigneabdd to be assigned to the multiple names.
This name changes could occur at the subsidiaryaaritie parent level, both of which were
verified. A subsidiary's name change was mainlgaliered through th&LM Guidefrom the
presence of the same data for two entries over (ii@e in two subsequent years) differing just in
the company names. A parent name change was iddmtifainly in two ways. First, by checking
Corporate Affiliationsby LexisNexis, which records the different paneames over time. Second,
by checking one by one for all the cases in whishilasidiary changed parent company during the
five years under analysis. In this way it was passito distinguish whether the new parent
company was the result of an acquisition, a mexyea, simple name change. The identification of
a change in the parent company was made poshildegh the prior coding of the subsidiaries
which had led to a matching of individual subsidiarto parents. In the end, the coding included a
code for the parent company that differed dependimghe category (namely supplier, motor-
vehicle company, customer-supplier), and two cddethe subsidiaries, one independent from the
parent company and one placing the subsidiary uadg@ren parent company.

This above procedure was followed for all the firoamsidered: (i) suppliers in the original
ELM list (original equipment manufacturers, [OEMsind (ii) customers that are in turn divided
in two categories: (a) customers that are motoreletcompanies, namely assemblers, and (b)

customers that are other suppliers. A differenetgb code was assigned to each of the three
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categories to keep them clearly recognizable inviréous data elaboration activities. Naturally,
some of the suppliers listed as customers candodratluded as suppliers in the original ELM list;
in that case they will have the same code. Fopthiposes of this study no distinction is made in
the formulation of the hypotheses between tier-ame tier-two suppliers or other tiers' suppliers.
However, theELM Guideincludes suppliers of different tiers. | have retaat this distinction in
the attributes of the nodes in the network, clgByif as tier-one the suppliers selling parts jost t
motor-vehicle manufacturers, as tier-two the sugupliproviding components just to other
suppliers, and as mixed tier the occurrence of lbages simultaneously. This is something that
can be used for further development of the research

The fourth step included the exclusion from the ganof some of the corporate entities
identified through thé&ELM Guideand the aforementioned steps and sources. Sdigifiamong
the customers, | excluded from the assemblers thosges not operating in the motor-vehicle
industry and from the suppliers the aftermarketrmsses. These two types of nodes are beyond
the scope of the present study. Finally, | wasddro exclude a few suppliers that did not provide
the list of their customers. To keep them inside sample and consequently inside the network
would have been a distortion in that they wouldeéhbgen included as having zero ties when there
was instead just missing data. They did not have zestomers, they just have not disclosed their
customers.

Even though the sample is made of about a thoussatittes yearly, which form the network
to implement the network analysis and to compute/ok variables, the dependent variable in the
regression model refers to the motor-vehicle congsarmhe number of these companies is small
in the industry and the sample comprises 58 mathiele companies included in all or in some of
the years of the study. | analyzed the differerinethe sample composition among years as for
motor-vehicle companies to check for the existesfce reason for the presence of a motor-vehicle
company in some years and not in the others, ssi@tquisitions, mergers, or termination. All the
cases fell in one of these categories.

Moreover, | executed two alternative models thé#fiediin the sample composition of the
motor-vehicle assemblers and that function as astoless check. In one case | used the whole
sample resulting from the aforementioned proceduréhe other case | identified and excluded
from the sample, and consequently from the netwaonktor-vehicle companies having no

operating activities in the United States. This feaisat least two reasons, both aiming to avoid the
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inference of an incorrect causal relationship betwihe supplier's network characteristics and the
buyer's innovation through the introduction of ashin the model. First, the U.S. suppliers could
not be sufficiently representative of the overalpglier base of a motor-vehicle company that is
not operating in the United States at all. Heneepgnizing the U.S. suppliers’ network as an
antecedent to its innovative output can be toongtran assumption. Second, this study is
investigating social exchanges and it could be nddffecult to justify or presume the occurrence
of a social exchange in the presence of a subaltalistance between a supplier and a buyer. It is
more likely the presence of a supply tie withoutcinunformation exchange. | used these two
alternative samples to make sure that the restdta@ altered by spurious effects. | will present
the results of the models in chapter five; thdifigs are that they maintain essentially the same
pattern of coefficients and significance. In thel éne whole sample is made of 1,096 nodes in
1994, 1,185 nodes in 1996, 1,128 in 1998, 1,06@sad 2001, and 1,016 nodes in 2004. In the
second model excluding the motor-vehicle companigsoperating in United States the sample
includes 1,089 nodes in 1994, 1,177 nodes in 183@0 nodes in 1998, 1,052 nodes in 2001, and
1,007 nodes in 2004.

As a prerequisite to facilitate the subsequent dalizction activities, another activity was
carried out: the partition of companies into prevaind public companies year by year. In fact,
patent data and financial data collection involifeecent opportunities and procedures in the case
of public or private companies. | draw this infotioa from theELM Guide LexisNexis, and the
Compustat North America and Compustat Global b§tsompanies accessed through the Wharton
Research Data Services (WRDS) web site. | idedtifisound 380 public companies considering
the years as a whole; for these companies | redddimtification codes, such assip or gvkey

that were useful then for linking the different tieigs of the dataset.

4.3.2 The relational data and the building of theetwork

As already explained, the analysis focuses on @mpliyer networks; it starts from the
assumption that a supplier-buyer network is anr@sténg field of study in that supply ties and
other types of ties are intrinsically mixed inTiherefore vertical and horizontal relations, namely
supply ties and alliances, are simultaneously ptesed can be added up in a single tie. |

summarized the different types of ties in a cordimi measure that is the strength of the tie,
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assigning a specific value to each type of tie.rEtf@ugh | used an aggregated tool of analysis,
the two networks had to be built separately andagibently merged. | briefly explain the process
executed to get the supply ties and the alliare=e ti

Supply ties have been obtained, as already meitjdream theELM Guide which provides
for each year for each supplier a section includimgustomers: all the buyers listed in the survey
by the supplier. This information allowed constrogtof the five supply networks, one for each of
the five years, through the following process. t-ircollected data on the supplier-customer ties
from the volumes. These data are expressed autisdsary level both for the supplier and the
customer. Second, since in a previous step | ifiedtthe parent companies of all the firms, |
executed a match between the original parties ueeblin a tie (subsidiaries) and the list that
associates each subsidiary with its parent comp#@mytranspose the original ties into ties
expressed at the parent level. Third, | excludedféw ties listed from the suppliers as tier-two
relations with a buyer (i.e., the supplier declaietvas a tier-two supplier to a given buyer)
without specifying the intermediate direct nodecohnection because | could not establish the
direct relations in these cases. Finally, | uplabdedes, relations, and attributes - namely, whiethe
the node is a motor-vehicle company or not (for paeposes of the current hypotheses) - into
UCINET VI and | was able to build the supply netlwéor each year.

In the network, the ties have been considered msngjfric (even if they are supply ties with
a clear direction where one party supplies therathe) because the subject of interest is the lsocia
interaction of people connecting with people. Tikialso in line with the following remark. These
supplier-customer ties can involve as customers$ latother supplier and a motor-vehicle
company. | specify that in the development of thipdtheses and also in the regression model the
buyer is intended to be understood as the motoicheliompany, the final product assembler.
This is because the value added in a social exehengiven mainly by the nature of the nodes
involved in a relation. The suppliers, even if dffetent tiers, can be considered approximately
equivalent in terms of knowledge base. The fact tha supplier is buying a component from
another supplier is not enough to classify the Beppn the buyer category when studying the
supplier-buyer relations in the motor-vehicle ingdyseven more because the ties are considered
as symmetric because of the interest in the sesiehange. If the relations are considered to be

symmetric that does not look at the direction @& tltow, therefore it is not the direction of the
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relation that can assign a role to the partiehefrelation (e.g., supplier 1 is supplying suppfier
that consequently is classified as a buyer); thisis given by the inherent nature of the nodes.

Alliance ties have been found using t8®C Platinumdatabase, provided by Thomson
Reuters, specifically theloint Venture/Strategic Alliancesection. This database provides
substantial archival information on inter-firm agneents and it currently represents one of the
most comprehensive sources of information on alkan(Li et al., 2010). A careful review of the
coverage of SDC reveals that the data are widelgrsified with different firm sizes and types
(public, private, and subsidiary) and that theylude both two and multimember alliances
(Aydogan & Chen, 20085DC (Securities Data CorporatioRJatinum obtains information from
publicly available sources such as company annanecss, Securities and Exchange Commission
(SEC) filings and their international counterpattade publications, and news and wire sources.
SDC collects the alliance formation announcementsupdates the alliance status daily. This is a
database widely used in alliance research (e.de &taal., 2002; Chang, 2004; Anand & Khanna,
2000; Sampson, 2004; Oxley & Sampson, 2004; ReudRag§ozzino, 2006; Sampson, 2007).
Anand and Khanna (2000) noticed that the SDC a&amformation is reliable and consistent
with other sources. For instance, they found tHaE'S alliance SIC codes are consistent with the
LexisNexis database. Although there have been sooreerns about SDC's accuracy of
announcement dates, through different sourceswubgffed that in most cases the discrepancy is
within a few days, or at most one or two months.régorted in Anand and Khanna (2000) the
data go back to 1986; however data prior to 1990at equally comprehensive, since SDC
initiated systematic data collection proceduregracking such deals only in 1989. The sample for
the current study runs from 1994 to 2004, henceeti®eno such a problem. In this dataset each
data point is an inter-firm agreement. The datpsetides comprehensive alliance details, more
specifically, information on the participating fisvin an inter-firm agreement, the date of the
agreement, the alliance activities, the industng, ¢tatus, and the type of agreement. The type of
agreement is directly available as binary variablehe SDC Platinundatabase.

For each of the companies in the sample, all tlenaks in the period under analysis have
been found irfSDC PlatinumThe steps to get the alliance ties were the fofigwFirst, to retrieve
the alliances of a given firm a way to unequivocadlentify the firm was needed. In SDC each
name is associated to a CUSIP. For the public camapdisted in North America, | was able to

upload the already identified CUSIP inside SDC ged the corresponding alliances. For the
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private companies and for the public companiegdisilobally (which do not have a CUSIP in
Compustat) | needed to conduct a search for themahye, one by one, in the SDC system to find
the correct entity and to record the CUSIP assidne8DC. There were about 1,500 companies.
Second, | queried the system to extract all tharales associated with those codes, selecting as
criteria both "Participant Cusip" and "Participaftimate Parent Cusip" to make sure that all the
alliances of the ultimate parent company as wethase of its subsidiaries were included in the
output; this yielded an Excel spreadsheet withhalties. Third, since the focus is on the impéct o
the ties on a firm's innovative performance, thégpouwas filtered to keep just the alliances of
selected types, namely R&D agreements, manufagtuaigreements, supply agreements, and
licensing and cross-licensing agreements. Alspplied a filter to select just certain status dstai

of the agreement, namely completed/signed or rdiagd (thus excluding letter of intent,
pending, etc.). Fourth, as for the date of theade, a "date announced" and a "date effective" are
provided. | always utilized the effective date wslét was missing. Alliances were collected that
were effective between 1994 and 2004. Alliancegglly last for more than one year, but alliance
termination dates are rarely reported. This reguihe researcher to make an assumption about
alliance duration. Since the choice of a fixed wewvdof some years (e.g., Gulati and Gargiulo,
1999; Stuart, 2000) seems to be equally arbittauged the assumption that the alliance lasts from
the date of establishment through the last ye#imeperiod analyzed (Gulati, 1995).

Moreover, of course each firm can have allianceth ai variety of actors, spanning the
boundaries of the industry. Only those allianceseal at developing innovations potentially useful
to the motor-vehicle industry were of interest. Hoer, this does not provide any hint about the
SIC code of the alliance; that is the sole paramiatéhe SDC output that could be used to select
the alliances in a specific field. This is becatlse suppliers of components, and therefore the
potential applications of the alliances involvingemn, fall within a wide range of SIC codes,
different from the strict motor-vehicle industry dawmlifficult to identify and circumscribe. As
already stated, the ELM directory is a comprehentist of the U.S. suppliers and the customers
that are assemblers cover almost all the motoreleldompanies. Therefore | matched all the
actors involved in the alliances found in SDC witle nodes of the sample; then | selected the
alliances involving at least two nodes of the samphe supply network, in the year under
analysis. In this way the knowledge developed iraldiance is very likely to contribute to further

development and innovation in the motor-vehicleustdy in a more or less direct way. This also
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solved the issue of choosing the alliances justhenbasis of the alliance activities (provided by
SDC in the "application text" and "deal text"); avéhough executed, this activity, was often
challenging due to the presence of technicalitie$ were not always thoroughly understandable.
At this point, | was able to build the five allismoetworks, one for each year. The alliances found
are respectively for the total sample and the sarfgadused in motor-vehicle companies operating
in the United States: 96 and 94 in 1994, 217 arwdi?1996, 286 and 282 in 1998, 321 and 318 in
2001, and 334 and 330 in 2004.

Finally, | superimposed the two networks - suppdywork and alliance network - to create
a sole multiplex network to conduct the subsegamatysis and compute the network variables.
First, | transformed the two matrices representiveggtwo networks into matrices of the same size.
Then | joined the two networks to create a muliptetwork through the UCINET VI program
command:data => join; transform => multiplex The resulting network is a valued network
assigning a different value for each kind of relaship (e.g., 1 = supply tie, 2 = alliance, 3 =
alliance + supply tie). Subsequently | dichotomized resulting network to have a network
reporting a tie if there were at least one kindetdtionship (asking for a 1 in the matrix for vesu
>=1). In this way each cell of the matrix has beewered by th&ij indicator, which represents
the relationship between actor j and i and is etmdl" if there is at least one kind of the three
aforementioned relationships, "0" if there is nihe subsequent step was the computation of the
network variables. The network analysis is focusedthe ego-networks of the motor-vehicle
companies. At the same time, an effort was madibtain data on the firms in the network, both

patent data and financial data.

4.3.3 Patent data collection

Patents data have been collected from the U.SnPate Trademark Office (USPTO) using
the National Bureau of Economic Research (NBERJsfill used this source also for firms
headquartered outside the United States to allawgistency, as each national patenting system
has different rules and standards for applicatiod granting (Griliches, 1990) that could have
introduced a bias. Also, the U.S. market can besidened the leading market for patenting and
patent competition and the USPTO database hasittamtage of being the prime indicator of new

technological inventions, and therefore the moktvent one for innovation policies (Narin &
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Olivastro, 1988; Jaffe & Trajtenberg, 2002). Furthere, as Ahuja (2000) pointed out, prior
research using patent data on international santledollowed a similar strategy of using U.S.
patent data for international firms (e.g., Stuad &odolny, 1996; Stuart,1998) and statistics from
the USTPO (in 1994) indicated that almost halflbUaS. patents were issued to foreign entities.

| collected patent data for the years 1990-200% fiitst years were used to compute the
pre-sample variable. The last year enabled to apphg between alliance network structure and
patent output. | obtained patent counts for eagh through the following procedure. First, |
matched the names of the parent companies in thelsaand of all the subsidiaries of each of
them with the patent assignees (using a slightlierdint procedure between North American
public companies, public companies listed globallyd private companies, due to different source
availability). Second, | got all the patent data tioe assignees identified, using the NBER files.
Third, | filtered patent data according to specifieeds, namely the years of interest and the
technological classes chosen. Fourth, | computeld #an's patent count for each year following
two methods functioning as a robustness checkhénfirst method | assigned 1.0 and in the
second | assigned 0.5 to the patents in the presainco-patenting (i.e., patents issued jointly to
the firm with some other firm). | briefly elaborad@ each of these points.

The identification of all the patent assigneesrreig to the firms of the sample followed
these steps. For the public North American comaniased NBER files that include the match
between Compustat firms and patent assignees namnaesther sources used for the other firms
(Corporate Affiliation and Who Owns Whonplus the implementation of a word-matching
procedure). | will explain the latter later. | fachere on the NBER files. The NBER files consist

primarily of four parts that in all create a linlketiveen a Compustat name and all the patent

® This matching between assignee names and firmsisted of a multi-step procedure. Assignee
names are listed in the patent data from the USTR®Othey are not standardized because of different
spellings, misspellings, abbreviations, etc. Usaxensive name standardization and matching rajtine
NBER files grouped these into a single “assignéat tvas assigned to a unique number, the “pdpaben
assignee names were matched to firms and subssli@éntified inWwho Owns WhonThis step used an
automatic name-matching routine including cleardnd standardization of names. Designators of catpor
form (e.g., “Inc.”) were removed and common ablsdens standardized. As a result, in a large nurober
cases the standardized assignee name exactly matclstandardized organization name. Then a word
frequency algorithm was used to identify likely ofas. Potential matches that included unusual wiords
both the assignee name and the organization naceéveel high scores and were examined manually. In
order to create a correspondence between the sthretd organizations found and to uniquely identify
organizations present in Compustat, NBER filesohticed a variable named “pdpco.” Then to track the
change in corporate ownership over time, data ormgens and acquisitions of public companies repoiried
the SDC database were used and the results wergadn the file “dynass.”
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assignees’ names under this company and consegiattieen a Compustat name and all the
patents data that refer to it. The "assignee" dilstematizes all the patent assignee names with
standard names and assigns to each standard neode,anamed "pdpass"”. The "pdpcodhr” file
assigns to each Compustat North American firm namncede, named "pdpco”. The "dynass" file
establishes the link between the two mentioned filrough the codes "pdpass" and "pdpco”.
Specifically it links patent assignee standard retee Compustat North America firm names,
tracing back the subsidiaries to their parent cangzadynamically (recording subsequent parent
companies in different periods in case of changewnership). In all, the files assign to a given
company the patents of all the subsidiaries owveteti Therefore using these files together
combined and elaborated through Microsoft Acceswas able to associate the public North
American firms (Compustat North America firm names)the sample to their subsidiaries,
namely patent assignees names and codes, pdpaskeFmn-matched firms and for each of the
public companies globally listed, | prepared a disall the divisions and subsidiaries for each of
the years under analysis usiffgho Owns Whonby Dun and Bradstreet (several countries’
editions) andCorporate Affiliationsby LexisNexis as a prerequisite to collect all pag¢ents under

a given parent company. For the private compadigs to the high number of these firms (about a
thousand), the list of parent companies and ofstiesidiaries present in tHeLM Guide was
prepared. Afterwards, for non-matched firms, foblgucompanies listed globally, and for private
companies, | executed a word-matching proc€diorenatch the subsidiary names found with the
assignees’ names. It was possible to specify tlsrate percentage of similarity between the
words and this yielded the list of the patent assigmeesesponding to parent companies.

As for the collection of patent data for the assi&g identified, | utilized the NBER file
named'Pat_76_06_assg"; it records all the patents adddes all the patent data associated with
each "pdpass". For each patent, information sucheagates on which the patent was applied for
and granted, the identification number of the patidwe technological category, class and subclass,
etc. is provided. Using the list of the "pdpassfresponding to the sample and matching them
with the "pdpass" inside the NBER file, | was camnsently able to extract all the patent data, one
per line in a spreadsheet. Also, | checked thatamglication year of the patents of a given

assignee was always included in the time rangehichwthat assignee was under the parent in the

®The tool employed for the data match is a searginerby Thorsten Doherr.

"l fixed the percentage of similarity at 90 percent.
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sample. Merging the results on the patents fronthall sections (public North America, public
listed globally, and private) yielded patents diffet from zero for 785 distinct firms (across the
different years of the study).

Subsequently | filtered the patent data to meetiBpeneeds, specifically for the years of
interest and for the technological classes chogbe.first implied just a filter on the application
date. The latter deserves an explanation. | filtelee obtained results to keep just the most
appropriate technological classes. Some firms enstmple can be diversified firms with lines of
business outside the motor-vehicle industry. Tkeghnological efforts are thus also diversified,
including patents granted in multiple business @réar the purposes of this analysis | needed to
identify their automotive-related patents. Findibgsiness-specific patents for large diversified
corporations is a common empirical problem in regeaelated to patents. To accomplish this
identification for the firms in this sample | idéred all the patents for the firms in the samgals,
explained above. | then computed the frequencyiloigion of patents across classes for this
sample of patents. | then ranked the classes bguhder of firms in the sample that had patents
in the specific class. Thus, the highest-rankedsclay this criterion was the class that had the
largest number of firms patenting in it. The lofpc this was that if most of the sample firms are
patenting in a class such a class would naturalydtevant for motor-vehicle firms. | identified
120 classes that accounted for about 68% of thentsabf the firms and included the patenting
efforts of 687 of the 785 firms in the sample; aiseéd these classes to conduct the patent analysis.
| then examined the distribution for natural “cutigs.”

To summarize, the cut-point is not arbitrary keltes on at least three motivations. Firstly,
these classes stand for about 68 percent of afjdatents in the sample (I computed the cumulative
percent value of the frequency). Secondly, | comguwnother relevant indicator: the number of
distinctfirms of the sample patenting in these classesy Hne 687 firms, accounting for about 87
percent of the sample. Thirdly, | carried out as#nty analysis, considering different potential
levels of top classes; and | found that beyond ttmisshold the marginal rate of increase in the
percentage of patents covered does not increasenstance, the top 100 classes included 60
percent of all the patents; the top 150 includ@&ient of all the patents. Going from 100 classes
to 120 yields a spread of 8 percent, while goiramfr120 to 150 yields a spread of 7 percent.
Finally, | also considered an alternative methadkeéep just the classes that were ranked highest

both in terms of number of firms and number of ptteand delete the others. However, looking
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also at the content and description of the patéintarned out that there are classes with a high
number of firms patenting in them but with a lowmher of patents in them that are strictly
related to the core automotive industry. This pimesoon is due to the specificity of knowledge
and to the different degrees of potential innowaiess in a given field. This outcome shows the
usefulness of keeping the high number of firmdimdlass as the principal driver for the choice.
Finally, as for the computation of the patent coamteach firm and year, | followed two
alternative methods with regard to the co-paternisage. | measured the variable in both ways and
| executed the regression models in both waysentified the patent codes that were attributed to
more than one firm; and | assigned for these psi@score of 1 and a score of 0.5 alternatively to
each firm. | added these up, obtaining two differemunt measures. To apply a count model, as
required by the type of dependent variable, inségond case | rounded the patent count off to the
next integer. In this way, in the first case thienfivas assigned all patents issued to the firrthen
second case the firm was assigned all patentsdssolely to the firm and half of the patents

issued jointly to the firm with some other firm.

4.3.4 Financial data collection

The main sources | used to collect financial dataGompustat North America and Global
and Worldscope, two widely acknowledged and rediatwols. | retrieved data through the
companies “gvkey” list in the first case and thrloumpmpany names in the second one. | looked
through other datasets such as OneSource, Orhisviargent Online but their use was reduced to
preserve consistency among the data of differemipamies.

Afterwards, | adjusted the data for inflation usthg Producer Price Index. Then, since the
data were originally expressed in each countryisericy, | converted values to U.S. dollars using
the archival exchange rates contained in the CotrapGdobal currency translation information.

When financial data were not available for someryda.g., R&D expenditures), | used a
regression imputation procedure (Little & Rubin8I9to impute missing values for the missing
variable and complete the data. When it led to iagar improbable values, | attributed the last
available data. | retrieved data on all the pulsiienpanies, both suppliers and motor-vehicle
companies, even though for the purposes of theeptegork, | utilized data on the motor-vehicle

companies only. In the end, | excluded the motdiiste companies for which it was impossible to
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find financial information in any of the years undmalysis. The final dataset for the regression
included 181 observations in the case of the whetavork and 156 observations in the network

without motor-vehicle companies not operating & thnited States.

4.4 Variables and Measures

4.4.1 Dependent variable

The dependent variable is tfazal buyer’s innovation outpyEB Patents,). It is measured
through thepatents countthe number of successful patent applicationsabemis granted for a
firm i in a given yeat. The literature provides good reasons to use thigsore as well as
inherent limitations.

As Schilling and Phelps (2007) pointed out, one vimywhich knowledge creation is
exemplified is in the form of inventions (Schmoakl&966). Knowledge embedded in artifacts
such as inventions represents the “empirical kndgéé of organizations (Hargadon & Fanelli,
2002). Trajtenberg (1987) concluded that patengsvatid and robust indicators of knowledge
creation. Patents provide a measure of novel itwestthat is externally validated through the
patent examination (Schilling & Phelps, 2007). awlrupon an extensive body of research that
uses patents as measures of innovative output egards them as entities with economic
significance, conferring property right on the gase (Ahuja, 2000) and as useful statistics for
measuring economically valuable knowledge (e.gilidBes, 1989,1990, Hausman et al.,1984,
Kortum, 1993).

Patents are also excellent indicators of technoddgiompetence because they are directly
related to inventiveness (Ahuja, 2000). Empiridadses have shown that patent counts correlate
well with new product introductions and inventioouats (Basberg, 198@nd that they provide a
fairly reliable measure of innovative activity (Aesal., 2002).

On the other hand, there are limitations to empigyjiatents as measures. Some patents are
never exploited commercially; products can be radeptable or not patented for strategic reasons.
Moreover, the economic value of patents is higlielogeneous (Cohen & Levin, 1989).

As Ahuja (2000) pointed out, the degree to whichsth factors are a problem varies

significantly across industries. One challengehiat tthe propensity to patent may vary as the
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industry changes, resulting in a potential biasvihet al., 1987). | limited this potential bias by
sampling in a single industry, so there should bgeeent degree of uniformity in the firms'
emphasis on innovation and patenting behavior.

The propensity to patent may also differ due tonficharacteristics (Griliches, 1990). |
attempted to control for this kind of heterogenéityywo ways, as | will explain later in Chapter
five. First, | introduced a covariate, PresampléeR® (described below). Second, | ran the
regression using both firm-fixed and random effa@ctsy estimations.

Patent data was collected from the U.S. PatentTaademark Office using the National
Bureau of Economic Research (NBER) files. Others®s; such a€orporate Affiliationsand
Who Owns Whormwere also used, as explained in subsection 4.3o0Athe measure, | used the
application year as the reference year for thenpatsunt. Therefore, granted patents were counted
using the year of application. | followed this pedare in order to control for differences caused
by delays that may occur in the patent-grantingc@sses. | considered a lag of one year with

respect to regressors.

4.4.2 Independent variables

The independent variables in the model are netwarkables. The dependent variable is
focused on theego or the focal buyer. Therefore, one could presuhee d@doption of an ego
network analysis, typically involving the ego'satit ties and the ties among the ego's direct ties
(Kilduff &Tsai, 2003). However, the aim here isgo beyond the ego network and relate the ego
innovation output with partners of the ego's pagné basically dealt with nodes up to a path
distance of two from the focal buyer. Before préisgnthe measures, | want to specify that the
structure of the network under analysis is theofeihg. There is a focal buyer, namely a motor
vehicle company, connected to several suppliersh B& these suppliers is also linked to buyers
and suppliers. | investigated the impact of theptiaps centrality among buyers and suppliers on
the focal buyer’s innovation. The network is mageofi the following ties: FB-S1 = focal buyer -
supplier; S1-S2 = supplier - supplier; S1-B2 = digpp other buyers; where 1 and 2 signal the
path distance of the node from the focal buyer,evgpecifically, whether the node is reached

indirectly by the focal buyer through another nddesupplier) or not. Since | am assessing the
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impact of the supplier's network on focal buyensovation, the direct ties between focal buyer

and other buyers are treated as a control varaidenot included in the network.

Preliminary remarks

The study aims to relate the alters' networks chariatics to the ego's innovation output.
The alters are the suppliers around the ego obtilyer. The focus is on the impact of an alter's
centrality in its network on a buyer's innovatidimis situation is related to what Borgatti (2002)
defined as th&ey player problem (KPP)given a social network, it consists of finding ay ke
players-set of ordek that is maximally connected to all other nodedsTiwolves finding nodes
that can reach as many remaining nodes as posgldiirect links or perhaps short paths.

At first glance, the methods of social network gael appear to easily solve the key player
problem measuring node centrality. However, an @ggr specifically designed for the key player
problem is needed (Borgatti, 2002). The centrafiproach consists of computing the centrality of
each node in the network, then identifying and sirapthe k most central nodes to comprise the
key players-set (Borgatti, 2002).

Since many measures of centrality exist, one quedtiat arises is which measure to use.
Centrality has been widely recognized in the nekwiberature as an essential structural attribute.
In 1948, Bavelas was already testing the hypothbsiscentral positions confer influence. Since
then, the concept has been used in numerous stinliaslassic article, Freeman (1979) deduced
three main forms of centrality: degree, closenasd,betweenness.

To deal with the key players problem, we can expegasures based on degree centrality
(Borgatti, 2002) to be the most appropriate. Degrerality expresses a node's connectedness,
and it is simply the number of nodes to which aegiwode is adjacent. The degree centrality of
node a isCD(a) = da, where d is the number of collaborators adjacenint@ntor a. More
specifically, a social network is represented le@n undirected, non-valued graph G, consisting
of a set ofN nodes and a set &f edges connecting pairs of nodes. The graph igiedcusing
the so-called adjacency matrix, Brix N matrix whose entrg; is 1 if there is an edge between
andj and O otherwise. The degree centrality of a nagl@efined as

D=k =Yg

Since in the first step the number of nodes coexidith the number of ties, the previous

formula measures degree as the number of direcatiemde has to the other nodes in the network.
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In undirected data, actors differ from one anotimmording to how many connections they
have. The basic idea is that influential nodesthose with the largest number of direct ties to
other nodes in the graph. Hence, assuming thatewls implies potential for influence, a node
with a high degree has the potential to directfiuence many other nodes.

The centrality measures are plausible solutionghferkey players problem. However, they
are not optimal due to the design issue that utBhpaarises from the fact that centrality measures
were not designed with the key player problem dmadly in mind.(Borgatti, 2002). As Borgatti
(2002) noted: "If we formulate the key players peob in terms of reaching the most nodes
directly, degree centrality is optimal. If we fortate it in terms of reaching the most nodes in up
to m steps, then we can readily define a new measuceridfality ‘m-reach centrality” that counts
the number of nodes within distaneeof a given node. For key players, we want to mesathe
distance-based reach of the key players-set inéo ntwork around it. Degree, closeness,
betweenness and eigenvector centrality measuresoareptimal. Hence, we must develop new
measures based on the concept of reach. The stmeteh measure, termetreach is a count
of the number of unique nodes reached by any meoilibe key player set in m links or less."

This is the principle underlying the measures dusethe model, and the path length considered is
of two, going up to the alters' of an ego's alters.

By measuring the impact of the supplier's (altet®racteristics on the focal buyer (ego)
innovation, the model used in this study explaindependent variable referred to as node 1
through the network characteristics of a node 2 thaonnected to node 1. The explanatory
variable refers to a node different from the onavkoch the dependent variable refers. However,
this discrepancy is artificial because the netwoHharacteristics of node 2 can be directly
expressed as characteristics of node 1 by usingapipeopriate measure. This is even more
necessary if the explanatory variables refer teteo nodes connected to node 1 and not just to
one node, as in this case (i.e., the focal buyeroale 1 is directly connected to several buyers,
node 2, and not just to one). Therefore, an agtgdgaeasure is necessary.

As already explained, the concept underlying thasuees utilized is the number of nodes
to which a node is connected, at a path distanome@for of n, that is, an extension of the concept
of degree. Since | am relating the supplier's editrwith the buyer's output, | needed to use the
degree in a more complex form. While degree dedls direct ties, the measure | introduce is like

an extension of degree for indirect ties at patigtle two. In any case, degree centrality is the
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simplest and most intuitive measure, but it is simmes considered too rough. | want to specify
that in this specific case, closerfeasd betweenne$sre less significant, in that they are more
global measurements that bring into play the clessnor intermediary role of all network
members, not just connections to immediate neigh@ifduff &Tsai, 2003). On the contrary, this
research focuses on the ego network, even if thepepetive is a bit wider (i.e., considering alters
of the ego's alters). Moreover, since the focusnisboth the gatekeeping function of the ego's
partners and on the competition that it can defriem indirect connections, the number of nodes
to which the ego's partners are linked seems ttemidie most. | also needed to distinguish among
different types of nodes to which ego's partneesamnected, and the use of betweenness and

closeness measures makes it more difficult to tlaége partitions into account.

Centrality S1-S2

The Centrality S1-S2rariable measures the average number of supm@@rsected to the
focal buyer's alters that are suppliers. It expedhe average centrality of the supplier connected
to the focal buyer, among other suppliers.

Centrality S1-S2can be measured as the number of S nodes reatled isteps by the
focal buyer divided by the number of S nodes redaéh@ne step by the focal buyer. | refer to this

measure aReach Efficiency ,Svhich can be computed with the following ratio:

Crai (s1-s2= REACH EFFICIENCY¥g;_S = 2 STEP REACH_S / 1 STEP REACH_S

n n
Crai s1-s27 2. S2; 1 Y. S
=1 =1

where
S2 = suppliers at path distance 2 from the focgeb&B
S1 = suppliers at path distance 1 from the focgeb&B

8 Closeness is defined as the degree to which aigimonnected at short distances to all other firms
in the network (Freeman, 1979). It is measurechasnverse of the sum of the distances from onatpoi
all other points, normalized by the size of thewrgk. It is based on distance and takes into cenattbn
not only the connections to immediate alters batdloseness to all network actors. In other woecdsjral
actors do not rely on others to get information@as, 1948).

° Betweenness of a given point to two other poistshie capacity of standing on the paths or
geodesics (i.e., minimal length paths) that coniteem. It explains the intermediary value of a ntalall
members of a network.
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Network reach measures the degree to which any ereaila network can reach everyone
else in the network. Two-step reach calculatestimaber of actors that a node can reach in the
network in 2 steps; One-step reach calculates timeber of actors that a node can reach in the
network in 1 step.

In the standard ego network measures computatimistep reach is a measure that goes
beyond ego's one-step neighborhood to report theeptage of all actors in the whole network

that are within two directed steps of ego (Hanne&driddle, 2005). And reach efficiency (two-
step reach divided by size) norms the two-step hrdag dividing it by size.Cgp; (S1-S2)

corresponds conceptually to this measure, but il@ys the absolute number of actors instead of
the percentage and divides the numerator by (9iZzestead of size. In fact, the size of the ego
network is defined as "the number of nodes thatstep out neighbors of ego, plus ego itself"
(Hanneman & Riddle, 2005).

Reach efficiency is a measure that shows how mauogrglary contacts can be reached
through each unit of primary contact (Hanneman &dRi, 2005), and consequently it is very
suitable for the analysis of the incoming and oimgdiow of knowledge to the focal buyer
through the supplier. It essentially measures ae'sodutreach to secondary ties that could be
significant in transmitting information (Hogset &Bett, 2007). Reach efficiency indicates that
ego's primary contacts are influential in the nekwdt is the normalization of two-step reach by
size. The higher this number, the more primary acistof ego are relevant in the network. The
idea here is to measure how much secondary cah&ego gets for each unit of primary contact.
If reach efficiency is high, then the ego is reagha wider network for each unit of effort invested
in maintaining a primary contact. If the ego's héigrs, on average, have a few contacts that ego
does not have, the ego has low efficiency (HannetnRiddle, 2005).

In theCentrality S1-SZariable, two-step reach is computed includindhadinodes at a path
distance of two, irrespective of a simultaneous@nee of a direct tie between the focal buyer and
the node at distance two (i.e., some nodes includdte computation of the two-step reach can be
reachable by the focal buyer in one step and indi®ps simultaneously). S2 can also include the
actors in the ego network (i.e., those connectezttly to the focal buyer).

As a robustness check, | also specify an altermat@sure for the variabl@entrality S1-S2
It has the same formula but the specification oisSdifferent: S2 includes just the nodes that are

exactly at a path distance of two from the focaldsuThe nodes that are at a path distance of two
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from the focal buyer but also connected to it diyeare dropped. This corresponds to a narrower
measure of the supplier's centrality, and it is ¢eatrality of the supplier S1 in thexternal
network consisting of suppliers S2, a network that exctudlee ego network. The aim of
introducing this alternate measure is to emphaasmkisolate the gatekeeping role of the supplier
S1, the role of linkage between the ego network thednodes external to the ego network. This
enables one to control for the overlap of two défe effects: the knowledge flow available thanks
to the supplier's centrality and the higher coaation related to the density in the ego network.
The analysis is focused on the first effect, anel $econd one could introduce a bias in the
estimations. | executed the regression using thisraneasure of centrality; | report the results of
this model in chapter five in the robustness chesttion. Moreover, this measure of centrality
assures non-redundancy in the linkages: the supgliéevel one is spanning a structural hole
between the focal buyer and the supplier at lavel Granovetter (1973) found that information
flows through weak ties instead of strong ties. Fhep reach measure can be computed using

Ucinet VI.*°

Tie strength FB-S1

This variable measures the average strength ofliteet ties between the focal buyer and

suppliers connected to other suppliers.

n n

n "
TSasi ¢B-s1y =) WRij /Y Ry
j=1

1=1

where

W = strength of the tiR"ij

1% Two-step reach with respect to suppliers can bepeted in the following ways: (1) running
networks|cohesion|geodesic distances; (2) dichaiogithe resulting distance matrix at EQ 2; (3)ning
networks|cohesion|density| density by groups utiegdichotomized matrix as the input network. Faw r
partition, Identity is selected, while for the column partition, aadet indicating the buyer/supplier status of
each node is uploaded. The outputs will be, fomemade, the number of buyers within 2 links and the
number of suppliers within 2 links. Similarly, tlome-step reach with respect to suppliers is egemiab
this result but dichotomizes the matrix at EQ1.
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R"i j= tie between the focal buyer FBand the suppliey (S1") connected directly to the

focal buyer. It is the tie between nodand nodg of the network. The measure includes just the
suppliers S1" (among the totality of S1) that @@anected to other suppliers at the second level
(52). The underlying reason is that this measuo®iigputed to analyse the impact of tie strength
with reference to the supplier's centrality amoungpdiers (S2) on the buyer's innovation (and not
also among buyers, B2).

The numerator is the weighted sum of ties betwaenfacal buyer and the suppliers at a
path distance of one, connected to other supphgrde the denominator is just the sum of these
ties. In other words, sum of tie strengths FB-8&irhber of ties FB-S1.

Since at the first level (direct ties), the numbgEnodes coincides with the number of ties, |
can also express the measure in terms of degrébislicase, it would be the weighted degree of
the focal buyer divided by its degree not weighfeSlince the focal buyer's ego network consists
of suppliers only, through the degree, | am obmjnihe FB-S1 ties. However, | consider the
degree to only involve suppliers (S1) that are eoted to suppliers at the second level (S2).

When | merged the supply and the alliance netwdribtained a multiplex network that is
valued. The system (Ucinet VI) assigns a valueatthdype of tie, specifically 1 in case of supply

tie, 2 in case of alliance tie, and 3 in case dhlatliance and supply tie simultaneously.

Centrality S1-S2 * Tie strength FB-S1

This variable is the interaction of the two measugesented above and is aimed to test the
effect of moderation of the direct tie strengthté focal buyer-supplier on the main relation
between the supplier's centrality among suppliedsthe buyer's innovation.

It can be measured as the multiplication of theeafentioned variables:

Crsi (s1-s5 TSesi (FB-S1") =
n

=(lzls.2j /lzlslj) * (le*R"i i IY R
i= i= i=

i=1

2 The multiplex network is a valued network If thata are valued, then the degrees will
automatically consist of the sums of the valueghef ties, as in the numerator of the variable under
analysis. To get the not valued degree, as in dmmhinator, it is sufficient to dicothomize theginial
valued matrix by assigning 1 for all the valuesagee than zero and then compute the degree.
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The components of the formula have been alreadyetbin the subsections regarding the

two terms of the interaction.

Centrality S1-B2

The Centrality S1-B2variable measures the average number of buyersectathto the
focal buyer's alters, that are suppliers. It exggeshe average centrality of the supplier condecte
to the focal buyer, among other buyers.

Centrality S1-SZan be measured as the number of B nodes reachea isteps by the
focal buyer divided by the number of S nodes redé¢h@ne step by the focal buyer. | refer to this

measure aReach Efficiency Bivhich can be computed with the following ratio:

Crai (s1-82= REACH EFFICIENC¥g;_B = 2 STEP REACH_B / 1 STEP REACH_S

n
Crai s1-827 2, B2,/
=1 j

n
s,

=1

where

B2 = buyers at path distance 2 from the focal birger

S1 = suppliers at path distance 1 from the focgeb&B

Network reach measures the degree to which any meaila network can reach everyone
else in the network. Two-step reach calculatestimaber of actors (i.e., buyers) that a node can
reach in the network in 2 steps; One-step readulzdes the number of actors (i.e., suppliers) that
a node can reach in the network in 1 step. The saonsiderations pointed out abaeach
efficiency in the subsection regardin@entrality S1-S2are valid here as well. The concept
underlying the two variables is the same; they dalifier in thatCentrality S1-BZonsiders motor
vehicle assemblers at the second level, insteaimbliers. This measure is used to assume that
the average centrality of the supplier in a netwoflbuyers affects the buyer's innovation. The

step reach measure can be computed using Ucirét VI.

2 Two-step reach with respect to buyers can be ctedp(l) running networks|cohesion|geodesic
distances; (2) dichotomizing the resulting distantarix at EQ 2; (3) running networks|cohesion|dghs
density by groups using the dichotomized matrixhesinput networkldentity is selected for row partition,
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Since the ego network only includes suppliers #t gistance one from the ego, the buyers
at a path distance of two from the focal buyer ddag simultaneously placed at path distance one
from it. In any case, the direct ties between twaydss will only be included in the control
variable. Therefore, the measure | have computedafoobustness check @entrality S1-S2

cannot be computed in this case.

Relative tie strength FB-S1/S1-B2

This variable measures the relative average stiesigthe ties linking the focal buyer to
direct partners that are suppliers versus the geestrength of the ties linking these suppliers to
the other buyers at a path distance of two.

It can be expressed in the following manner:

RTSs (re-s1/s1-B27 TSesi mB-s1y/ TSesi (s1-82)

where

n . n o
TSsi ¢s-s1) =2 K*Rij I Y Rjj
iz1 21

n n ' nn |,
TSsisr82= 22 A*Gjp / Gip
i =1p=1 =1p=1
Therefore:
n . n , n n , n n
RTSwsi re-sisi-sor (2 KRij I X Rij) 1 (XX q*Gjp / Gip)
j=1 j=1 j=1p=1 j=1p=1

while a dataset indicating the buyer/supplier statbeach node for the column partition is upload@ae of
the outputs will be, for each node, the numberwfdos within 2 links and the number of supplierthin 2
links. Similarly, the 1 step reach with respectbigyers is equivalent to this result but dichotorsiziee
matrix at EQ1.
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where:

K = strength of the tiRlij
R'ij = tie between the focal buyer FBand the supplier (S1') connected directly to the

focal buyer. It is the tie between nodand nodg of the network. The measure only includes the
suppliers S1' (among the totality of S1), which @megurn, connected to buyers at the second level
(B2). The underlying reason is that this measureniy computed to analyze the impact of tie

strength with reference to the supplier's cenyraiinong buyers (B2) on the buyer's innovation

(and not also among suppliers, S2).

g = strength of the tiGjp

G'jp = tie between the supplier at step ongS1’) and the buyer at step tw@B2). It is the
tie between nodpand node of the network.

> K*R; > R i respectively, are the sum of tie strengths aednimber of ties
between the focal buyer and suppliers at a patardie of one that are connected to buyers at a

path distance of two. These can also be expresstkaveighted and not weighted degrees of the

focal buyer with respect to suppliers connecteluyers at the second step.

Y Y g*G » G ip: respectively, are sum of tie strengths and nunafbetes
between suppliers at a path distance of one frarfdbal buyer and buyers at a path distance of
two from the focal buyer.

Therefore, iR TSegi (FB-s17/51-B2)the average strength of the ties between the fmogdr

and its alters— suppliers— connected to other uigedivided by the average strength of the ties
between these suppliers and other buyers. A pesiéitio implies an average tie in the first step
stronger than the average tie in the second sidhelfirst step, only suppliers connected to bsiyer

at the second step are included in the measure.

Centrality S1-B2 * Relative tie strength FB-S1/S2-B

This variable is the interaction @entrality S1-B2aandRelative tie strength FB-S1/S1-B2
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which is aimed at testing the effect of moderatifrihe relative strength of the direct ties focal
buyer-supplier versus the strength of the ties seippther buyers on the main relation between

the supplier's centrality among buyers and the taiy@novation. It can be expressed as follows:

Crai (s1-82) RTSrs (FB-s17/51-B7F

n

=(LB2/3SL)* (,zlk*R'u / ,le},- VI (XY qCply 1G'J-p)
j i= i= i= 1=lp=

=1 j=1p=1 Ip
The components of the formula have been alreadyetbin the subsections regarding the

two terms of the interaction.

4.4.3 Control variables

| need to control for the spurious effect of difflet variables. The control variables
considered in the model are listed in the followjragagraphs.

S This variable is the one step reach, the numlbemodes (in this network, namely
suppliers) in the ego network of the focal buyerd & is needed in the model to control for the
effect of direct ties on buyer's innovation. Evéthie focus is on indirect ties at step two, these
connections at step one are still in place andheeve an effect. It is the size of the ego-network
minus one.

SH Efficiency:This variable measures the structural holes iregeenetwork. As density in
the ego network decreases, more structural hoke$ikaly to open inside the ego network. This
can impact innovation output because it determitiies level of coordination inside the ego
network and therefore the likelihood of succesafudl quick implementation of innovative ideas.
Hence, | need to control for the level of struckimales. | useefficiencyas a measure of structural
holes. This is based on tkéfective sizef the network. The effective size of the netwaskhe
number of alters that ego has, minus the averagdeuof ties that each alter has to other alters.
If alters are connected to each other, ties imtteiork are "redundant” because the ego can reach
all three alters by reaching any one of them. Rstaince, if ego is related to 3 alters and eaeh alt

is tied to 2 other alters, the effective size o tetwork is its actual size (3), reduced by its
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redundancy (2), that is, 1. If alters are not coted among each other, their effective size is 3
(Hanneman & Riddle, 2005). Efficiency norms théeetive size of ego's network by its actual
size. That is, what proportion of ego's ties toalters are "non-redundant.” Efficiency expresses
how much contribution ego is getting for each umitested in using ties (Hanneman & Riddle,
2005). | can use Ucinet VI to calculate these mesmsuhrough the commandsetwork
>EgoNetworks >Structural Holes

ROA: This variable is the measure of profitabilityctintrols for the possibility that higher
innovation is driven by higher profitability. This measured as the ratio of income to total assets.

R&D Intensity: R&D expenditures are likely to be a significantatminant of innovative
outcomes. An appropriate control would be to inelushly the R&D expenditures on motor
vehicle- related businesses rather than corporé&B. Rinfortunately, business-level research
expenditures are not commonly reported. R&D intgnisi then computed as the ratio of a firm's
R&D investment to its revenue.

Current ratio This variable measures liquidity. It is computedthe ratio of current assets
to current liabilities.

Debt to equity:This value reflects the leverage characteristica &#fm and controls for

financial motivations that impact innovative perf@ance. It is measured as the ratio of total
liabilities/(total assets - total liabilities).

Emp: This variable is the number of employees, and & imeasure of size used in prior
research (e.g., Goerzen and Beamish, 2005). Fifngferent sizes innovate differently. In the
classical Schumpeterian argument, companies’ irtr@vaperformance increases more than
proportionally with firm size because large firnismgly have more resources.

Patents S1This variable represents the patents count of tipplers linked directly to the
focal buyer in the ego network of the focal buy&his control is aimed at considering the
technical capabilities and innovativeness of thgpber independently from its network variables.
This is in line with the supplier-buyer literatusghich focuses on the firm-level characteristics of
the supplier. | control for this spurious effect.

Supply ties FB-B This variable measures the number of supply bietsveen two motor

vehicle companies. In the sample, there were vew ¢ases in which one motor vehicle firm
supplies another one using its internal componamtufacturing division. | have kept these cases

separate, in the form of a control variable, beedhsy are an exception that could have the effect
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of mixing up too many components in the network alidr the significance and interpretation
feasibility of the network variables. As alreadypkined, | have executed the regression model for
a robustness check with and without including metdricle companies that do not have operating
activities in the United States. Accordingly, thiseasure in one model will include these
companies, in the other, it will not.

Horizontal ties FB-B This variable measures for each motor vehicle,fithe number of

alliance ties (horizontal ties) with other mototige companies in which it is involved. These
ties have been kept as a control variable and rethémom the network for at least four reasons.
First, the focus of the analysis is the impactlaf supplier's network on the buyer's innovation
output; therefore, this involves buyer-suppliestand supplier-supplier ties but not buyer-buyer
ties. Second, | maintain consistency with the remho¥ the supply ties between two motor vehicle
companies in the superimposition of the supply @hdnce network. Third, without a single kind
of actor in the direct tie with the focal buyerptmany different effects could have been in place
simultaneously. Fourth, while considering the cotitipp of other buyers mediated by the
supplier, we think about the flow of knowledge &hd leakiness of knowledge. If we introduce
direct alliance ties between motor vehicle compans®me competitor buyers will be no longer
considered as reached at the second step throagsufiplier; instead, they are considered to be
reached at the first step directly. However, thifl lgad to biased conclusions or predictions.
While in a direct tie, the parties can safeguardira direct transmission of knowledge by
stipulating norms for information exchange in atcact, limiting the scope of collaboration and
creating rules about what can and cannot be diedumsd shared, thus, the parties will have little
control on an indirect transmission through a sthagpplier. Therefore, the buyer should in any
case be considered a node reached at step 2. 8sarg of a strong assumption, | have built the
network by also keeping these relationships inamt# | ran the regression models. The results are
unchanged in terms of signs and significance.

Presample patent§his variable is the number of each firm's pageim the three years

before the sampling period. This is a measure ef pamovativeness. As pointed out by Ahuja
(2000), the choice of a three- to five-year tim@nie to measure technical capital is consistent with
studies of R&D depreciation (Griliches, 1984). Thgiable it is a measure of past innovativeness

that serves as a fixed effect for the underlyimgirativeness of the firm (Ahuja & Katila, 2001).
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CHAPTER V - Results

This Chapter presents the results of the analyaeged out to test the hypotheses
illustrated in Chapter 3. A short overview of theykresults is presented at the beginning.
Subsequently, an explanation of the line of reaspuinderlying the choice of the model
is provided. Finally, the detailed results will peesented, and robustness checks will be

described. Some issues regarding the statisticladaised in testing the hypotheses will

be analyzed.

5.1 Summary of key results

The key results are summarized in the followindetab

Table 1.1 Summary of key Results

Hypothesis Dependent Independent Predicted Summary
Variable Variable

One Patents Centrality S1-52 + Supported
Two Patents Centrality S1-S2 * - Supported

Tie strength FB-S1
Three Patents Centrality S1-B2 - Supported
Four Patents Centrality S1-B2 * + Supported

Relative tie
strength FB-S1/51-
B2

All the hypotheses are based on the same dependdable; that is, the focal buyer’s
patents count. The first and the third hypothesesstigated the impact of the supplier’s centrality

in the network of suppliers and buyers on the bgyianovation output, predicting a positive and

negative effect respectively. These two main efface supported by the statistical analysis.
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Two moderation effects were predicted to intervenethis process. Hypothesis two
predicted that the strength of focal buyer-suppies has an effect of negative moderation on the
causal relation between the supplier's centralityag suppliers and the focal buyer’s innovation.
This negative effect is supported. Hypothesis forgdicted that the relative strength of the tie
focal buyer-supplier versus the strength of thestipplier-other buyers has a positive moderation
effect on the causal relation between the supplieghtrality among buyers and the focal buyer's
innovation. This positive effect is supported by thata.

The basic estimation was supplemented by robustiesks, along three main dimensions:
sensitivity to statistical estimation utilized, sé#ivity to construct measurement and sensitivity t
sampling choices, to control for potential biasdsese will be explained in the robustness check
section. The overall findings provide strong eviderthat the model is robust to alternative
specifications, that led essentially the same patiecoefficients and significance.

In addition, a statistical analysis has been exeiutomputing the patents - in the cases of
co-patenting -in two different ways, assigning @r@.5 to each joint patent as already explained.
In the chapter, the main model is implemented u€ifig to avoid spurious inflation of patent
counts through double counting of patents; therotheeported in the robustness check section,
marked with &) andcopatenting 1.0"Both results are reported; they appear to belhigimilar.
There is no change in the significance and in thessof the resulting coefficients. Also, in the
robustness checks, four additional models are tegothat differ from the first one at the
measurement specifications or sample level, ornfiatticollinearity check. The casen)' and

copatenting 1.0fs reported also for each of these new models.

5.2 The model

As already explained, the dependent variable, iatiom output, as represented by patent
counts, is a count variable and takes only noninegateger values. The linear regression model
assumes homoskedastic normally distributed eri®irsce these assumptions are violated with
count variables, aount modeWill be used: @oissonor Negative binomial regressiodepending
on the presence of overdispersion in the data datandeviation of data exceeds the mean)

(Hausman, Hall, & Griliches, 1984).
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As we can see from the descriptive statistics tédbéble 1.2), the mean of the dependent
variable does not equal the variance. Thereforecave suspect the presence of overdispersion.
The value of the alpha of 2,013 clearly confirms.th is positive and significant.

Therefore, | should employ a negative binomial nhotte order to establish whether the
fixed effect or the random effect one should becated, | ran the Hausman test. The results show
that | can choose the negative binomial randonteffehave implemented the regression with six
different statistical estimations to check for retmess, these produce consistent results among one
another, both in signs and in significance. Thisigood outcome; the hypotheses seem to be
strongly supported by the data. Of course, thel lefvsignificance is higher in the Poisson models,

with particular respect to the controls. | repb tesults in the following pages.

5.3 Results

In the following subsections, | briefly present ttesults of my main model. Section 5.3.1
details the descriptive statistics and correlatimatrix of the variables used in the research, while

section 5.3.2 presents and discusses the restuhe bf/potheses testing.

5.3.1 Descriptive statistics and correlation matrix

In the main model that excludes motor-vehicle comgmnot operating in the United States,
the network includes 1,089 nodes in 1994, 1,17#&8dd 1996, 1,120 nodes in 1998, 1,052 nodes
in 2001, and 1,007 nodes in 2004. However, sineeddpendent variable is related to the motor
vehicle companies, the regression has been impkechgust on the motor vehicle assemblers. In
the end, after the deletion of firms presentingsmig values in all the years of the panel, |
obtained 37 assemblers and 156 observations cwdivthyears analyzed.

Table 1.2 reports descriptive statistics and cati@hs for the variables considered in the
regression models. As a general remark, the resittse correlation seem to be in line with what
one would expect. | can briefly summarize the najgregate outcome, looking at three aspects:
correlation between dependent and independentblesiacorrelation of independent variables
amongst themselves, and identification of the paiirgariables showing the highest correlations.

In the table for three variables: the dependentkPatents count x yeathePatents Shnd the

127



Presample patentghe values computed—scoring patents 0.5 and ch$e of copatenting—are
both included (for the 0.5 case, the word copateris written in parenthesis).

Dependent and independent variables are low ctecklan all. The correlation between the
independent variables amongst themselves is ndicylarly high, except for the correlation
between the interaction variables (hp 2 and hpd)the variables of the main effects (hpl and hp
3). More specifically, the pairs of independentiailes have the following correlation coefficient,
respectively:Centrality S1-Szand Centrality S1-B20.430;Centrality S1-S2and Centrality S1-
B2*Relative tie strength FB-S1/S1)B20.479; Centrality S1-S2*Tie strength FB-Skand
Centrality S1-B20.424; Centrality S1-S2*Tie strength FB-Sdnd Centrality S1-B2*Relative tie
strength FB-S1/S1-B20.504. The values are almost aligned, with a eaofgvariation of between
0.424 and 0.504. On the contrary, as can be exgetite correlation is high between the variables
of hpl and hp2; i.eCentrality S1-S2and Centrality S1-S2*Tie strength FB-$10.977 and
between the variables of hp3 and hp4, Centrality S1-B2and Centrality S1-B2*Relative tie
strength FB-S1/S1-B20.985. This, even if it regards the interactioasses the possibility of high
collinearity and low power in the testing of thepbyheses. When two regressors are very closely
related, it is hard to untangle their separatecesfen the dependent variable. When one increases,
the other increases simultaneously. It is hardpecidy the increase to which we attribute the
increase in the dependent variable.

To check for multicollinearity, | mean-deviated ttveo variablesCentrality S1-SandTie
strength FB-Slas well as the two variabl€entrality S1-B2andRelative tie strength FB-S1/S1-
B2 before entering them into the interaction. | recated the components of the interaction,
subtracting the mean from their values, updating tbsulting value of the interaction and
executing the model again. The correlation betwbentwo components remains unchanged, but
the correlation between the interactions @whtrality decreases, changing from 0.977 to 0.356
and from 0.985 to 0.238 (as shown in Table 1.3 Significant outcome is that the results of the
model are unchanged in the pattern of signs andfisignce. This new model is reported in the
Robustness Checks section of the chapter in TaBledolumn 5. This shows that the problem of
multicollinearity is overcomeFinally, the correlation among the components ef ititeractions:
Strength FB-Sland Relative tie strength FB-S1/S1-B&ith the hypothesized independent

variables is low, ranging respectively from -0.@61.440 and from 0.279 to 0.534.
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I highlight the pairs of variables showing the léghcorrelation coefficients. Most of them
are very consistent with what can be presumed incipte, or with other results. The high
correlation (0,611) betwed@entrality S1-S2vith SH efficiencythe measure of structural holes in
the ego network, is related to the measureCeitrality S1-S2which involves the ties in the ego
network, which in turn reveals whether structuralels are present or not. For this reason, | have
implemented a new regression model as a robustiesk, a model obtained by excluding from
the centrality measure the ties among actors irthiel@go-network; that is, an indirect measure of
structural holes. The achievement of similar resultthe two regression models assures that | am
not introducing duplications in the measurement tra capable of creating bias. Examples of
other high correlations are betweRresample patents (copatentingfd the dependent variable,
Patents count x year (copatentingith a value of 0.749; betwedtatents S1i.e. patents count of
the suppliers in the ego network) a®ti(i.e. number of suppliers in the ego network) vatialue
of 0.749; betweemp(i.e. number of employees) aBd, with a value of 0.793. Empis a proxy
for size, this is just expressing that larger fitexsd to have a higher number of suppliers, whéch i
highly conceivable. Finally, as expected, the thveeiables computed attributing 0.5 to the
copatenting case are highly correlated with theesponding three variables computed assigning 1
to it (with a correlation of 0.999), but they ar®ed in different regression models; therefore, ithis
obviously not an issue.

The table, which reports the results for the maiodeh and for the model to check for

multicollinearity in the case of the interactiorriadbles, appears below.
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5.3.2 Hypotheses Testing

Tables 1.4 and 1.5 present the results of the maitel. Table 1.4 introduces the variables
of the hypotheses successively in the negativentimloRE model, which has proven to be the
most appropriate for reasons that | will explaiteta Table 1.5 presents the full set of coeffitsen
on innovation, comparing the results of the regomsexecuted using different potential statistical
models. The main model scores 0.5 the patentsicdbe of co-patenting. | present the same tabs
but computed scoring 1.0 the patents in the case-phatenting in the robustness checks.

In Table 1.4, in the negative binomial specificatibfirst introduce the variables regarding
the two main effects on the buyer’s innovation atifinvestigated by hp 1 and 3); subsequently, |
add the moderation effects (investigated by hp®hg#). Sign and significance of the coefficients
remain steady when adding new variables to thedirs.

In Table 1.5, | present the full model with diffatestatistical estimators. This visualization
is useful for comparisons. It is evident that whiilehe Poisson specification, the control variable
are generally significant, they become progresgiviekignificant in the negative binomial
specification. This is quite understandable. Thgatige binomial is inflating the standard errors,
which become bigger and bigger, dropping down tpeificance of the coefficients. This process
is even more enhanced by the presence of the ppésaariable.

| briefly explain the process that led me to theicés of the most appropriate model. | have
included six statistical specifications (in the wohs of Table 1.5), following Cameron and
Trivedi (2010); they explained panel models for mowgata, mentioning four panel Poisson
estimators - pooled Poisson with cluster-robusbrsrr population-averaged Poisson, Poisson
random effects (RE), and Poisson fixed effects (FBJong with negative binomial models in
which | again distinguish in random effects (REY déined effects (FE).

Cameron and Trivedi (2010) asserted that in the aispooled Poisson model, getting
cluster-robust standard errors with cluster onviiddials (i) has the effect to control for both
overdispersion and correlation overtime for giveifhie authors provided an example, showing
that with respect to the default non-cluster-roptis¢ default standard errors are one-fourth as
large and that the default t-statistics are foore8 as large. Therefore the population-averaged

Poisson is also executed with cluster-robust staheiaors.
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Poisson regression is the standard or base cospbnise regression model (Hilbe, 2007).
Since the model plays a central role in count raspanodeling, | began with that. This provided a
base case for comparison with more sophisticatedetaoThe results of the estimations are first
presented in all tables in column 1 pooled Poisamh then in columns 2, 3, and 4 for the panel
Poisson models.

A primary assumption of this model is the equidisfmn or the equality of the mean and the
variance functions. On the contrary, overdispersioturs when the value of the variance exceeds
that of the mean, causing Poisson standard ewdos smaller than they should and recognizing
the coefficient as significant even when that isthe case. Overdispersion is due to heterogeneity
among the observational units that is not accourifbe overdispersion issue can be tackled in
three basic ways: reducing the error variance,ecting the standard errors, and adopting the
negative binomial model.

For instance, for the error variance, overdispersian occur when the model omits
important explanatory predictors. One remedy formmdel when faced with apparent
overdispersion is adding an appropriate predictoapplied this by introducing the variable
Presample patent$o capture unobserved heterogeneity in the firprepensity to innovate.
Presample was automatically excluded from the fe&elcts (FE) estimations. This is the reason it
is left blank in all tables.

The negative binomial regression is the standargd twadeal with overdispersion. Every
application of the negative binomial model is ispense of perceived overdispersion in a Poisson
model (Hilbe, 2007). The negative binomial modé&was for the variance that exceeds the mean.
After the Poisson, | ran a negative binomial spe&ifon to check for the presence of
overdispersion by determining if the value of tlgpdrsion parameter was statistically different
from zero. The coefficient of the dispersion partene was used to determine whether the data
were characterized by heterogeneity or not Was not statistically different from zero, theriada
are to be modeled as Poisson; if there is a statiist significant difference, then a negative
binomial model specification provided a bettentith the data (Greene, 1995). In the case of the
main model, the parameteiis positive and significant—with a value of 2,018éicating that the
data are characterized by overdispersion, anddfeséh specification is possibly inaccurate.

| used the negative binomial specification to tiwt hypotheses. The result is that the

pattern of signs and significance are not alteriéd sespect to the Poisson estimations.
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Even when adopting the negative binomial estimatiahoice of the utilization of random
effect (RE) or fixed effect (FE) has to be done.degide, | ran the Hausman Test. The test is not
significant (with a resulting Prob > chi2 = 0.999This implies that the use of random effect is
allowed. | will focus on these results to test ilypotheses.

As the tables show, the results support the hygethelhe sensitivity to statistical approach
test reveals that all the six estimations prodwigdlar results in terms of signs and significance
with respect to the hypothesized regressors; tnangly support the predictions made in the
hypotheses. | report the results of the negatimerhial in column 6 of Table 1.5 or in Table 1.4.

Hypothesis One predicted that the supplier's cétytrim the network of suppliers would be
associated to superior buyer’'s innovative outputis Thypothesis was supported, being the
resulting coefficient positive and significant avél p < 0,01. Hypothesis Two predicted that the
strength of the direct tie between the focal buama the supplier would negatively moderate the
main effect presented in Hypothesis One. The hgsithis tested with an interaction term and is
supported. The hypothesis found support, and tk#ficient is negative and significant at level p
< 0,01. Therefore, the higher this strength, thveelothe positive impact of the supplier’s centyalit
on buyer’s innovation output. Hypothesis Three mted that the supplier's centrality in the
network of buyers would be associated to the Idwser’s innovative output. The hypothesis was
strongly supported, with a negative coefficientttig highly significant at level p < 0,001.
Hypothesis Four predicted that the relative striergftthe tie between the focal buyer and the
supplier versus the strength of the ties betweisnstipplier and other buyers positively moderates
the main effect shown in hypothesis Three. The thgms found strong support, with a positive
coefficient that is highly significant at level p0s001. In conclusion, the theoretical framework is
supported by the data.

As for the control variables in the full model (eoin 6 of Table 1.5, or Table 1,8atents
s1, Presample patenteandHorizontal tiesare significant at level p < 0.00Ratents sis positive,
and it is the count of the patents granted to sepptirectly linked to the focal buyer. The higher
the innovativeness of the suppliers connectedddtlyer, the higher the buyer’'s innovations. This
result is in line with what is broadly shown in ywi@us literature that identifies firm level
characteristics of the supplier, such as technezgability, as determinants of the buyer's
performancePresample patentepresents the past innovativeness of the focatmhulyexplains

the unobserved firm’s propensity to invent; it issjtive, and its significance proves that it has
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been wise to introduce this additional predictoside the model to control for the firm’s
unobserved heterogeneitytorizontal ties FB-Bis the number of horizontal alliances of the focal
buyer with other buyers; that is, other motor vEhicompanies. The impact is negative. This
finding can be further investigated; the underlypmonciple explaining the effect could be that the
less-innovative firms tend to connect with othesessblers to enhance their innovative skills.
Moreover, the variabl®OA s positive even with a very low significance (p0<). Firms with
high financial performance are able to achieve éighnovation output due to more availability of
resources.

If we consider that the negative binomial estimatgubstantially inflates the standard
errors, reducing significance, we could look at ¥iadue of the Poisson estimation to see which
other variables were significant. The additionaiatsles all show a significance of p < 0.08Lis
positive, meaning that the higher the number ofsilngpliers directly connected to the buyer, the
higher the innovation output. One explanation fos is availability of a wider set of resources in
the case of a wider network of suppliers. Thebt to equitys negative. Higher values of this ratio
are likely to signify pressure to curtail furthexpansion, thereby reducing developmental
activities such as innovative effortSurrent ratiois negative. One possible explanation could be
that this reveals adoption of a short-term perspecwhere the focus on long-term plans of
development, such as innovation, is low&mp the number of employees, is negatively
associated with the firm’'s innovation output. SinEep is a proxy for size, this is a bit
counterintuitive; however if we refer to the inntea function, one possible explanation could be
the congestion effect that captures the dependeheesearch productivity on the number of
people searching for new ideas: If more people ekearch simultaneously, efforts might be
duplicated or wasted; higher numbers of researamight reduce the overall innovative output.
Finally, Supply ties FB-Bs negative. This refers to motor vehicle compsuigat are buying
supply components from other motor vehicle companiée negative effect could be due to lower
levels of specialization of the motor vehicle comipa in that type of business - that is, not their
core business - or could also be explained singitartheHorizontal ties FB-Brariable.

Finally, the coefficient related to the strengthtloé ties, which are the components of the
two interaction termsTie strength FB-Sland Relative tie strength FB-S1/S1-.Bare both
insignificant. This seems quite understandable lmeave are dealing with a complex network in

which strength has an impact on the extent to wthiehsupply can or cannot convey certain kinds
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of benefits to the focal buyer. The effect of theeisgth is a function of other specifications
regarding the supplier, such as its contacts aedktiowledge it can consequently provide;
therefore, it has an effect when in combinationhvah indicator of the supplier’s centrality. In
Table 1.4 (and 1.6, in case of copatenting =1r8pbrt the results of the Log Likelihood-ratio test
The test statistic used in the teggpproximatelyChi-squared distributed with degrees of freedom
(df) equal to the difference of the degrees ofdoem of the compared model (df2-dfl), is always
statistically significant. Therefore the less riesitre models, i.e. those with the introduction of
more variables, fit the data significantly betteart the more restrictive models (from column 2 to

4 of Table 1.4 and 1.6). All the Table | referredrt the present section are reported below.
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Table 1.4 - Model 1 - Panel Negative Binomial Re

Variable
Centrality S1-S2 0 046** 0,071*** 0,446**
(0,016) (0,021) (0,144)
Tie strength FB-S1 0,233
(0,829)
Centrality S1-S2 * -0,342**
Tie strength FB-S1 (0,129)
Centrality S1-B2 -0,157* -1,494***
(0,077) (0,422)
Relative tie strength 0,017
FB-S1/51-B2 2,003)
Centrality S1-B2 * 1,303%**
Relative tie strength (0,389)
FB-S1/51-B2
Constant -3,654 -2,994 -6,440* -1,398
(2,504) (2,382) (2,749) (1,858)
SH efficiency 4,585° 3,561 6,897* 1,602
(2,631) (2,482) (2,827) (1,219)
S1 -0,002 -0,001 -0,002° -0,002
(0,001) (0,001) (0,001) (0,001)
ROA 2,033* 1,737* 1,969* 1,499°
(0,869) (0,845) (0,826) (0,848)
R&D Intensity 3,868 7,304 5,845 3,046
(6,921) (6,683) (6,206) (6,211)
Current ratio -0,463* -0,526* -0,357 -0,319
(0,200) (0,207) (0,227) (0,230)
Debt to equity -0,011 -0,008 -0,006 -0,005
(0,010) (0,010) (0,009) (0,009)
Emp -0,001 -0,002° -0,001 -0,001
(0,001) (9,2e04) (9,2e-04) (9,0e-04)
Patents s1 2,6e-04*** 2,8e-04*** 2,8e-04*** 2,8e-04***
(3,4e-05) (3,4e-05) (3,2e-05) (3,3e-05)
Supply ties FB-B -0,005 -0,003 -0,006 -0,005
(0,016) (0,014) (0,013) (0,013)
Horizontal ties FB-B -0,193%** -0,226%** -0,220%** -0,232%**
(0,048) (0,040) (0,034) (0,036)
Presample patents 0,001* 0,001%** 0,001%** 0,001%**
(5,2e-04) (4,3e-04) (3,6e-04) (3,9e-04)
N, obs 156 156 156 156
Log Likelihood -657,019 -653,957 -651,678 -646,142
Chi Sq/df 6,120/1* 4,560/1* 11,070/4*

°p<0,1; * p<0,05 ; ** p<0,01; *** p<0,001. Standard errors are in parenthesis
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Table 1.5 - Model 1 - Full Model

Pooled Panel Poisson | Panel Poisson Panel Pc?isson Panel Negative | Panel Negative
Poisson Fe Re Population- Binomial Fe Binomial Re
averaged
Variable
Centrality S1-S2 0,989** 0,759*** 0,761%** 0,986* 0,502%** 0,446**
(0,366) (0,054) (0,053) (0,406) (0,156) (0,144)
Tie strength FB-S1 -0,580 1,242° 1,315* -0,092 -0,316 0,233
(0,862) (0,671) (0,655) (0,297) (0,867) (0,829)
Centrality S1-S2 * -0,802* -0,679%** -0,681%** -0,866* -0,416** -0,342%*
Tie strength FB-S1 (0,330) (0,051) (0,050) (0,377) (0,141) (0,129)
Centrality S1-B2 -2,530* -2,158%** 2,174% %% -2,952%* -1,633%** -1,494%%*
(1,113) (0,175) (0,174) (1,112) (0,477) (0,422)
Relative tie strength 5,012 2,376 ** -2,416%** -0,629 0,190 0,017
FB-S1/51-B2 (4,182) (0,663) (0,656) (3,953) (2,091) (2,003)
Centrality S1-B2 * 2,141* 2,115%** 2,127%%* 2,739** 1,501%** 1,303%**
Relative tie strength (1,011) (0,167) (0,165) (1,009) (0,452) (0,389)
FB-S1/51-B2
Constant -6,022 4,690%** 2,096 -0,328 -1,398
(4,779) (0,673) (3,426) (2,037) (1,858)
SH efficiency 3,864 -0,437 -0,408 1,786 0,847 1,602
(3,690) (0,428) (0,426) (2,146) (1,379) (1,219)
S1 -9,2e-04 0,005*** 0,004*** -0,001 3,7e-04 -0,002
(0,001) (7,2e-04) (7,0e-04) (0,001) (0,001) (0,001)
ROA 5,573* 1,858%** 1,828%*x* 2,596° -0,683 1,499°
(2,588) (0,297) (0,296) (1,349) (1,184) (0,848)
R&D Intensity 18,916° 1,988 2,201 8,400 0,567 3,046
(9,974) (1,598) (1,592) (5,955) (7,374) (6,211)
Current ratio 0,104 -0,241*** -0,250*** -0,035 -0,029 -0,319
(0,258) (0,068) (0,068) (0,203) (0,242) (0,230)
Debt to equity -0,007 -0,015%** -0,015%** -0,010 -0,029* -0,005
(0,015) (0,004) (0,004) (0,006) (0,014) (0,009)
Emp -0,001 -0,003%** -0,003*** -7,9e-04 -1,7e-04 -0,001
(0,001) (3,6e-04) (3,5e-04) (0,001) (0,001) (9,0e-04)
Patents s1 2,2e-04** 2,7e-04%** 2,7e-04%** 2,5e-04%** 2,6e-04%** 2,8e-04%**
(7,8e-05) (8,9¢-06) (8,8e-06) (4,7e-05) (4,1e-05) (3,3e-05)
Supply ties FB-B 0,006 -0,020%** -0,018%** 0,008 -0,007 -0,005
(0,029) (0,005) (0,005) (0,019) (0,028) (0,013)
Horizontal ties FB-B -0,056 -0,228*** -0,228%** -0,148*** -0,126** -0,232%**
(0,055) (0,009) (0,009) (0,046) (0,048) (0,036)
Presample patents 8,9e-04*** 0,001* 8,6e-04*** 0,001 ***
(1,0e-04) (5,2e-04) (1,15e-04) (3,9e-04)
N, obs 156 145 156 156 145 156
Log Likelihood -6216,928 -1055,206 -1280,508 -417,485 646,142

°p<0,1; * p<0,05 ; ** p<0,01; *** p<0,001. Standard errors are in parenthesis
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5.4 Robustness checks

In this section, | present several alternative gjpations to the main model. | took several
steps to ensure the robustness of my results dlweg main dimensions: sensitivity to statistical
estimation utilized, sensitivity to construct me@&snent, and sensitivity to sampling choices.
Sensitivity to statistical estimation employed wasted through the execution of the regression
according to different statistical specificatiomsg(, Poisson, negative binomial, etc.). Sensjtivit
to construct measurement was tested consideriggnative measures for the key variables.
Sensitivity to sampling choices was tested by mgnihe regression using multiple samples,
excluding or including some types of firms. Moregweomputation has been carried out on the
dependent variables in two different ways with eztgo co-patenting. Finally, the correction for
multicollinearity between the key variables and theeraction terms (explained in descriptive
statistics section) has been carried out, runriiegrhodel again. Table 1.8 and 1.9 summarize the
results of the five regressions, executed usingRaggative binomial RE, as in the main model.

First, | report in Table 1.6 and 1.7 the resultsh&f main model, re-executed by assigning
1.0 to patents that were granted to more than iome(€o-patenting) to avoid spurious inflation of
patent counts through double-counting.

The sensitivity to statistical estimation is sonmeghl have applied to all the models: to the
main models as well as to the models for robustolssk. In fact, for each table, there are six
columns corresponding to different estimations:l@dd?oisson with cluster-robust errors, panel
Poisson random effects (RE), panel Poisson fixddcef (FE) , panel population-averaged
Poisson, negative binomial random effects (RE)atieg binomial fixed effects (FE) (Cameron &
Trivedi, 2010). These analyze the pattern of sigd aignificance to ascertain if it remained
constant. For each model that corresponds to btlslidifferent dataset, | computedto check for
the presence of overdispersion and decide whichemads most suitable for the hypotheses
testing. The results were all consistent withpositive and significant, suggesting the use of
negative binomial estimation. For each model, b @snsidered the Hausman Test to check if it
was better to use the negative binomial fixed ¢ffestead of the random effect. To be exhaustive,
| recorded it near each table. For different modatel underlying different datasets), the more
suited model can change; therefore, | includedadisible different statistical specifications for

each model (Table from 1.10 to 1.15 in the Appertdixchapter 5), and not just the summary
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tables, 1.8 and 1.9, comparing the negative binobraiedom effects results (RE), chosen for the
main model, in the different models computed fdrustness check. In any case, in all models, the
results seem consistent using different statis§pactifications.

Sensitivity to construct measurement was testedngdag an alternative measure for the
centrality construct (results in Table 1.8, colugri.12; 1.13). | re-estimate the model, replacing
the measure of variabléentrality S1-S2with a different measure than to the one in thénma
model. The variable is measured Bfficiency S =2 step reach / 1 step reach the original
model, the 2 step reach was computed includinthaelhodes at path distance two, irrespective of
a simultaneous presence of a direct tie betweeffota buyer and the node at distance two (the
node in the 2 step reach can be reachable by tted fmuyer in one step and in two step
simultaneously). On the contrary, this alternativeasure was computed including just the nodes
that were exactly at path distance of two fromftial buyer, implying that if the nodes were at
distance two from the focal buyer but were alsonemted to it directly they were excluded from
the computation. The first measure of the main rhiglenore consistent with the hypotheses
formulation: The supplier’s centrality among suppdi should include all the suppliers and not just
those outside the ego network of the focal buykis tvould provide a partial definition of
centrality. However, this check was done for two main reasbrs, to ensure that the measure
was not mixing two effects - namely, the supplieestrality and the density in the ego network of
the buyers - since higher coordination in the egdwork can provide benefit for the
implementation of the innovative ideas. Moreoverce a structural holes variable is also included
in the main model, | wanted to ensure that | wasmtooducing harmful duplications in the model.
Second, this measure stresses the role of theatsrtatside the ego network so that the supplier
being central among them is spanning a hole betweerfocal buyer and the supplier at path
distance of two. | wanted to isolate the impacttlné external environment and the role of
gatekeeper of the supplier. The results show damipattern in signs and significance.

Sensitivity to sampling choices was tested runriregregression using a sample different
from the main model (results are in Table 1.8 cali#n1.10;1.11). In the main model, | excluded
all motor vehicle companies having no operatingvdigs in the United States on the basis of two
main motivation: US suppliers in that case wouldno¢ representative of the total number of
suppliers connected to the focal buyer, and theakexchange would be lower due to low level of

proximity. | ran the regression again with the ta@mple to be consistent with the original source
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of data, the ELM guide, and to check that my twsuagptions were not incorrect and resulting in
an eventual bias in the estimation. The resultsitaii essentially the same pattern of signs and
significance.

| ran the regression with both sensitivities anedysimultaneusly (sampling choices and
construct measurement). Results are in Table @l8mm 4 and 1.14; 1.15.

Finally, the correction for multicollinearity betemr the key variables and the interaction
terms has been carried out by mean-deviating the@abtas, which are components of the
interaction, recomputing the interaction, and ragnithe regression again. The results are
consistent with those of the main model, allowingtd reject the presence of problems of
multicollinearity in the hypotheses testing (resutt Table 1.8 column 5; 1.9 column 5).

In sum, the overall findings provide evidence thia¢ model is robust to alternative

specifications.
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Table 1.6 - Model 1a) - Panel Negative BinomialRmpatenting=1.0

Variable
Centrality S1-S2 0,045%* 0,072%%** 0,445**
(0,016) (0,021) (0,144)
Tie strength FB-S1 0,337
(0,820)
Centrality S1-S2 * -0,343**
Tie strength FB-S1 (0,128)
Centrality S1-B2 -0,166* -1,526%**
(0,076) (0,419)
Relative tie strength -0,184
FB-S1/S1-B2 (2,003)
Centrality S1-B2 * 1,332%%*
Relative tie strength (0,387)
FB-S1/S1-B2
Constant -3,713 -3,158 -6,684* -1,393
(2,462) (2,382) (2,713) (1,847)
SH efficiency 4,637° 3,728 7,144%* 1,701
(2,578) (2,480) (2,787) (1,213)
S1 -0,002° -0,002 -0,002* -0,002°
(0,001) (0,001) (0,001) (0,001)
ROA 2,131%* 1,842* 2,068** 1,614*
(0,817) (0,813) (0,797) (0,816)
R&D Intensity 3,384 6,386 5,059 2,420
(6,632) (6,496) (5,597) (5,971)
Current ratio -0,460* -0,521* -0,349 -0,321
(0,197) (0,204) (0,224) (0,229)
Debt to equity -0,011 -0,007 -0,006 -0,005
(0,010) (0,009) (0,009) (0,009)
Emp -7,9e-04 -0,001 -8,7e-04 -8,3e-04
(8,6e-04) (8,7e-04) (8,8e-04) (8,5e-04)
Patents s1 2,6e-04*** 2,7e-04*** 2,7e-04*** 2,7e-04***
(3,1e-05) (3,1e-05) (2,9e-05) (3,0e-05)
Supply ties FB-B -0,003 -0,002 -0,005 -0,005
(0,013) (0,012) (0,012) (0,012)
Horizontal ties FB-B -0,199%** -0,224%%* -0,217%** -0,230%**
(0,038) (0,035) (0,031) (0,032)
Presample patents 0,001** 0,001*** 0,001 %*** 0,001 %***
(4,6e-04) (4,0e-04) (3,4e-04) (3,7e-04)
N, obs 156 156 156 156
Log Likelihood -661,388 -658,370 -655,743 650,150
Chi Sq/df 6,030/1* 5,250/1* 11,190/4*

°p<0,1; * p<0,05 ; ** p<0,01; *** p<0,001. Standard errors are in parenthesis
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Table 1.7 - Model 1a) - Full Model - Copatenting&1.

. . Panel Poisson . Panel
Pooled Poisson Panel Poisson | Panel Poisson Population- P.anel Negatlve Negative
Fe Re averaged Binomial Fe Binomial Re
Variable
Centrality S1-S2 1,005** 0,746*** 0,748*** 0,993* 0,513%** 0,445%*
(0,367) (0,053) (0,053) (0,404) (0,157) (0,144)
Tie strength FB-S1 -0,611 1,195° 1,264* -0,086 -0,105 0,337
(0,876) (0,631) (0,620) (0,304) (0,845) (0,820)
Centrality S1-S2 * -0,816* -0,669*** -0,671%** -0,871* -0,426** -0,343*%*
Tie strength FB-S1 (0,330) (0,050) (0,049) (0,375) (0,142) (0,128)
Centrality S1-B2 -2,540% -2,158*** 2,172%** -2,953%* -1,704%** -1,526%**
(1,098) (0,172) (0,171) (1,072) (0,480) (0,419)
Relative tie strength 5,411 -2,501%** -2,535%%* -0,238 -0,117 -0,184
FB-S1/51-B2 (4,238) (0,642) (0,637) (4,005) (2,085) (2,003)
Centrality S1-B2 * 2,144% 2,125%%* 2,136%** 2,726%* 1,567*** 1,332%**
Relative tie strength (0,994) (0,164) (0162) (0,970) (0,455) (0,387)
FB-S1/S1-B2
Constant -6,471 4,482%%* 1,555 -0,364 -1,393
(4,918) (0,666) (3,610) (2,035) (1,847)
SH efficiency 3,953 -0,215 0,188 1,947 0,936 1,701
(3,810) (0,419) (0,418) (2,232) (1,380) (1,213)
S1 -0,001 0,005%** 0,004%** -0,001 1,5e-04 -0,002°
(0,001) (7,1e-04) (6,9e-04) (0,001) (0,001) (0,001)
ROA 5,639* 2,173%%* 2,146%** 3,031* -0,535 1,614*
(2,584) (0,294) (0,293) 1,461) (1,187) (0,816)
R&D Intensity 17,918° 0,415 0,624 7,654 0,649 2,420
(10,098) (1,569) (1,563) (6,144) (7,371) (5,971)
Current ratio 0,122 -0,096 -0,106° -0,016 -0,011 -0,321
(0,261) (0,064) (0,064) (0,207) (0,241) (0,229)
Debt to equity -0,010 -0,016*** -0,016%** -0,011° -0,292* -0,005
(0,014) (0,004) (0,004) (0,006) (0,014) (0,009)
Emp -0,001 -0,002*** -0,002*** -4,0e-04 2,3e-04 -8,3e-04
(0,001) (3,5e-04) (3,5e-04) (0,001) (0,001) (8,5e-04)
Patents s1 2,2e-04%* 2,5e-04%** 2,5e-04%** 2,4e-04%** 2,5e-04%** 2,7e-04%**
(7,2e-04) (8,4e-06) (8,3e-06) (4,5e-05) (3,9e-05) (3,0e-05)
Supply ties FB-B 0,012 -0,022%** -0,021%** 0,010 -0,007 -0,005
(0,028) (0,005) (0,005) (0,018) (0,028) (0,012)
Horizontal ties FB-B -0,042 -0,217*** -0,218%** -0,132%* -0,121* -0,230%***
(0,051) (0,009) (0,009) (0,047) (0,048) (0,032)
Presample patents 8,6e-04%** 0,001* 8,3e-04%** 0,001%**
(1,0e-04) (5,1e-04) (1,2e-04) (3,7e-04)
N, obs 156 145 156 156 145 156
Log Likelihood -6380,293 -1084,305 -1311,328 -420,768 650,150

°p<0,1; * p<0,05 ; ** p<0,01; *** p<0,001. Standard errors are in parenthesis
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Table 1.8 - Models 1-5 - Robustness Checks

1 2 3 Samp|i4ng and . 5. .
Construct Multicollinearity
Main Sampling Measurement Construct check
Measurement
Variable
Centrality $1-S2 0,446** 0,463** 0,378** 0,401** 0,093***
(0,144) (0,148) (0,145) (0,148) (0,024)
Tie strength FB-S1 0,233 0,140 0,120 0,010 -1,904°
(0,829) (0,805) (0,832) (0,808) (1,073)
Centrality $1-52 * -0,342**  -0,358** -0,275* -0,294* -0,343**
Tie strength FB-S1 (0,129) (0,131) (0,125) (0,128) (0,129)
Centrality S1-B2 -1,494%** ] 5E2*** -1,572%** -1,635%** -0,184*
(0,422) (0,437) (0,351) (0,364) (0,083)
Relative tie strength 0,017 0,064 -1,134 -1,024 2,464
FB-S1/51-B2 2,003) (1,992) (2,008) (1,992) (1,986)
Centrality S1-B2 * 1,303%**  1,357%** 1,316%** 1,364%%* 1,305%**
Relative tie strength (0,389) (0,402) (0,329) (0,340) (0,389)
FB-S1/S1-B2
Constant -1,398 -1,394 -1,229 -1,227 -0,907
(1,858) (1,846) (1,811) (1,804) (1,287)
SH efficiency 1,602 1,690 2,529* 2,554* 1,603
(1,219) (1,190) (1,258) (1,242) (1,218)
S1 -0,002 -0,002 -0,002° -0,002° -0,002
(0,001) (0,001) (0,001) (0,001) (0,001)
ROA 1,499° 1,522° 1,818* 1,822* 1,499°
(0,848) (0,846) (0,841) (0,837) (0,847)
R&D Intensity 3,046 2,886 3,961 3,825 3,023
(6,211) (6,202) (5,562) (5,533) (6,208)
Current ratio -0,319 -0,320 -0,216 -0,208 -0,319
(0,230) (0,231) (0,217) (0,217) (0,230)
Debt to equity -0,005 -0,005 -0,004 -0,004 -0,005
(0,009) (0,009) (0,009) (0,009) (0,009)
Emp -0,001 -0,001 -7,4e-04 -6,9e-04 -0,001
(9,0e-04)  (8,9e-04) (8,8e-04) (8,8e-04) (0,001)
Patents s1 Ozﬁi; 2,8e-04%**  2,7e-04%** 2,8e-04%** 2,8e-04***
(3,3e-05)  (3,3e-05) (3,2e-05) (3,2e-05) (3,3e-05)
Supply ties FB-B -0,005 -0,006 -0,009 -0,012 -0,005
(0,013) (0,013) (0,011) (0,011) (0,013)
Horizontal ties FB-B -0,232%**  .0,229%** -0,218%** -0,216%*** -0,232%**
(0,036) (0,036) (0,037) (0,037) (0,036)
Presample patents 0,001*** 0,001*** 0,001*** 0,001*** 0,001***
(3,9¢-04)  (3,9e04) (3,9e-04) (3,9e-04) (3,9e-04)
N, obs 156 156 181 181 156
Log Likelihood 646,142 -645,945 -696,204 695,711 -646,128

°p<0,1; p* p<0,05 ; ** p<0,01; *** p<0,001. Standard errors are in parenthesis
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Table 1.9 - Models 1a)-5 - Robustness Checks -t€onpag = 1.0

! 2 3 Samp|i4ng and . 5. .
Construct Multicollinearity
Main Sampling Measurement Construct check
Measurement
Variable
Centrality S1-S2 0,445*%* 0,461%* 0,372%* 0,394%** 0,092***
(0,144) (0,147) (0,143) (0,146) -0,024
Tie strength FB-S1 0,337 0,252 0,206 0,106 -1,801°
(0,820) (0,797) (0,819) (0,797) (1,068)
Centrality S1-S2 * -0,343** -0,358** -0,271% -0,288* -0,343**
Tie strength FB-S1 (0,128) (0,131) (0,123) (0,126) (0,128)
Centrality S1-B2 -1,526%*** -1,593*** -1,565*** -1,627*** -0,186*
(0,419) (0,434) (0,346) (0,359) (0,082)
Relative tie strength -0,184 -0,151 -1,277 -1,181 2,317
FB-S1/51-B2 (2,003) (1,992) (1,985) (1,968) (1,985)
Centrality S1-B2 * 1,332%** 1,386%** 2,621* 1,361*** 1,334%**
Relative tie strength (0,387) (0,399) (1,250) (0,335) (0,387)
FB-S1/51-B2
Constant -1,393 -1,387 -1,232 -1,227 -1,008
(1,847) (1,836) (1,791) (1,784) (1,278)
SH efficiency 1,701 1,794 2,621* 2,649* 1,702
(1,213) (1,184) (1,250) (1,233) (1,213)
S1 -0,002° -0,002° -0,003* -0,003* -0,002°
(0,001) (0,001) (0,001) (0,001) (0,001)
ROA 1,614* 1,636* 1,872* 1,880* 1,614*
(0,816) (0,815) (0,807) (0,804) (0,815)
R&D Intensity 2,420 2,267 3,470 3,324 2,394
(5,971) (5,974) (5,339) (5,324) (5,696)
Current ratio -0,321 -0,324 -0,235 -0,228 0,322
(0,229) (0,229) (0,216) (0,217) (0,229)
Debt to equity -0,005 -0,005 -0,004 -0,004 -0,005
(0,009) (0,009) (0,009) (0,009) (0,009)
Emp -8,3e-04 -7,8e-04 -4,4e-04 -4,0e-04 -8,0e-04
(8,5e-04) (8,5-04) (8,2e-04) (8,2e-04) (8,5e-04)
Patents s1 2,7e-04%**  2,7e-04*** 2,7e-04%** 2,7e-04%** 2,7e-04%**
(3,0e-05) (2,9e-05) (2,9e-05) (2,9¢-05) (3,0e-05)
Supply ties FB-B -0,005 -0,006 -0,009 -0,010 -0,005
(0,012) (0,011) (0,010) (0,010) (0,011)
Horizontal ties FB-B -0,230%** -0,227%** -0,221%** -0,218%** -0,230%**
(0,032) (0,032) (0,032) (0,032) (0,033)
Presample patents 0,001*** 0,001*** 0,002%** 0,002*** 0,001***
(3,7e-04) (3,6e-04) (3,6e-04) (3,6e-04) (3,7e-04)
N, obs 156 156 181 181 156
Log Likelihood -650,150 -649,984 -701,969 701,517 650,135

°p<0,1; * p<0,05 ; ** p<0,01; *** p<0,001. Standard errors are in parenthesis
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APPENDIX TO CHAPTER 5

Table 1.10 - Model 2 - Full Model - Sensitivitys@mpling choices

Panel Poisson

Pooled Panel Poisson | Panel Poisson . Panel Negative [Panel Negative
Poisson Fe Re Population- Binomial Fe Binomial Re
averaged
Variable
Centrality S1-52 1,138%* 0,774%** 0,783*** 1,144%* 0,342* 0,378**
(0,386) (0,057) (0,056) (0,422) (0,152) (0,145)
Tie strength FB-S1 -0,824 1,934%* 2,011%* -0,167 -0,322 0,120
(1,001) (0,709) (0,695) (0,449) (0,870) (0,832)
Centrality S1-52 * -0,933%* -0,691%** -0,698*** -0,998* -0,264* -0,275*
Tie strength FB-S1 (0,345) (0,053) (0,053) (0,395) (0,134) (0,125)
Centrality S1-B2 -2,847%* 2,111%*%* 2,151 %%* -3,086* -1,307*** -1,572%**
(1,072) (0,171) (0,169) (1,353) (0,400) (0,351)
Relative tie strength 5,398 -3,434%%* -3,475%** -0,804 -1,301 -1,134
FB-S1/51-B2 (4,020) (0,675) (0,669) (4,693) (2,182) (2,008)
Centrality S1-B2 * 2,437* 2,059%** 2,092%** 2,806* 1,184%* 1,316%**
Relative tie strength (0,978) (0,161) (0,159) (1,336) (0,377) (0,329)
FB-S1/51-B2
Constant -7,756 4,018*** -0,514 -0,071 -1,229
(5,372) (0,659) (7,820) (2,069) (1,811)
SH efficiency 5,319 0,301 0,361 4,457 1,873 2,529*
(4,608) (0,429) (0,427) (5,629) (1,408) (1,258)
S1 -7,6e-04 0,004%*** 0,004%** -0,001 2,2e-04 -0,002°
(0,001) (7,1e-04) (6,9e-04) (0,001) (0,001) (0,001)
ROA 5,469* 1,784%*x 1,757*** 2,835*% -0,582 1,818*
(2,557) (0,296) (0,295) (1,327) (1,157) (0,841)
R&D Intensity 18,063° 2,082 2,238 8,657 3,074 3,961
(9,623) (1,557) (1,550) (6,053) (7,201) (5,562)
Current ratio 0,200 -0,229%** -0,238%** 0,008 -0,006 -0,216
(0,243) (0,068) (0,068) (0,217) (0,283) (0,217)
Debt to equity -0,009 -0,015%** -0,016*** -0,013° -0,029* -0,004
(0,014) (0,004) (0,004) (0,007) (0,014) (0,009)
Emp -0,001 -0,003*** -0,002%** -7,2e-04 2,1e-04 -7,4e-04
(0,001) (3,5e-04) (3,5e-04) (0,001) (0,001) (8,8e-04)
Patents s1 2,4e-04*** 2,7e-04%** 2,7e-04*** 2,6e-04*** 2,7e-04%** 2,7e-04%**
(7,5e-05) (8,8¢-06) (8,7e-06) (4,7e-05) (4,1e-05) (3,2e-05)
Supply ties FB-B -0,011 -0,019%** -0,019%** -0,002 -0,017 -0,009
(0,023) (0,004) (0,004) (0,014) (0,023) (0,011)
Horizontal ties FB-B -0,068 -0,229%** -0,229%** -0,145%* -0,122%* -0,218%**
(0,057) (0,009) (0,009) (0,046) (0,046) (0,037)
Presample patents 9,2e-04%** 0,001** 9,0e-04%** 0,001***
(1,0e-04) (5,5e-04) (1,3e-04) (3,9e-04)
N, obs 181 166 181 181 166 181
Log Likelihood -6545,205 -1093,903 -1344,335 -445,992 -696,204

°p<0,1; * p<0,05 ; ** p<0,01; *** p<0,001. Standard errors are in parenthesis
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Table 1.11 - Model 2a) - Full Model - Sensitivitysampling choices - Copatenting=1.0

Pooled Panel Poisson [ Panel Poisson Panel Pgisson Panel Negative Panel'
Poisson | Fe Re Population- Binomial Fe N'egatl've
averaged Binomial Re
Variable
Centrality S1-S2 1,144%* 0,743%** 0,752%** 1,116%* 0,339* 0,372%*
(0,384) (0,055) (0,055) (0,413) (0,152) (0,143)
Tie strength FB-S1 -0,859 1,753** 1,833** -0,158 -0,139 0,206
(1,002) (0,670) (0,659) (0,444) (0,841) (0,819)
Centrality S1-S2 * -0,938** -0,665*** -0,672%** -0,969* -0,262* -0,271%
Tie strength FB-S1 (0,342) (0,052) (0,051) (0,388) (0,133) (0,123)
Centrality S1-B2 -2,826%* -2,053%** -2,093%** -3,006* -1,317%%* -1,565%**
(1,050) (0,166) (0,165) (1,248) (0,396) (0,346)
Relative tie strength 5,816 -3,404%** -3,445%** -0,345 -1,483 -1,277
FB-S1/51-B2 (4,063) (0,654) (0,649) (4,555) (2,146) (1,985)
Centrality S1-B2 * 2,409* 2,016%** 2,048%** 2,719* 1,196%** 2,621*
Relative tie strength (0,956) (0,157) (0,155) (1,232) (0,374) (1,250)
FB-S1/51-B2
Constant -8,254 3,806%** -1,218 -0,201 -1,232
(5,572) (0,651) (7,759) (2,048) (1,791)
SH efficiency 5,454 0,516 0,572 4,739 1,984 2,621*
(4,798) (0,420) (0,418) (5,713) (1,406) (1,250)
S1 -8,8e-04 0,004*** 0,004%*** -0,001 1,2e-04 -0,003*
(0,001) (7,0e-04) (6,8e-04) (0,001) (0,001) (0,001)
ROA 5,525* 2,095%** 2,072%%** 3,199* -0,403 1,872*
(2,533) (0,292) (0,291) (1,413) (1,153) (0,807)
R&D Intensity 17,057° 0,509 0,665 7,750 3,382 3,470
(9,706) (1,525) (1,518) (6,155) (7,213) (5,339)
Current ratio 0,213 -0,087 -0,097 0,020 -0,007 -0,235
(0,247) (0,064) (0,064) (0,220) (0,239) (0,216)
Debt to equity -0,013 -0,016%** -0,017*** -0,014* -0,030* -0,004
(0,013) (0,004) (0,004) (0,007) (0,014) (0,009)
Emp -0,001 -0,002%** -0,002%** -4,0e-04 4,3e-04 -4,4e-04
(0,001) (3,5e-04) (3,5e-04) (0,001) (0,001) (8,2e-04)
Patents s1 2,4e-04*** 2,5e-04*** 2,5e-04%** 2,5e-04%** 2,6e-04*** 2,7e-04%**
(7,0e-05) (8,3e-06) (8,3e-06) (4,5e-05) (4,0e-05) (2,9e-05)
Supply ties FB-B -0,007 -0,022%** -0,021%** 1,0e-04 -0,018 -0,009
(0,021) (0,004) (0,004) (0,014) (0,023) (0,010)
Horizontal ties FB-B -0,053 -0,218%** -0,218%** -0,131** -0,121** 0,221 %%
(0,053) (0,009) (0,009) (0,047) (0,046) (0,032)
Presample patents 8,9e-04*** 0,001* 8,7e-04%** 0,002***
(1,0e-04) (5,4e-04) (1,3e-04) (3,6e-04)
N, obs 181 166 181 181 166 181
Log Likelihood -6720,748 -1125,612 -1378,183 -450,749 701,969

°p<0,1; * p<0,05 ; ** p<0,01; *** p<0,001. Standard errors are in parenthesis
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Table 1.12 - Model 3 - Full Model - Sensitivitycimnstruct measurement

Panel Poisson

Panel

Pooled Panel Poisson | Panel Poisson . Panel Negative .
Poisson Fe Re Population- Binomial Fe N_egatllve
averaged Binomial Re
Variable
Centrality $1-S2 1,038%** 0,721%** 0,725%** 1,025* 0,508*** 0,463**
(0,376) (0,052) (0,052) (0,421) (0,159) (0,148)
Tie strength FB-S1 -0,800 0,115 0,223 -0,287 -0,441 0,140
(0,847) (0,558) (0,544) (0,322) (0,842) (0,805)
Centrality S1-S2 * -0,845* -0,640%** -0,643%** -0,899* -0,420%* -0,358**
Tie strength FB-S1 (0,339) (0,048) (0,048) (0,391) (0,143) (0,131)
Centrality S1-B2 -2,697* -2,059%** -2,081%** -3,097** -1,665%** -1,562%**
(1,150) (0,171) (0,169) (1,167) (0,487) (0,437)
Relative tie strength 5,163 -1,630%* -1,694** -0,544 0,234 0,064
FB-S1/51-B2 (4,239) (0,617) (0,611) (4,072) (2,087) (1,992)
Centrality S1-B2 * 2,277* 2,001%** 2,018%** 2,859%* 1,524%** 1,357***
Relative tie strength (1,043) (0,160) (0,159) (1,053) (0,459) (0,402)
FB-S1/51-B2
Constant -5,672 4,649%** 2,035 0,426 -1,394
(4,386) (0,667) (3,343) (2,027) (1,846)
SH efficiency 3,643 0,013 0,039 2,007 1,041 1,690
(3,210) (0,419) (0,418) (1,867) (1,351) (1,190)
S1 -9,1e-04 0,005*** 0,004%*** -0,001 3,6e-04 -0,002
(0,001) (7,2e-04) (7,0e-04) (0,001) (0,001) (0,001)
ROA 5,543* 1,925%** 1,892%*x* 2,646° -0,681 1,522°
(2,590) (0,297) (0,297) (1,378) (1,183) (0,846)
R&D Intensity 18,868° 1,373 1,609 8,350 0,624 2,886
(9,952) (1,600 (1,594) (5,947) (7,365) (6,202)
Current ratio 0,111 -0,213** -0,223%*x* -0,036 -0,015 -0,320
(0,257) (0,069) (0,068) (0,204) (0,244) (0,231)
Debt to equity -0,007 -0,015%** -0,015%** -0,010 -0,029* -0,005
(0,015) (0,004) (0,004) (0,006) (0,014) (0,009)
Emp -0,001 -0,003*** -0,002%** -7,6e-04 -1,4e-04 -0,001
(0,001) (3,5e-04) (3,5e-04) (0,001) (0,001) (8,9e-04)
Patents s1 2,2e-04** 2,7e-04%** 2,7e-04%** 2,5e-04%** 2,6e-04%*x* 2,8e-04%**
(7,7e-05) (8,9¢-06) (8,8¢-06) (4,7e-05) (4,1e-05) (3,3e-05)
Supply ties FB-B 0,005 -0,021%** -0,019%** 0,006 -0,008 -0,006
(0,029) (0,004) (0,005) (0,019) (0,028) (0,013)
Horizontal ties FB-B -0,053 -0,219%** -0,220%** -0,145%** -0,123* -0,229%**
(0,055) (0,009) (0,009) (0,045) (0,049) (0,036)
Presample patents 8,9e-04*** 0,001* 8,7e-04*** 0,001%**
(1,0e-04) (5,2e-04) (1,1e-04) (3,9€04)
N, obs 156 145 156 156 145 156
Log Likelihood -6165,302 -1057,734 -1283,353 -417,324 -645,945

°p<0,1; * p<0,05 ; ** p<0,01; *** p<0,001. Standard errors are in parenthesis
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Table 1.13 - Model 3a) - Full Model - Sensitivilydonstruct measurement - Copatenting=1.0

Pooled Panel Poisson | Panel Poisson Panel Pc?isson Panel' Panel'
Poisson Fe Re Population- N'egatl've N'egatl've
averaged Binomial Fe Binomial Re
Variable
Centrality S1-S2 1,054%* 0,711%** 0,714%** 1,032* 0,518%** 0,461%*
(0,375) (0,051) (0,050) (0,417) (0,159) (0,147)
Tie strength FB-S1 -0,755 0,147 0,237 -0,267 -0,226 0,252
(0,855) (0,508) (0,505) (0,330) (0,818) (0,797)
Centrality S1-S2 * -0,859* -0,633%** -0,636*** -0,904* -0,431** -0,358**
Tie strength FB-S1 (0,338) (0,047) (0,047) (0,387) (0,144) (0,131)
Centrality S1-B2 -2,712*% -2,069%** -2,086*** -3,097** -1,736%** -1,593***
(1,131) (0,168) (0,167) (1,123) (0,489) (0,434)
Relative tie strength 5,463 -1,811** -1,859%* -0,174 -0,854 -0,151
FB-S1/51-B2 (4,267) (0,597) (0,593) (4,102) (2,080) (1,992)
Centrality S1-B2 * 2,287* 2,021 %%+ 2,035%** 2,847%* 1,590%** 1,386%**
Relative tie strength (1,023) (0,157) (0,156) (1,011) (0,462) (0,399)
FB-S1/51-B2
Constant -6,085 4,421 %** 1,517 -0,464 -1,387
(4,494) (0,660) (3,491) (2,024) (1,836)
SH efficiency 3,722 0,234 0,259 2,152 1,139 1,794
(3,305) (0,409) (0,408) (1,920) (1,352) (1,184)
S1 -0,001 0,005%** 0,005*** -0,001 1,4e-04 -0,002°
(0,001) (7,1e-04) (6,9¢-04) (0,001) (0,001) (0,001)
ROA 5,603* 2,233%%*x 2,205%** 3,079* -0,537 1,636*
(2,580) (0,294) (0,293) (1,487) (1,187) (0,815)
R&D Intensity 17,871° -0,159 0,066 7,609 0,735 2,267
(10,072) (1,570) (1,564) (6,132) (7,362) (5,974)
Current ratio 0,127 -0,071 -0,081 -0,017 0,003 -0,324
(0,260) (0,064) (0,064) (0,208) (0,243) (0,229)
Debt to equity -0,009 -0,015%** -0,016*** -0,011° -0,029* -0,005
(0,014) (0,004) (0,004) (0,006) (0,014) (0,009)
Emp -9,2e-04 -0,002%** -0,002%** -4,3e-04 2,5e-04 -7,8e-04
(0,001) (3,5e-04) (3,5e-04) (0,001) (0,001) (8,5e-04)
Patents s1 2,2e-04** 2,5e-04%** 2,6e-04*** 2,4e-04*** 2,5e-04*** 2,7e-04%**
(7,2e-05) (8,4e-06) (8,3e-06) (4,5€-05) (3,9e-05) (2,9e-05)
Supply ties FB-B 0,010 -0,024*** -0,022*** 0,009 -0,008 -0,006
(0,028) (0,005) (0,004) (0,018) (0,028) (0,011)
Horizontal ties FB-B -0,038 -0,209%** -0,210%** -0,128** -0,119* -0,227***
(0,051) (0,009) (0,009) (0,046) (0,048) (0,032)
Presample patents 8,7e-04%** 0,001* 8,3e-04%** 0,001***
(1,0e-04) (5,1e-04) (1,1e-04) (3,6e-04)
N, obs 156 145 156 156 145 156
Log Likelihood -6329,512 -1086,843 -1314,164 -420,656 -649,984

°p<0,1; * p<0,05 ; ** p<0,01; *** p<0,001. Standard errors are in parenthesis
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Table 1.14 - Model 4 - Full Model - Sensitivitysammpling choices and construct measurement

Pooled Panel Poisson | Panel Poisson Panel Pc?isson Panel . Panel .
Poisson Fe Re Population- Negative Negative
averaged Binomial Fe Binomial Re
Variable
Centrality S1-S2 1,189%* 0,728%** 0,739%** 1,291%* 0,350* 0,401**
(0,396) (0,055) (0,054) (0,484) (0,156) (0,148)
Tie strength FB-S1 -1,109 0,545 0,663 -0,449 -0,464 0,010
(0,965) (0,586) (0,573) (0,445) (0,846) (0,808)
Centrality S1-S2 * -0,977** -0,642%** -0,652%** -1,143%* -0,271* -0,294*
Tie strength FB-S1 (0,354) (0,050) (0,049) (0,445) (0,137) (0,128)
Centrality S1-B2 -3,007** -1,991*** -2,039%** -3,895** -1,347%%* -1,635%**
(1,110) (0,165) (0,164) (1,356) (0,411) (0,364)
Relative tie strength 5,607 22,521 %*x* -2,589%** -1,893 -1,196 -1,024
FB-S1/51-B2 (4,048) (0,625) (0,619) (4,660) (2,182) (1,992)
Centrality S1-B2 * 2,564* 1,921%** 1,962%** 3,612** 1,213%* 1,364%**
Relative tie strength (1,006) (0,153) (0,152) (1,255) (0,386) (0,340)
FB-S1/51-B2
Constant 7,312 4,183%** 2,600 -0,108 -1,227
(4,691) (0,651) (3,360) (2,074) (1,804)
SH efficiency 5,019 0,660 0,725° 2,723 1,929 2,554*
(3,877) (0,426) (0,423) (1,686) (1,391) (1,242)
S1 -7,7e-04 0,004*** 0,004%** -0,001 1,6e-04 -0,002°
(0,001) (7,2e-04) (7,0e-04) (0,001) (0,001) (0,001)
ROA 5,389* 1,761%** 1,734%%** 2,797* -0,642 1,822*
(2,526) (0,295) (0,295) (1,344) (1,140) (0,837)
R&D Intensity 18,048° 2,385 2,562° 8,348 2,711 3,825
(9,636) (1,548) (1,542) (5,967) (7,143) (5,533)
Current ratio 0,204 -0,231%%* -0,241%%* 0,010 0,029 -0,208
(0,244) (0,068) (0,068) (0,218) (0,239) (0,217)
Debt to equity -0,009 -0,014%** -0,015%** -0,013° -0,029* -0,004
(0,014) (0,004) (0,004) (0,007) (0,013) (0,009)
Emp -0,001 -0,002%** -0,002%** -7,7e-04 4,5e-04 -6,9e-04
(0,001) (3,5e-04) (3,5e-04) (0,001) (0,001) (8,8e-04)
Patents s1 2,4e-04*** 2,7e-04%** 2,7e-04%** 2,6e-04%** 2,7e-04%** 2,8e-04***
(7,6e-05) (8,8e-06) (8,7e-06) (4,7e-05) (4,1e-05) (3,2e-05)
Supply ties FB-B -0,013 -0,015%** -0,014*** -0,002 -0,025 -0,012
(0,023) (0,004) (0,004) (0,015) (0,022) (0,011)
Horizontal ties FB-B -0,063 -0,223*** -0,223*** -0,146*** -0,114* -0,216%**
(0,057) (0,009) (0,009) (0,045) (0,047) (0,037)
Presample patents 9,3e-04*** 0,001** 9,3e-04*** 0,001***
(1,0e-04) (5,5e-04) (1,3e-04) (3,9¢-04)
N, obs 181 166 181 181 166 181
Log Likelihood -6473,840 -1103,681 -1354,137 -445,493 -695,711
°p<0,1; * p<0,05 ; ** p<0,01; *** p<0,001. Standard errors are in parenthesis
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Table 1.15 - Model 4a) - Full Model - Sensitivilysampling choices and construct measurement

- Copatenting = 1.0

Pooled Panel Poisson | Panel Poisson Panel P<.)isson Panel Negative PaneI.
Poisson Fe Re Population- Binomial Fe N_egatllve
averaged Binomial Re
Variable
Centrality S1-S2 1,196** 0,700*** 0,711*** 1,171%* 0,348* 0,394**
(0,392) (0,053) (0,052) (0,428) (0,155) (0,146)
Tie strength FB-S1 -1,062 0,457 0,561 -0,425 0,276 0,106
(0,964) (0,537) (0,528) (0,472) (0,816) (0,797)
Centrality S1-S2 * -0,983** -0,619%** -0,628*** -1,019* -0,271* -0,288*
Tie strength FB-S1 (0,349) (0,049) (0,048) (0,399) (0,136) (0,126)
Centrality S1-B2 -2,990%* -1,941%** -1,987%** -3,241%* -1,360%** -1,627%**
(1,086) (0,161) (0,160) (1,233) (0,408) (0,359)
Relative tie strength 5,931 -2,556%** -2,612%** -0,367 -1,385 -1,181
FB-S1/S1-B2 (4,068) (0,601) (0,598) (4,553) (2,144) (1,968)
Centrality S1-B2 * 2,543* 1,886%** 1,924%** 2,929* 1,228%** 1,361***
Relative tie strength (0,982) (0,149) (0,148) (1,187) (0,383) (0,335)
FB-S1/51-B2
Constant 7,772 3,951 *** -0,802 -0,239 -1,227
(4,849) (0,642) (6,483) (2,053) (1,784)
SH efficiency 5,126 0,865* 0,925* 4,671 2,043 2,649*
(4,031) (0,416) (0,414) (4,731) (1,389) (1,233)
S1 -8,8e-04 0,004*** 0,004*** -0,001 3,6e-05 -0,003*
(0,001) (7,1e-04) (6,6e-04) (0,001) (0,001) (0,001)
ROA 5,453* 2,051%*x* 2,028%*x* 3,214* -0,468 1,880*
(2,498) (0,292) (0,290) (1,415) (1,137) (0,804)
R&D Intensity 17,018° 0,712 0,876 7,658 3,012 3,324
(9,708) (1,511) (1,505) (6,169) (7,156) (5,324)
Current ratio 0,217 -0,088 -0,097 0,018 0,029* 0,228
(0,248) (0,064) (0,063) (0,226) (0,241) (0,217)
Debt to equity -0,012 -0,014%** -0,015%** -0,013* -0,029 -0,004
(0,013) (0,004) (0,004) (0,007) (0,013) (0,009)
Emp -0,001 -0,002%** -0,002%** -3,9e-04 6,7e-04 -4,0e-04
(0,001) (3,5e-04) (3,4e-04) (0,001) (0,001) (8,2e-04)
Patents sl 2,4e-04%** 2,5e-04%** 2,5e-04%** 2,5e-04%** 2,6e-04%** 2,7e-04%**
(7,0e-05) (8,3e-06) (8,3e-06) (4,5e-05) (4,0e-05) (2,9e-05)
Supply ties FB-B -0,009 -0,019%** -0,018*** -9,2e-04 -0,026 -0,010
(0,022) (0,004) (0,004) (0,015) (0,023) (0,010)
Horizontal ties FB-B -0,049 -0,212%** -0,212%*x -0,129** .0,113* -0,218***
(0,053) (0,009) (0,009) (0,046) (0,046) (0,032)
Presample patents 9,0e-04*** 0,001* 8,7e-04*** 0,002%**
(1,0e-04) (5,4e-04) (1,2e-04) (3,6e-04)
N, obs 181 166 181 181 166 181
Log Likelihood -6650,181 -1134,586 -1387,239 -450,264 -701,517
°p<0,1; * p<0,05 ; ** p<0,01; *** p<0,001. Standard errors are in parenthesis
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DISCUSSION AND CONCLUSIONS

This section will highlight some of the contributeof the thesis to theory and managerial
practice and provide recommendations for furtheeaech. The core theoretical contribution of
this thesis is the development of a theoreticam&aork relating a firm's network of vertical
relationship¥’ to its innovative performance. Specifically, tisearch focuses on the assessment
of a causal relation between the supplier's netwbrklationships (with buyers and suppliers) and
the buyer's innovation output. In this contextnfra social network perspective, | basically proved
that ego's innovation is affected by alters' altara manner that is contingent on some factors.
Depending on the presence of suppliers or otheersugs alters' alters, | distinguished between
collaborative and competitive dimensions of a spfiuyer network, stressing the concept of
supplier mediated cooperation/competition. In thisée dimensions, the contingencies analyzed
have different roles, alternatively positive andyatéve. The contingencies are the type of nodes
involved in indirect ties (with reference to themle in the supply chain) and the type of
relationships (arm's length tie or alliance or batkpressed in terms of tie strength. The impact of
the strength of the ties was analyzed in the twsesaTherefore, the study analyzed a multiplex
network, with multiple types of edges and nodes.

In these respects, this work can enrich under-eggdlpathways in social network literature
in the following ways. First, while prior researamainly focused on the effect of horizontal
collaborative relationships on firm innovation,octised on vertical relationships. Second, while
prior research only highlighted the benefits ofiiact ties, | maintain that a contingent approach i
needed to evaluate the effect of indirect ties,cthis not always positive. The commonly
acknowledged conclusion that selecting alters wiiny other partners is a good mechanism to
follow was called into question. It turned out tkia type of actors involved in indirect ties ig th
discriminating factor. Third, while the network appch focused mainly on the creation of value
through win/win benefits based on exchange andipgotompetencies, | also analyzed the
dynamics of competition in the network, which wéaegely underexamined in relation to the

innovation output. | tried to enrich one under-expt line of investigation, that which reverses

¥ Where a vertical relation is identified as a rielathat involves nodes located at different lewafls
the supply chain, namely, a buyer and a suppliés. hot the type of tie that determines a vertiggl it is
the type of actors involved in the tie. Theref@eertical tie can be either an alliance or supiply
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the usual logic of social capital and examinesrtbgative consequences of social capital, the so-
called “dark side.” The buyers indirectly linkeddhgh the same supplier compete for the use of
innovation that is often exclusive while indirectlgoperating to contribute to building a common
knowledge base and the competences of the suppbere criteria (network characteristics) were
searched to determine ex ante to what extent d bageer can benefit from this variable game
structure. Fourth, the work contributed to theatelon the trade-off between strong and weak
ties, in place among network scholars: The effettge strength (depending on the type of tie) on
the innovation output was shown to be contingent tbe context (e.g., competition for
information). In the literature, a contingent amar to assess the effects of structural holes has
already been adopted (Ahuja, 2000); less is knoWwout whether, why, and how network
architectures that differ in tie strength exertiffedent impact on the innovative capability of the
lead firm in a network (Capaldo, 2007). Finally, bging a multiplex network, the study tried to
provide answers to the emerging need in social orta@nalysis to enrich the analyses with more
complex modelling constructs. It sets up the grauiod the study of multiplexity.

The theoretical contribution derives from the imgggn and extension afetwork theory,
supplier-buyer relationships literatureand transaction costs economic$ also referred to
literature on cooperation and competition. | expliie benefits of this integration in the following
paragraphs.

First, bridging network theoryand supplier-buyer relationship literaturés useful in
integrating in a single framework the concepts refational embeddednesand structural
embeddednesn a context of vertical ties. In fact, while thest stream of research is focused on
the system, the overall structure and on the positif the node; the second line of research
stresses the dyadic buyer-supplier relationship thedquality of the single relation, which is
characterized by trust, commitment, etc. This amplies an extension of the supplier-buyer
relationship literature through the introduction oétwork-level characteristics for supplier
selection and the concept of the supplier as aegi broker through which proprietary
knowledge can potentially flow. In fact, in theeliatture on supplier-buyer ties, innovation output
has been traced back to supplier selection anésedon firm-level technical capabilities and
supplier dyadic relationship development and adipta

In fact to build my theoretical framework, | relieh both a positional and a relational

approach. | adopted a positional network approachastulate two main effects regarding the
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impact of the supplier's network centrality on theyer's innovation output. The supplier's
centrality in a network of suppliers has a positivgpact on the buyer's innovative performance,
while supplier's centrality in a network of buyéss a negative influence. This suggested that the
effect of centrality in a network was dependentlon type of nodes involved in the indirect ties.
Then, | adopted a relational network approach gueithat these two main effects are moderated
by the strength of the ties in the direct relatiops. The strength of the focal buyer-supply tie
negatively moderates the first main effect, while telative strength of the focal buyer-supplier ti
versus supplier-other buyer ties positively modesdhe second main effect. In this way, | found
support for the strength of weak ties in a collatige context and for the strength of strong ties i
a competitive context, where the actors compet¢h®information and for the exploitation of the
innovation.

Second, the adoption of two perspectivestwork theoryparticularlysocial capital theory
andtransaction cost economicand their interplay in the study of supply redaships, provide
new insights on the drivers of actors’ payoff fdogs both on knowledge sharing and
opportunistic threat. The mechanism underlyingafigementioned set of hypotheses is basically
the trade-off between benefits from positive knalge leakage (flow of knowledge from the
network to the ego) and opportunistic threats froegative knowledge spillover (flow of
knowledge from the ego to the network) in a contefxindirect ties. The thesis deepened the
understanding of suppliers’ network characteristfagsoring the positive leakiness and positive
stickiness for the focal buyer and, consequenflyrring buyers’ innovation output. This is in line
with TCE, according to which collaborative efficignand efficacy is assumed to be achieved on
the part of the firm when the firm can limit itsrpger's opportunistic behavior. The advice is to be
suspicious of one’s own partners and of the restilt®llaborative arrangements.

The combination of the aforementioned perspectmplies that the focus in a context of
inter-firm relationships is not just to "create thesitive" but to "avoid the negative.” This is the
basic principle underlying the hypotheses that vesq@essed in the three propositions | presented
in Chapter 3 before the hypotheses formulationstfFia supplier's centrality determines the
incoming and outgoing knowledge flow between thgdoiand the supplier's partners and, hence,
affects the buyer's innovation output. Second, @lger's centrality has a positive effect on the
focal buyer's innovation output to the extent ttieg context determines an increase in positive

leakiness and a reduction in negative leakifi@sthe buyer. This means more available resources
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and fewer negative spillovers. Third, the strengththe relationships enhances or reduces the
effect of a supplier's centrality on the focal btg/énnovation, depending on whether the context
requires prevailinglyostering positive leakiness or preventing negatakiness.

Therefore, the supplier's centrality in the netwofksuppliers has a positive impact on
buyer's innovation because it determines an ineréaspositive leakage and a reduction in
negative spillovers. The supplier's centrality fve hetwork of buyers has a negative impact on
buyer's innovation because it determines an ineréasegative spillovers and an increase in
positive leakage at a decreasing rate. The strevfgite focal buyer's direct tie with the supplier
has a negative moderation effect on the relatiomvdxen supplier's centrality and focal buyer
innovation because when the indirect partner ispléer, there is no need to prevent negative
knowledge spillovers and a need to foster poskivewledge leakage. The relative strength of the
direct tie between the buyer and the supplier \etka strength of the ties between this supplier
and other buyers has a positive moderation effadhe relation between supplier's centrality in
the network of buyers and focal buyer’'s innovatoutput because when the indirect partner is a
buyer (i.e., competitor), there is the need to pn¢wnegative knowledge spillovers and the need to
foster positive knowledge leakage. The latter adse shows that the combination of TCE and
networks allows the consideration that transactiosts for a node are also a function of the
attributes of the other transactions of its pagnéFhe incentive a partner has to behave
opportunistically is dependent on the opportunitiesonstraints it experiences in the transactions
with its other partners. The likelihood of breakiagcontract or violating common rules is a
function of the benefits the actor can gain, ndion the specific relationship but in the set of
relationships with all its partners. In this wideontext, the TCE conclusion that the less the
competition, the more likely is the exposure tonzak amount of bargaining and opportunistic
behavior is also useful.

Finally, with respect to innovation, the theoretitamework stresses that there is a trade-
off between generation and appropriability of knegige. While knowledge is inherently a public
good, innovation output in the form of a patenplivate. There is coexistence of competition for
the appropriation of the innovation and collabanatibecause the partners contribute to the
generation of novel ideas. It was interesting latesthese topics to the innovation function and

particularly to the spillover and congestion efée(@xplained in Chapter 3).

155



As for this study’s contribution to managerial free, first of all, it is important to point out
that the research problem addressed in the thesigrounded in reality"; this is a necessary
prerequisite to be of interest for the manageriatldv Many companies expand the scope of
interaction with key suppliers beyond simple pusthg and transactions to joint research and
development and sharing of strategic informatiororédver, | have explained how even in a
traditional supply tie there can be different typefs exchange such as product exchange,
information exchange, and social exchange. Therhulyeorder to get a competitive advantage,
can exploit the contact points between its valuerchnd the supplier's value chain.

There is significant evidence that many companiew building partnerships in this critical
vertical dimension of the value chain as cruciatheir success-or instance, Gulati (2005), to
explore the development of today's relationshipgfeehorganizations, carried out a survey of
Fortune 1000 companies across a range of indusingslving 122 CEOs and other senior
executives from 1995 to 2002. They answered 115topres on organizational challenges. The
results show that 88 percent of survey respondantsased information-sharing with suppliers,
62 percent increased supplier participation in diegelopment of products/services, 59 percent
showed increased focus on promoting the longevitgupplier relationships, and 92 percent
increased linkages to suppliers via computer nedsvor

"Deconstructed" firms are emerging in order to cetep Rebuilding value chains is
becoming a fundamental strategic tool, and, acnghgdi the focus on vertical relations
characteristics is of greater significance. Thesith&ies to identify some suppliers' characterssti
that, in a network context like the one that firame currently experiencing more and more, can be
a driver for buyer's innovation. For practitiondtss thesis underlines the importance of scanning
the external networks of their suppliers beyondrttieect relationships with them. The supplier's
selection should no longer be based only on firmelleharacteristics (e.g., technical capabilities)
or on dyadic supplier-buyer relationship charast@s but also on the suppliers' network of ties.
The results of the empirical analysis can be peeceas advice on what type of nodes determine
higher benefits if involved in a supply network amm what type of relations in a supply network
firms should be developing. One of its strategioicés concerns the potential establishment of
relationships with different levels of mutual inveiment and collaboration. The literature has also
acknowledged the existence of multiple types of senultaneously with the same supplier, but

this topic has received little attention in pre\s@iudies.
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There are several avenues along which the currert wan be extended. First, the thesis
can be the starting point for research focusechemtultiplexity topic in supplier-buyer networks
and for analyzing the interaction between diffeitgpes of ties. Moreover, it can help explore how
characteristics of one network of ties affect aaotietwork of ties. This would mean, for instance,
isolating the impact of arm's length ties on alties and vice versa or the impact of vertical ties
(e.g., involving a buyer and a supplier) on horiabties (e.qg., ties involving two suppliers or two
buyers) and vice versa.

Second, here | focused on the supplier as a sitabegker between buyers. In the same
manner, the buyer can be seen as a strategic dvekeeen suppliers. The flow of information can
also be from supplier to supplier, thus shaping metition in another way. | touched on this
subject in Hypothesis Two; however, there is roamahalyze the topic in depth. Also, the
perspective of the supplier can be adopted wh#e abnsidering a supplier's performance as a
dependent variable.

Third, the availability of a multiplex network andpnsequently, multiple types of ties
allows a deeper analysis based on the influendkeo§ingle type of tie on the network dynamics
that influence a buyer's innovation.

Furthermore, the level of competition among a bisydirect suppliers can play a role. If
there is high competition, suppliers would be ndting to assume an opportunistic behaviour
because of the threat of substitution. A high lesklcompetition among suppliers raises the
suppliers’ propensity to collaborate with the fiand, consequently, the firm’s innovation rate.
This competition also has another meaning if mixgih cooperation in a competition strategy
spurred by the buyer. A buyer’s strategy of contjgetiamong suppliers aims at keeping a
constant and intense transfer of material and inéion among the actors, discouraging
opportunistic behaviours (Dagnino, Padula, 200ResE aspects could be taken into account for
future studies. Also, the work can be enriched taysidering the decision of vertical integration
(i.e., the “make” option) and not just the “buy”dathybrid” options.

Finally, an inter-temporal approach can be adopteslssess the impact of ties in supplier-
buyer networks on a buyer's innovation output. Thigans exploring past relations as
determinants of relations in subsequent years aadsequently, element influencing a focal

buyer's innovation. These and other perspectivakide analyzed in future research.
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