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Abstract

Computer-Assisted Language Learning (CALL) is a field aimed to help learners learn different
skills of foreign language using computer technology, such as reading, writing, speaking and
listening skills. In this thesis, we mainly investigate how to assess and analyze non-native
Japanese English utterances using CALL. Specifically, fluency estimation and prosody error
analysis is the focus in this thesis. Multi-resolution phoneme-based posteriorgram is used to
estimate fluency and to analyze prosody errors for Japanese English. The original posteriorgram
has a few thousand dimensions and different clustering strategies are investigated to get more
compact representation of the posteriorgram that can show a better performance. For fluency
estimation, a bottom-up strategy is used and it shows a better performance than human raters.
For prosody error analysis, a top-down strategy is used and it shows good possibility to detect
prosody errors adequately in Japanese English.
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Chapter 1

Introduction

Mastering English is very important for those who want to interact with foreigners. To support
people learn a new language, various types of technical aids have been examined [10, 23, 7, 13]
and realized as commercial products or services [6, 18]. These days, computer-based scoring
systems are available by companies providing TOEFL, TOEIC, IELTS, EIKEN, GTEC, etc.
Basically, proficiency of English can be assessed from aspects including listening, reading,
speaking and writing. Among these, speaking is the most important skill for learners to master
when they want to interact with native speakers in person. If there are pronunciation errors in
one’s utterances, it will be difficult for native speakers to understand. Unintelligible utterances
by English learners can be produced by several factors. For example, phoneme errors, including
phoneme insertion, deletion and substitution, sometimes make it difficult for native speakers to
understand. Specifically, for Japanese leaners, their language has a limited set of vowels and
cannot pronounce some vowels specific to English. As a result, they may substitute English-
specific vowels with Japanese vowels or even delete these vowels when they encounter them.
Besides phoneme pronunciation, inadequate prosody control is another kind of pronunciation
errors for English learners. In English, there are many words that are spelled the same but
pronounced differently. Depending on where the stress is placed, the meaning can be totally
different. If learners’ prosody control is inadequate, native speakers may misinterpret their
meaning. Moreover, fluency sometimes also has effect on intelligibility of learners’ utterances.

There have been works [17, 20, 27] about how to detect unintelligible segments in English
learners’ utterances. It was demonstrated that places of unintelligible segments can be detected.
However, the causes for unintelligibility is still unknown. In order to help learners correct and
improve their pronunciation, it is important to know what leads to unintelligibility in utterances.
Therefore, this thesis mainly investigate how to detect prosody error in learners’ utterances
which is a kind of pronunciation error as introduced before. For fluency estimation, there have
been previous work on it[1, 38] . In [38], fluency assessment was mainly based on manual
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acoustic feature extraction which is not suitable for building a system evaluating fluency of
learners’ utterances automatically. In [1], automatic feature extraction was investigated for
fluency evaluation. But the accuracy of the model was not comparable to human raters, which
also make it difficult to build a reliable system for fluency evaluation. In this thesis, we designed
new features closely related with fluency to improve the performance of existing models.

This thesis is organized in two parts. The first part is mainly about designing new fea-
tures and building models for fluency estimation. The second part is mainly about how to
automatically locate and detect prosody errors in English learners’ utterances.

In Chapter 2, I will introduce the basics of deep neural network (DNN) acoustic model,
especially the input features and output classes of it. Besides, prosody and features represent it
will also be introduced. These features can be used in CALL systems.

In Chapter 3, I will introduce previous work on prosody error detection and fluency
estimation for English learners’ utterances. For fluency estimation, it is mainly about definition
for English fluency [5, 26, 40], investigation on acoustic features related with fluency [38]
and automatic feature extraction for fluency estimation [1]. For prosody error detection, it is
mainly about how to locate and detect unintelligible segments in English leaners’ utterances
[17, 20, 27].

In Chapter 4, newly designed features related with fluency and linear regression model will
be introduced. Features used in the model is mainly extracted from posteriorgram which is
output of DNN acoustic model. Besides, two methods are investigated to cluster posteriorgram
and find optimal resolution of posteriorgram.

In Chapter 5, improvement on clustering posteriorgram is introduced. Instead of fixing
clustering matrix, it is incorporated into a network model and optimized.

In Chapter 6, experiment details on prosody error detection will be introduced. Multiple
DNN acoustic models, which mainly differ in input features and output classes, are trained to
detect prosody error. Some models have input features and output classes related with prosody
and others do not.

In Chapter 7, conclusion and future development for fluency estimation and prosody error
detection will be introduced.
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Chapter 2

Basics of DNN acoustic model and speech
prosody

This chapter gives introduction to DNN acoustic model and prosody of speech which lays the
foundation for the following chapters.

2.1 DNN acoustic model

The task of speech recognition is that given observed speech features O, recognize the intended
word sequence W . This can be formulated as following:

W ∗ = argmax
W

P(W |O) (2.1)

After applying Bayes’ theorem:

P(W |O) =
P(O|W )P(W )

P(O)

∝= P(O|W )P(W )

(2.2)

In Equation 2.2, P(O|W ) is usually computed by acoustic model and P(W ) is computed
by language model. The acoustic model can be modeled by Hidden Markov Models (HMM)
and DNN and language model can be modeled by N-gram model. In this thesis, we mainly
use DNN acoustic model instead of HMM. DNN acoustic model is different from HMM. In
fact, HMM approximates the distribution p(x|y) which is the probability of observing a given
short span of acoustic features, x, conditoned on an HMM state label y. The acoustic features
represent about 25ms of speech. The HMM state label y are senones, which is clustered,
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2.1 DNN acoustic model

context-dependent sub-phonetic state [29]. On the other hand, DNN does not explicitly model
the distribution p(x|y). Instead, it estimates p(y|x), which is essentially a classifier of phoneme
given speech features. We can use Bayes’ theorem again to obtain p(x|y) given the DNN output
distribution p(y|x).

p(x|y) = p(y|x)p(x)
p(y)

(2.3)

As a result, we can replace HMM with DNN and build DNN-based speech recognizer. In
the following, we will introduce input and output of DNN acoustic model.

2.1.1 Input to DNN acoustic model

In order to recognize the speech, we need to extract compact and efficient features from the
speech. The most commonly used speech feature is Mel-Frequency Cepstral Coefficients
(MFCC). Following are typical steps to compute MFCC features from speech.

Cut speech signal into short frames

The speech signal is a slowly time-varing signal. For stable acoustic characteristics, speech
needs to be examined over a sufficiently short period of time. Short-term spectral measurements
are typically carried out over 25ms windows and advanced every 10ms [9]. These windows are
also referred as frames. Figure 2.1 is an illustration of frames and frame shift for speech signal.
On each frame, a window function such as Hamming window is applied to smooth edges of
frames and reduce the edge effect while converting speech signal to spectrum.

Compute power spectrum

The next step is to calculate the power spectrum of each frame [28]. This is motivated by
the human cochlea (an organ in the ear) which vibrates at different spots depending on the
frequency of the incoming sounds. Depending on the location in the cochlea that vibrates
(which wobbles small hairs), different nerves fire informing the brain that certain frequencies
are present. This is similarly achieved by applying short-time Fourier transform (STFT) to
signal frame, and then transforming it from complex frequency domain into power frequency
domain.
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2.1 DNN acoustic model

Fig. 2.1 Illustration of frames and frame shift

Apply the mel filterbank

According to [28], the power spectrum still contains a lot of information not required for
Automatic Speech Recognition (ASR). In particular the cochlea can not discern the difference
between two closely spaced frequencies. This effect becomes more pronounced as the frequen-
cies increase. For this reason we take clumps of periodogram bins and sum them up to get
an idea of how much energy exists in various frequency regions. This is performed by Mel
filterbank: the first filter is very narrow and gives an indication of how much energy exists
near 0 Hertz. As the frequencies get higher our filters get wider as we become less concerned
about variations. We are only interested in roughly how much energy occurs at each spot. The
following gives a formula from frequency to Mel scale:

M( f ) = 1125ln(1+
f

700
) (2.4)

Figure 2.2 gives an illustration of mel filterbank. Once we have the filterbank energies, we
take the logarithm of them. This is also motivated by human hearing: we don’t hear loudness
on a linear scale [28].
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2.1 DNN acoustic model

Fig. 2.2 Illustration of mel filterbank

Discrete cosine transform (DCT)

Since the vocal tract is smooth, the energy levels in adjacent bands tend to be correlated. The
DCT is applied to the transformed Mel frequency coefficients and produces a set of cepstral
coefficients.

After taking DCT, keep the first 12 coefficients (expect c0) instead of all of them. This is
because the higher DCT coefficients represent fast changes in the filterbank energies and it turns
out that these fast changes actually degrade ASR performance, so we get a small improvement
by dropping them [28]. Finally, those taken out coefficients are called MFCC.

2.1.2 Output of DNN acoustic model

As introduced in Section 2.1, DNN acoustic model estimates distribution p(y|x) where x are
acoustic features, namely MFCC and y is phoneme class. In fact, the output class is not a
standalone phoneme. Instead, each output class is called triphone which is essentially context-
dependent phoneme in the form of a− b+ c. a,b,c are all phonemes and a,c are context
phonemes for the center phoneme b. If two triphones have the same center phoneme but
different context phonemes, they are treated as different output classes. As a result, there are
several thousand output classes for DNN acoustic model.

In brief, DNN acoustic model takes MFCC as input and outputs a probability vector
representing the posterior probabilities of a set of pre-defined phonetic classes for speech
frames. And the probability vector is also called posteriorgram.

6



2.2 Prosody of speech

2.2 Prosody of speech

According to [19], prosody conveys various types of information. For example, prosody can
emphasize words that the speaker think are important. Besides, it can also convey speakers’
attitude and emotional state. Prosody is a suprasegmental information. Specifically, it is defined
on segments larger than the phones [19]. Several factors influence the production of prosody in
speech such as fundamental frequency, the duration of the sounds and the energy of the sounds.
Following is introduction to these factors.

Fundamental frequency

Fundamental frequency (F0) is an important prosody feature. It corresponds to the frequency of
vibration of the vocal folds [19]. Many algorithms have been developed in the past to compute
the fundamental frequency of speech signals. Some algorithms operate in the time domain
[2, 8] and some algorithms operate in the frequency domain [4].

Phone duration

The phone duration is determined from a phonetic segmentation of the speech signal. Such
segmentation can be done manually using some speech visualization tools such as Praat [3] or
automatically using forced speech-text alignment procedures.

Energy of the sounds

The raw local energy of speech signal is easy to compute and is part of many acoustic features.
However getting the phone energy implies some choices: should it be an average value over
the whole phone segment, or and estimation in the middle of the phone segment. What is the
impact when applied to non stationary sounds such as plosives and diphthongs. Errors on the
phone boundaries will also affect the estimation [3].

2.2.1 Prosodic features in CALL

In CALL, pronunciation of L2 language is always the focus and the main goal is to automatically
detect mispronunciations [10, 23]. This can be achieved with the help of ASR technology. One
common approach is computing goodness of pronunciation (GOP) scores [45] which amounts
to computing log likelihood ratio between a forced alignment corresponding to the expected
pronunciation and another alignment over an unconstrained phonetic loop. Another typical
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2.2 Prosody of speech

approach models frequent mispronunciation patterns for a specific group of leaners and detects
mispronunciations using the built model as language model [36].

When it comes to correct pronunciation, not only correct pronunciation of phonemes should
be considered, but also correct lexical stress should be focused. For English, lexical stress is
very important for understanding the meaning of words. It should be noted that some English
words have the same phoneme sequence but different lexical stress which lead to completely
different meaning. In [11], prosodic features are used to build a system to detect lexical stress
in English words. It was shown that prosodic features can be used in detecting inadequate
lexical stress for English words.

8



Chapter 3

Previous work

This chapter is an overview about previous work on fluency estimation and prosody error
detection.

3.1 Previous work on fluency estimation

3.1.1 Corpus [38]

Our work is mainly based on [38]. In [38], the task description is as following: 90 native
Japanese students, who learned English only in public education for six years, three in middle
school and three in high school, as well as 10 native speakers participated in data collection.
The task was picture description, where three independent photos were presented with three
keywords to the participants, as shown in Figure 3.1. They were asked to describe the pictures
orally using the keywords. Their utterances were recorded with 16 bits and 44.1 kHz as
sampling frequency. From each of the three recordings, the first 10-sec segment was extracted
and they were connected to form an about 30-sec long utterance.

10 native raters, who did not participate in data collection, were recruited for manual
assessment of the 100 utterances. They are native speakers, but not teachers or researchers of
language education. The raters were asked to listen to each utterance and assign a score with
respect to fluency of the utterance. The score varied from 1 (=least fluent) to 9 (=extremely
fluent). Before rating, the definition of fluency in [38] was explained to the raters, who showed
a high consensus on that definition.

Each rater assigned 100 scores to the 100 utterances. In this thesis, correlations are
calculated between every pair of the raters. The minimum, average, and maximum of one-
to-one correlations are 0.677, 0.786, and 0.897. Correlations are also calculated from each
rater to the averaged scores of the other nine raters. The minimum, average, and maximum
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3.1 Previous work on fluency estimation

Fig. 3.1 Three photos for data collection.

of one-to-others correlations were 0.798, 0.873, and 0.910. These are used later as reference
when assessing the performance of automatic prediction of fluency.

3.1.2 Manual extraction of features related to fluency [38]

The collected data were transcribed by graduate students who majored in foreign language
education and the following features were manually extracted with Praat [3].

1. The number of breakdowns, (un)filled pauses, per unit time

2. Speaking rate, the number of syllables per unit time

3. The number of repairs per unit time

The number of breakdowns were counted separately for two cases, within and between
clauses. Repairs can also be divided into repetitions and self-corrections. These five features
were selected as primary features through an extensive review of the related literature, and
feature correlations were calculated.

We regard the above features as strongly related to quantity of phonation, especially quantity
of meaningful phonation, per unit time. In this thesis, at first, we applied Elastic Net regression
to the above manual features to predict the fluency scores, averaged over the 10 raters. 5-fold
cross-validation showed that the predicted scores had a correlation of 0.788 to the human scores,
which is comparable to the average of one-to-one correlations. This value can also be used as
reference when assessing the performance of automatic prediction of fluency.

3.1.3 Automatic feature extraction related to fluency [1]

Manual feature extraction combined with linear regression model [38] achieved correlation of
0.788 which is lower than average one-to-others correlation. Besides, it is impossible to apply
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3.1 Previous work on fluency estimation

this model to practical use since it requires manual feature extraction. In order to come around
this problem, automatic feature extraction was investigated in [1].

In [1], three types of features for automatic prediction were introduced.

1. those derived only from speech acoustics with signal processing techniques

2. those derived from ASR results of the utterances

3. those derived from posteriorgrams of utterances

Since the utterances in the corpus [38] are with unignorable noises, two versions of WSJ-
KALDI-based English speech recognizers [35] were trained, one with the WSJ corpus only and
the other with WSJ and its noisy versions, where three levels of noises (SNR=10, 30, 40[dB])
were added and all the clean and noisy utterances were used together to train a noise-robust
speech recognizer.

Features derived with signal processing

Following a previous study [12], envelope-based syllable detection was used, which is provided
as Praat script [3]. Then, speaking rate was calculated as

speaking rate =
#syllables

total duration of phonation

The denominator is defined as the utterance length minus its entire duration of pauses. Speaking
rate dose not tell anything on how many silent frames are found in the utterance. Besides
speaking rate, a similar but different feature was introduced which is phonation ratio

phonation ratio =
total duration of phonation

utterannce length

Figure 3.2 and Figure 3.3 show how to detect syllables and duration of phonation with Praat.

Features derived from ASR results

In [1], two versions of WSJ-KALDI-based speech recognizers were tested, i.e. clean model
and noise-robust model on all the 100 utterances. After recognition, total number of words and
size of vocabulary in ASR results were used as feature for fluency estimation.
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3.1 Previous work on fluency estimation

Fig. 3.2 Illustration for how to detect syllables with Praat

Features derived from posteriorgrams

When native posteriorgrams are visualized with the number of classes being set to the number
of phonemes, a posterior vector at each time often looks like a one-hot vector. This means that
the phoneme intended has a probability close to 1.0 and the others have almost 0.0. In [1], from
a given posteriorgram, the maximum posterior probability for each time was computed and it is
averaged over time. The higher the average is, the more distinct pronunciation the utterance
is made with. However, this feature is not sufficient for evaluating pronunciation. If a learner
keeps pronouncing the same vowel /AA/, which is easy to pronounce, then posterior vectors
for the utterance will all look like a one-hot vector and the maximum posterior probability
for each time will be equal to 1. In this case, even though the averaged maximum posterior
probability is large, we cannot say that the learner has good pronunciation.

With these features and Elastic Net regression model, it was shown that the correlation
achieved 0.87 which is comparable to the average of one-to-others correlation. But the cor-
relation is lower than the maximum of one-to-others correlation. In order to improve the
performance of the model, we designed new features and tested with new models.
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3.2 Previous work on prosody error detection

Fig. 3.3 llustration for how to detect duration of phonation with Praat

3.2 Previous work on prosody error detection

Shadowing is a technique used in L2 language learning where L2 learners are asked to repeat a
given native utterance while hearing it [14, 16, 31]. Figure 3.4 shows the process of conventional
shadowing, where learners shadow natives.

In previous works [17, 20, 27], reverse shadowing was proposed to manually detect incom-
prehensible segments in L2 speech. In reverse shadowing, native listeners are not asked to
imitate L2 pronunciations but to repeat in their own native pronunciation what they heard. The
illustration for reverse shadowing is shown in Figure 3.5, where natives shadow learners.

In [27], in addition to reverse shadowing, reading was also asked for native listeners to do.
L2 utterances presented for reverse shadowing were often obtained as L2 readings. After reverse
shadowing, the text which had been read by learners was presented to shadowers, who were
asked to read that text aloud. Shadowing can be viewed as least prepared speech and reading
as most prepared speech. If shadowing is found to be close to reading, the comprehensibility
level for the L2 utterance is high, because good shadowing indicates easiness and quickness of
understanding.
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3.2 Previous work on prosody error detection

SS means smoothness of shadowing

Fig. 3.4 Conventional shadowing, where learners shadow natives.

Fig. 3.5 Reverse shadowing, where natives shadow learners.

In order to detect unintelligible segments in learners’ utterances, Dynamic Time Warping
(DTW) between native speaker’s shadowing and reading was applied [27]. Specifically, DTW
could present optimal path for shadowing and reading, on which a sequence of local distance
can be viewed as a sequence of comprehensibility. If the distance between corresponding
segments in shadowing and reading is large, it can be deduced that the native speaker did not
understand these segments and the learner pronounced inadequately for these segments.

As introduced before, several factors can lead to unintelligible segments in learners’ utter-
ances such as inadequate phoneme pronunciation and prosody control. In order to help learners
improve their speaking skills, only detecting unintelligible segments is not enough. We have
to identify causes for these unintelligible segments to help learners correct errors. Based on
[27], we proposed methods to investigate whether prosody errors, especially stress assignment
errors, exist in Japanese English speech.
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Chapter 4

Designing new features for fluency
estimation

In this chapter, based on [1], we proposed new features extracted from posteriorgrams which is
output of DNN acoustic models. First, we introduce the basic idea behind these newly designed
features. The relation between these features and fluency, or more precisely, pronunciation
quality is intuitive. Then we proposed two methods to optimize the resolution of posteriorgrams.
The original resolution (dimension) of posteriorgrams vary from 2 to 2,000. In order to reduce
the dimension, top-down approach or bottom-up approach can be used.

4.1 Phonotactic modeling of languages [30]

A classical approach of language identification is applied to quantify native-likeness. In the
classical approach, a continuous phoneme recognizer of a specific language, e.g. English, was
applied to a given utterance of any language. Then, the utterance was represented in a forced
way as a sequence of English phonemes. Languages of interest were modeled separately as
phoneme N-gram using the forced English phonemes. If we consider a special case of N=1,
the model becomes phoneme distribution. After converting the 30-sec long utterance of each
participant into its posteriorgram, we can calculate the averaged posterior probability of the n
classes (2≤n≤2,000), which directly corresponds to distribution of the n classes.

4.2 Elastic Net regression [47]

In this thesis, for feature selection and for prediction, Elastic Net regression is used. Math-
ematically speaking, Elastic Net regression is a combination of Ridge regression [15] and
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4.3 New features derived from posteriorgrams

Lasso regression [42], i.e. a combined use of L1 norm and L2 norm as regularization terms
for weights. Value normalization is also done for each feature. Because of these, weight
coefficients attached to features of less predictability become zero and this is why the function
of Elastic Net is said to be prediction based on feature selection. Further, if we take a set of
weights as weight vector, it tends to be sparse. This is preferable to many machine learning
algorithms, when the resulting weights are applied to those algorithms as initial weight vector.
In this thesis, we use scikit-learn, which is a machine learning library in Python, to build the
Elastic Net regression model.

4.3 New features derived from posteriorgrams

If the task adopted in [38] was reading-aloud, we can use the sentences intended by participants
and the GOP [45] scores can be calculated. The task was, however, picture description, which
gave us only spontaneous speech and its correct transcript is generally unavailable. From the
posteriorgram of each utterance, there have been one kind of feature extracted [1], which is
average of maximum posterior probabilities. As introduced in Section 3.1.3, this feature is not
enough for evaluating pronunciation. Besides, the feature correlation between this feature with
fluency score is 0.57 which is not very desirable. In this thesis, besides this feature, another
two kinds of feature are proposed and extracted from posteriorgram.

4.3.1 Averaged posterior distribution as fine phoneme distribution

As discussed in Section 4.1, the averaged posterior vector can be viewed as the distribution
of phonemes. Since the utterance from each participant is so long as 30 sec, a variety enough
of phonemes are supposed to exist and the averaged posterior vector can characterize native-
likeness of each participant. The average posterior vector is directly used for prediction.

4.3.2 Posterior gap between a participant and native speakers

For each participant, we calculate his/her averaged posterior vector. Since we have 10 native
speakers in the participants, we calculate distance from a participant to each native speaker,
10 gaps in total. The Bhattacharyya distance [24] is used as metric. These gaps quantify
native-likeness of each participant more directly and the averaged gap is used for prediction
of fluency. Figure 4.1 visualizes the averaged posterior and the posterior gap. The former
characterizes quality of pronunciation, location in the feature space, and the latter characterizes
relative distances to the 10 native speakers.
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4.3 New features derived from posteriorgrams

4.3.3 Clustering of phonemic classes using posteriors [22]

In this thesis, newly proposed features are all extracted from posteriorgrams. For this end, all
the utterances are converted to poseriorgrams. Posteriorgrams generally use a set of phoneme
classes, the number of which is several thousands. They can be viewed as finely-defined
context-dependent phonemes, but they may be too fine to be used for assessment. In this study,
we examine a smaller number of classes introduced by top-down clustering and bottom-up
clustering with Ward’s method [43].

Top-down clustering

For top-down clustering, the basic idea is as following. As introduced in Section 2.1, triphone
is used as output class of DNN acoustic model. A triphone is simply a group of 3 phonemes
in the form a−b+ c, where a,b,c are all English phonemes. For convenience, we refer b as
center phoneme while a and c as context phonemes. For two triphones with the same center
phoneme but with different context phonemes, they are treated as different output classes of
DNN acoustic model. For example, triphones t − ih+ n and t − ih+ ng are different output
classes. As a result, we can cluster output classes with the same center phoneme. Since this
kind of clustering is based on the structure of triphone, it can be treated as a top-down clustering
approach. After top-down clustering, the number of classes is reduced from 2,000 to 53, which
means there are 53 different center phonemes.

Bottom-up clustering

For bottom-up clustering with Ward’s method [43], it requires the distance matrix between
any two classes (dimensions). The Bhattacharyya distance [24] between two classes a and b is
rewritten using class posteriors through Bayes’ theorem [22] as

BD(a,b) =− ln
∫ √

p(xxx|a)p(xxx|b)dxxx

=− ln
∫ √

p(a|xxx)p(xxx)
p(a)

p(b|xxx)p(xxx)
p(b)

dxxx

=− ln
∫

p(xxx)
√

p(a|xxx)p(b|xxx)dxxx+
1
2

ln p(a)+
1
2

ln p(b).

(4.1)

p(x) is a prior probability for x, which can be calculated using the universal background
model. p(a|x) and p(b|x) are class posteriors, which are outputs from DNN-based acoustic
models of Automatic Speech Recognition (ASR) to input vector x. p(a) and p(b) are prior

17



4.3 New features derived from posteriorgrams

native

speakers

: averaged posterior

: posterior gap

learner1

learner2

learner3

learner4

Fig. 4.1 Averaged posterior and posterior gap

probabilities for the two classes, which can be obtained as normalized frequency from the
training corpus. Once DNN models are trained for ASR, any speech sample can be converted to
its posteriorgram, which is a sequence of vectors comprised of probabilities of several thousand
classes. With the above formulation, however, a given posteriorgram can be reduced into a
smaller dimension of classes. In the current study, the baseline number of classes is 2,000 and
n-class posteriorgrams can be calculated for any n (2≤n≤2,000).

Once the distance matrix is calculated from the original posteriorgram with n=2,000,
dimension reduction is possible by clustering and the m-dimensional (2≤m<2,000) posterior
vector can be calculated from its original vector. Since each element of the m-dimensional vector
is obtained as summation of one or more element(s) of the original vector, the m-dimensional
posterior vector is formulated as

vm = Avn,

vn and vm are the original vector and the m-dimensional vector, respectively. A={ai j} is an
m×n (m<n) binary matrix, where the i-th row vector {ai∗} shows which elements in vn are
selected and summed to calculate the i-th element in vm, and column vector {a∗ j} is a one-hot
vector, indicating to which element in vm, the j-th element in vn is added. If we can view
vm as result of hard clustering from vn, soft clustering from vn will be realized with another
matrix B, which is not a binary matrix but is expected to improve the prediction performance.
Functionally speaking, linear transform between the k-th layer and the k+1-th layer in DNN
works in a similar way to matrix B and learning of matrix B will be discussed in the Section 5.

18



4.4 Experiment

4.4 Experiment

For features we have newly designed and those from previous work [1, 38], they can be
classified into two classes. First is related with quantity of phonation which is as following.

1) speaking rate

2) phonation ratio

3) size of vocabulary

Second is related with quality of pronunciation which is as following.

a) average of maximum posteriors

b) averaged distribution of posteriors

c) averaged posterior gap to natives

d) correct recognition rate

As introduced before, correct transcript is not available in the task. As a result, correct
recognition rate is also unavailable but it is tentatively considered in the experiment. In order
to compare the performance of the two sets of features, they are taken as input to Elastic Net
regression model separately. For specific experiment setting, feature standardization is applied
to features as preprocessing and then the model is trained with 5-fold cross validation.

4.4.1 Prediction with quantity-of-phonation features

Table 4.1 describes results of Elastic Net regression with quantity features for fluency prediction,
where correlations between the averaged fluency scores over the 10 native raters and the machine
scores are calculated. In the table, clean and noise mean the two types of ASR models, and
the three values assigned to each kind of feature is the weight coefficients calculated for that
feature. Clearly shown, phonation ratio and speaking rate are very effective for prediction. The
performance is higher than the average of one-to-one inter-rater correlations but much lower
than the average of one-to-others correlations.

4.4.2 Prediction with quality-of-pronunciation features

Since we can obtain posteriorgrams and cluster them with two different methods, that is
top-down clustering and bottom-up clustering, we will compare the performance of the two
methods.
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4.4 Experiment

Table 4.1 Prediction of fluency with quantity features

ASR DNN 1) 2) 3) 4) corr.

w/o — 0.768 1.333 — — 0.819

with clean 0.744 1.245 0.000 0.182 0.821

with noise 0.765 1.281 0.000 0.097 0.817

Fig. 4.2 Correlations as a function of the size of posteriors

Prediction with bottom-up clustering

Figure 4.2 shows correlations as functions of the dimension n of posterior probabilities cal-
culated with noisy DNN models. For a) and c), feature correlations are plotted while, for b),
model correlations (prediction correlations) are shown with Elastic Net regression. Correlations
with b) and c) are maximized around n=50, while those with a) seem to be higher with larger
n, but still lower than those with b) and c). From these results, we select 50 as n and use it
for testing all the quality features. Table 4.2 describes results of Elastic Net regression with
the quality features for fluency prediction. As b) is a multivariate feature, its weight means
the largest weight among the n dimensions. Clearly shown, c) and b) are very effective for
prediction. It is very surprising to us that the correlation with the quality features only even
without ASR overcomes the average of one-to-others correlations (0.873), and is comparable to
the maximum (0.910). This claims that the trained model to comparable to the most stable and
reliable human rater.
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4.4 Experiment

Table 4.2 Prediction of fluency with quality features (bottom-up clustering)

ASR DNN a) b) c) d) corr.

w/o clean 0.124 0.365 -0.624 — 0.903

w/o noise 0.233 0.272 -0.753 — 000...999111777

with clean 0.000 0.254 -0.491 0.628 0.922

with noise 0.045 0.214 -0.549 0.537 0.921

Table 4.3 Prediction of fluency with quality features (top-down clustering)

ASR DNN a) b) c) d) corr.

w/o clean 0.256 0.245 -0.541 — 0.850

w/o noise 0.351 0.222 -0.646 — 000...888777222

with clean 0.009 0.196 -0.402 0.870 0.906

with noise 0.015 0.191 -0.545 0.808 0.905

Prediction with top-down clustering

There are 53 different center phonemes, we can reduce the dimension of posteriorgrams from
2,000 to 53. Then we extract features from clustered posteriorgrams and apply Elastic Net
regression. Table 4.3 shows the result of Elastic Net regression with quality features. From
the table, we can see that the correlation is lower than that obtained in the case of bottom-
up clustering. Without d) correct recognition rate, the gap is even bigger. This shows that
bottom-up clustering is more effective than top-down clustering.

4.4.3 Prediction with all the features

Table 4.4 describes results of Elastic Net regression with all the features obtained with bottom-
up clustering. Only the top four features in the case of noisy DNN but without ASR are shown
also for other cases with or without d) correct recognition rates. In the table, the top four
features are c) averaged posterior gap to natives, 1) speaking rate, a) average of maximum
posteriors, and 2) phonation ratio. i.e. two quality features and two quantity features. In
the table, very high usability of the quality features is shown again and, even without ASR,
the trained model gives a higher correlation of 0.925 than the maximum of one-to-others
correlations (0.910).
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4.5 Discussion

Table 4.4 Prediction of fluency with all the features

ASR DNN c) 1) a) 2) d) corr.

w/o clean -0.589 0.224 0.112 0.364 — 0.906

w/o noise -0.748 0.264 0.255 0.231 — 000...999222555

with clean -0.580 0.194 0.131 0.334 — 0.906

with noise -0.715 0.242 0.233 0.200 — 0.923

with clean -0.476 0.192 0.000 0.311 0.602 0.923

with noise -0.543 0.276 0.033 0.239 0.561 0.928

4.5 Discussion

What is so-called fluency? It is often explained as degree of smoothness and fluidity in
utterances [38]. In this section, we tried to predict subjective scores of fluency only with
acoustic facts, calculated with speech technologies. What we found is that the fluency scores
can be much more highly predicted with quality features than with quantity features. This
result implies that 1) judgments of the 10 native raters were rather biased to the quality of
pronunciation, which is logically independent of smoothness and fluidity in utterances, or 2)
quantity features and quality features are highly correlated and the latter were extracted with
higher accuracy. Further, as explained in Section 4.2 and Section 4.3, the trained models in
this paper can be network-based sequential prediction of perceived fluency, where the hard
clustering binary matrix A will be used as initial weight and optimized as soft clustering matrix
B.

Besides, it is shown that bottom-up clustering can produce more effective features for
fluency prediction when compared with top-down clustering. In oder to get insight into the
effectiveness of bottom-up clustering, we decide to visualize the bottom-up clustering. Since
clustered dimensions are 50, we choose to visualize only part of the clustering. Figure 4.3
shows which triphones are clustered into the one of the 50 target dimensions. In [41, 46, 21],
common pronunciation error patterns for Japanese speaking English is introduced which is as
following.

1. /AO/ → /OW/

2. if /AX/ is followed by /UH/: /AX/ → /OW/, else: /AX/ → /AA/

3. /AE/ → /AA/

4. /AH/ → /AA/
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4.5 Discussion

5. /ER/ → /AA/

6. /IH/ → _

7. /UH/ → _

8. /R/ → /L/

9. /L/ → /R/

10. if /HH/ is followed by /UW/: /HH/ → /F/, else if /HH/ is followed by /IY/: /HH/ → /SH/

11. if /F/ is followed by /AO/: /F/ → /HH/

12. /TH/ → /S/ / /AA/

13. /DH/ → /Z/ / /ZH/

14. /V/ → /B/

15. /N/ → /M/ / /NG/ / _

16. if /T/ is followed by /IH/ / /IY/: /T/ → /CH/, else if /T/ is followed by /UH/ / /UW/: /T/
→ /TS/

17. if /D/ is followed by /IH/: /D/ → /DH/, else if /D/ is followed by /IY/: /D/ → /CH/, else
if /D/ is followed by /UH/ / /UW/: /D/ → /DH/ / /Z/

18. if /S/ is followed by /IH/ / /IY/: /S/ → /SH/

19. if /Z/ is followed by /IH/ / /IY/: /Z/ → /ZH/

20. /JH/ → /JH IH/

21. /CH/ → /CH IH/

22. /D/ → /D OW/

23. /T/ → /T OW/

24. /NG/ → /NG UW/
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4.5 Discussion

Fig. 4.3 Visualization of bottom-up clustering

From the figure and these patterns, only part of the patterns above can be seen. Besides,
vowels and consonants are clustered together. For example, vowels like /ER0/, /AE/ and /AY/
are clustered with consonants like /Z/ and /L/. Pronunciation of these vowels and consonants
are very distinct. Typically, Japanese do not confuse these vowels with these consonants.
On the other hand, only center phoneme of each triphone is shown in this figure. As a
result, It is possible this kind of clustering is influenced by context phonemes of triphones. If
context phonemes surrounding consonants are vowels, they may pronounce these consonants
as surrounding vowels or vice versa.
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Chapter 5

Network-based optimization of clustering
matrix

In this chapter, a simple network model is used to learn soft clustering matrix B and estimate
fluency score. As discussed in Section 4.3, the clustering matrix A is binary matrix whose shape
is 50∗2,000. When applying the clustering matrix A to posterior vector to reduce dimensions
from 2,000 to 50, it is essentially a kind of hard clustering. Apart from hard clustering, there
is also soft clustering. In this case, the summation of each column for matrix A will be 1 and
each element have to be 0 ≤ Ai, j ≤ 1. In fact, hard clustering and soft clustering are suitable
for different situations [25]. We have proved that hard clustering is suitable for our task in
previous section. In order to investigate the effectiveness of soft clustering for the problem, we
can incorporate the clustering matrix into model parameters and optimize it. As a result, we
propose to use a network model for fluency estimation.

5.1 The structure of the Network model

Figure 5.1 and Figure 5.2 show the structure of the network layer and notation for it. One input
to the layer is the posterior vector at current timestamp which is going to multiply soft clustering
matrix B to reduce dimensions. Besides, clustered posterior vector and maximum of clustered
posterior vector summed until previous timestamp are also input to the layer. With a sequence
of posterior vectors input to the network layer, clustered posterior vector and maximum of
clustered posterior vector are summed over timestamps. By using this structure, it is possible
to incorporate the soft clustering matrix B into trainable parameters of the model.

The other part of the model is to compute pronunciation gap to 10 native speakers. Figure 5.3
and Figure 5.4 show the structure and notation for this part of model. As you can see, posterior

25



5.1 The structure of the Network model

Fig. 5.1 The structure of the network layer

Fig. 5.2 Notation for the network layer

vectors of 10 native speakers averaged over timestamps are clustered with clustering matrix
B. Then Bhattacharyya distances [24] between clustered posterior vector hT and those from
native speakers are computed. These distances are summed over. The function of this part is
equivalent to posterior gap feature extraction in Section 4.

The overall structure of the network model and notation for it are shown in Figure 5.5 and
Figure 5.6. As seen in the figure, after getting clustered posterior vector and maximum of
clustered posterior vector summed over timestamps, we average them over the timestamps and
take them as input to the other part of the model. Besides, speaking rate and phonation ratio,
which is introduced in Section 3, for each utterance are also input to the output layer. At last,
we just use the output layer of the model to predict fluency score.
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5.2 Experiment

Fig. 5.3 The structure of the other part of the model

Fig. 5.4 Notation for the other part of the model

5.2 Experiment

The following is introduction to experiment. As seen in Section 4, there are four kinds of DNN
acoustic models used to recognize utterances. And the DNN acoustic model trained with noisy
data achieved the best performance when taking input from clean corpus without any noise
subtraction processing. As a result, we decide to use noisy DNN acoustic model to compute
posteriorgrams for utterances from the corpus. After getting posteriorgrams, toolkit Pytorch
is used to build the network model. Hard clustering matrix A and coefficients of Elastic Net
regression model obtained in Section 4 are used as initial weight for parameters in the built
model. Then 5-fold cross validation is used to train and test the built model. Besides, the epoch
number for each set of training data is 200. The experiment result is shown in Table 5.1.
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5.2 Experiment

Fig. 5.5 The structure of the overall model

Fig. 5.6 Notation for the overall model

From the table, we can see that the correlation is 0.905. Compared with the correlation,
0.917, which is shown in Table 4.2, it does not increase. For the network model used in this
section, one difference with Elastic Net regression model is that standardization is not applied
to training data as preprocessing. For Elastic Net regression model, the input consists of 5
different features, each of which is on different scale. As a result, it is necessary to standardize
these features before input them into the model. For the network model, the input is pure
posterior vectors which do not require standardization. For output layer of the network model,
we can get the same set of features used in Elastic Net regression model to predict fluency
score. However, we cannot standardize these features in the network model since we cannot
obtain them before the training. It has been shown that in machine learning, feature scaling and
normalization have impacts on model performance [37, 39].

In order to combine soft clustering with standardization, we decide to use clustering matrix
B optimized with the network model again to extract features from posteriorgrams but this time
the matrix B is fixed. Then we apply standardization to obtained features and use Elastic Net
regression model for fluency estimation. Specific experiment setting is the same as the original

28



5.2 Experiment

Table 5.1 Prediction of fluency with the network model

Model R2 corr.

Network model 0.76 0.905

Table 5.2 Prediction of fluency with Elastic Net regression model

Model R2 corr.

Elastic Net 0.902 0.956

Elastic Net regression model. 5-fold cross validation is used to train the model. The result is
shown in Table 5.2. From the table, we can see that the correlation, 0.956, increases compared
with the best result we get in Section 4.

The result may show that soft clustering is more reasonable than hard clustering. In
order to get more insight into it, we decide to visualize part of the hard clustering matrix
A and soft clustering matrix B which are shown in Figure 5.7 and Figure 5.8. In the figure,
vertical axis represents center phonemes of original 2,000 triphone classes of posteriorgram
and horizontal axis represents 50 clustered dimensions. Due to the page size restriction, the
vertical axis only represent part of the 2,000 dimensions. It can be seen that compared with hard
clustering, posteriorgram mainly spreads to a restricted set of dimensions after soft clustering.
As introduced in Section 4.1, posterior vector can be seen as pronounced phoneme distribution
for specific groups, like Japanese and native English speakers. It is obvious that Japanese
and native English speakers have different phoneme distribution because Japanese tend to
substitute phonemes when speaking English. For example, they may replace vowels in English
with a restricted set of vowels in Japanese since they have never encountered these vowels in
Japanese. In Section 4, we used distance matrix to compute the binary clustering matrix A
and clustered posteriorgrams using this matrix. However, this kind of hard clustering pattern
may not be reasonable for maximizing phoneme distribution gap between Japanese and native
speakers. Suppose there are two sets of English phonemes. One set is M and the other is N.
And Japanese tend to replace phonemes in M with those in N. In order to represent the phoneme
distribution gap between Japanese and native speakers using binary matrix, we can cluster
phonemes in M as one phoneme and phonemes in N as another phoneme. However, if Japanese
want to pronounce words containing phonemes in N and they can pronounce it correctly, then
hard clustering cannot differentiate the two cases: 1) wrongly pronouncing phonemes in M
with those in N, 2) correctly pronouncing words containing phonemes in N. However, soft
clustering can distribute the posterior of phonemes in N among clustered dimensions according
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to occurrence frequency of the two cases. As a result, we can use soft clustering to represent
and maximize phoneme distribution gap between Japanese and native speakers. This may
account for the effectiveness of soft clustering.

5.3 Discussion

In this experiment, we only have utterances from 100 people. At first, we use the data to train
the network model and optimize soft clustering matrix B using 5-fold cross validation. Then we
fix the obtained matrix B and use it to cluster posteriorgrams from which features are extracted.
Though combing soft clustering with standardization achieve better result than that in Section 4,
it may result from overfitting. In order to validate the effectiveness of soft clustering, it is
necessary to collect more data and test soft clustering matrix B on unseen data.
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Fig. 5.7 Visualization of hard clustering matrix A
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Fig. 5.8 Visualization of soft clustering matrix B
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Chapter 6

Prosody error analysis based on DNN

In this chapter, we introduce how to use DNN models to detect prosody errors in learners’
English utterances. In fact, we build four different DNN models with different input features
and output classes. These input features and output classes mainly differ in whether they are
related with prosody or not. For a specific learner’s English utterances with text known, we
have multiple native speakers’ utterances for the same text. The basic idea is to compute
posteriorgram sequences for learner’s and native speakers’ utterances. Then DTW is applied to
quantify difference in posteriorgram sequences between learner and native speakers. At last,
differences from four DNN models is compared to determine whether prosody error exists
or not. Thus we will first introduce input and output of DNN models and ways to compute
difference in posteriorgrams. Then corpus and specific experiment settings will be introduced.

6.1 DNN models trained with prosody

ASR generally uses spectrum features only, where prosodic features were often removed from
speech signals in the front-end of ASR. In this experiment, however, the ultimate goal is to
identify causes of comprehensibility reduction of L2 speech, i.e. phoneme pronunciation or
prosody control. In this thesis, we consider prosodic errors but we put a special focus on
word-level prosody, that is assignment of the stress level for individual vowels in a word
utterance. Like the CMU pronunciation dictionary [44], we consider three levels of stress,
unstress (0), primary stress (1), and secondary stress (2). For example, vowel ER has three
variations of ER_0,ER_1 and ER_2.

To detect prosodic errors at word level, it is necessary to extract prosodic features of speech.
[19] shows that speech energy, fundamental frequency (pitch) and duration are related to
prosody of speech. Since DNN-based acoustic modeling requires frame-based features, we
used energy and pitch as prosodic features.
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6.1 DNN models trained with prosody

Fig. 6.1 Structure of DNN models trained with different input features and output phoneme
classes

Table 6.1 Four different kinds of DNN models

A MFCC only without stress labels

B MFCC+prosody without stress labels

C MFCC only with stress labels

D MFCC+prosody with stress labels

Four different DNN models are trained with the WSJ corpus [34], which mainly differ in
input features and output phoneme labels. We use two different feature sets and two different
label sets, leading to four different DNN models. The two features are MFCC+∆+∆∆ of
12+12+12 dimensions and MFCC+energy+pitch+∆+∆∆ of 14+14+14 dimensions. Here, pitch
values for unvoiced segments are obtained by interpolation. The two phoneme class sets differ
only in vowel classes, where the first set uses stress labels (0, 1, and 2) for individual vowels
and the second set does not. Illustration for the structure of DNN acoustic models is shown
in Figure 6.1. As you can see, we can change extracted features and output phoneme classes.
That’s how we build four different DNN acoustic models.

Even without prosodic features, DNN can be trained using vowels with stress labels. Table
6.1 shows the four models used in this study.
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6.2 Dynamic Time Warping (DTW)

Two utterances are compared by DTW using their posteriorgrams. As we have four models,
DTW comparison gives us four different results or DTW paths based on the four different
DNN models. The averaged DTW-difference measured from “black bird" and “blackbird", for
example, is expected to be emphasized and larger with DNN models with prosody compared to
the baseline model A.

6.2 Dynamic Time Warping (DTW)

In this thesis, DTW is used to compute posteriorgram-based difference. DTW is an algorithm
used to quantify similarity between two time series which may have different length. This
method has been applied to many different fields, such as temporal sequences of video, audio
and graphics data. Technically speaking, DTW calculates an optimal match between two given
sequences with following restrictions and rules [33].

1. Every index from the first sequence must be matched with one or more indices from the
other sequence, and vice versa.

2. The first index from the first sequence must be matched with the first index from the
other sequence (but it does not have to be its only match).

3. The last index from the first sequence must be matched with the last index from the other
sequence (but it does not have to be its only match).

4. The mapping of the indices from the first sequence to indices from the other sequence
must be monotonically increasing, and vice versa, i.e. if j > i are indices from the first
sequence, then there must not be two indices l > k in the other sequence, such that index
i is matched with index l and index j is matched with index k, and vice versa.

The optimal match is denoted by the match that satisfies all the restrictions and the rules above
and that has the minimal cost, where the cost is computed as the sum of absolute differences,
for each matched pair of indices, between their values.

In this paper, each pair of indices is a pair of vectors, namely phoneme posteriorgrams. And
we compute the difference between posteriorgrams by using Bhattacharyya distance [24]. The
formular for computing this kind of distance is as following.

BC(p,q) = ∑
χ∈X

√
p(x)q(x) (6.1)

DB(p,q) =− lnBC(p,q) (6.2)
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6.2 Dynamic Time Warping (DTW)

Fig. 6.2 Illustration of posterior-based DTW

In the above equation, p and q are possibility distributions and are in vector format. In
fact, Bhattacharyya distance is used to measure the similarity between probability distributions
which is suitable to be used on posteriorgrams. What’s more, since different DNN models
may have different output dimension, by using Bhattacharyya distance, posteriorgram-based
difference can be normalized.

Figure 6.2 is an illustration of DTW in posteriorgrams between two utterances. As you can
see, the vertical and horizontal axis are posterior vector sequences of two utterances for the
word "HELLO". Each utterance is comprised of different phoneme segments whose phonation
duration is different. DTW just finds and matches segments for the same phoneme in two
utterances. And then distance between posterior vectors of matched segments in two utterances
are computed using Bhattacharyya distance [24].
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6.3 Corpuses used in this paper

6.3 Corpuses used in this paper

In [17, 20, 27], we collected L2 utterances and native shadowings, and from them, we detected
incomprehensible segments. However, with these segments, we do not have any labels or anno-
tations related to causes of comprehensibility reduction (phoneme pronunciation or prosody).
Therefore in this study, we used word utterances from the ERJ (English Read by Japanese)
corpus [32] because they had segmental and/or prosodic manual annotations. From ERJ, we
extracted two sets of word utterances. The first set are spoken by Japanese learners and the
second set are spoken by native (model) speakers.

In ERJ, word utterances from 100 male and 100 female Japanese college students are found.
To a part of them, manual scores of goodness of stress assignment are given, but it should be
noted that, to those words, no manual scores of goodness of articulation are given. Score 5 is
best and score 1 is poorest. Those words are divided into two groups, words with lower scores
(1, 2, and 3) and those with higher scores (4 and 5). These L2 word utterances are compared to
model utterances based on prosody-less posteriorgrams and with-prosody posteriorgrams.

In the second set of words, only native (model) speakers’ utterances are contained. In
English, some compound nouns and their original word sequences can have different stress
assignments, leading to different meanings. One example is “black bird" and “blackbird". They
share the same phoneme sequence but stress assignment is different. By using these native
utterance samples, compound expressions and their original word sequences are compared
based on prosody-less posteriorgrams and with-prosody posteriorgrams. In this case, learners’
utterances are not used.

6.4 Experiments

6.4.1 Word set from ERJ used for analysis

There are 829 English word utterances produced by Japanese students, to which scores of
goodness of stress assignment are given. The scores vary from 1 to 5. The number of words
with higher scores (4 and 5) is 480 and that with lower scores (1, 2, and 3) is 349. In ERJ, each
word has native (model) samples and the number of native speakers is three or four, depending
on the word. This means that any Japanese-English word utterance can be compared to three to
four native samples, resulting in multiple posteriorgram comparisons.
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6.4 Experiments

Table 6.2 Average DTW differences obtained from L2 word utterances with lower scores

A B C D
0.353 0.347 0.383 0.378

Table 6.3 p-values obtained between two models with L2 word utterances with lower scores

A B C D
A 0.899 0.003 0.016

B 0.000 0.001

C 0.956

6.4.2 DTW-differences obtained with the four models

We have two groups of L2 word utterances: with higher scores and with lower scores. For
each group, the average posteriorgram-based DTW difference is computed separately for each
model, shown in Tables 6.2 and 6.4. Besides, Analysis of variance (ANOVA) is done between
any two models of the four ones, and p-values are calculated and shown in Tables 6.3 and 6.5.

From Tables 6.2 and 6.3, we can say that adding prosodic features did not increase DTW
differences with lower scores. In contrast, adding stress labels increased them significantly.
In English, stressed vowels and unstressed vowels of the same vowel class differ not only in
prosodic features but also in spectrum features. This will be why DNN trained with MFCC
only but with stress labels can emphasize DTW-differences between L2 poor utterances and
native utterances.

From Tables 6.4 and 6.5, for good L2 utterances with higher scores, it is clearly shown that
addition of prosodic features or labels did not influence differences effectively.

These results may indicate that, for a given L2 speech segment whose pronunciation is
inadequate, the following method may be able to identify causes of comprehensibility reduction.
The L2 segment and its corresponding native segment are compared based on two kinds
of posteriorgrams, with and without prosody. When the ratio of two DTW-differences, i.e.
with-prosody to prosody-less, is large, the reduction can be attributed to inadequate control
of prosody. In this experiment, however, the L2 utterances with lower stress scores may also
have inadequate articulation. We have to admit that this fact makes it difficult to lead to clear
conclusion.
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6.4 Experiments

Table 6.4 Average DTW differences obtained from L2 word utterances with higher scores

A B C D
0.250 0.255 0.261 0.261

Table 6.5 p-values obtained between two models with L2 word utterances with higher scores

A B C D
A 0.883 0.374 0.336

B 0.819 0.782

C 1.000

6.4.3 DTW-differences obtained from native utterances of compounds

In this section, we focus on utterances always with perfect articulation but maybe with inade-
quate control of prosody. Here, we use only native samples where different stress assignment
is possible and it causes different meanings. In ERJ, we have utterances of four compound
expressions paired with those of their original word sequences:

1) Pair1(/ER/): black bird - blackbird

2) Pair2(/UW/): dark room - darkroom

3) Pair3(/AW/): light housekeeper - lighthouse keeper

4) Pair4(/EY/): brief case - briefcase

Different from the previous section, only native samples for these compounds are used for the
following analysis. We firstly select two native speakers out of the eight native speakers in ERJ,
the first of whom reads the first expression and the other of whom reads the second expression
in the above four pairs. Posterior-based DTW is done between the two utterances. By selecting
other speakers, this process is repeated. It should be noted that compound expressions are
longer than the words used in the previous section, here we focused only on the vowel segments
shown as italic. Finally, the averaged DTW-differences in the target four vowels are calculated
using the four DNN models.

In ERJ, for each compound word, there are eight native speakers who read it aloud. As
a result, there are 56 DTW-differences for each compound word pair from each model. The
number of samples is much smaller than that in the previous section. The averaged vowel-based
DTW-differences are shown in Table 6.6 for all the four models. Their p-values between
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6.5 Discussion

Table 6.6 Averaged vowel-based DTW differences for compounds

A B C D
Pair1/ER 0.082 0.090 0.245 0.195

Pair2/UW 0.042 0.223 0.396 0.284

Pair3/AW 0.745 0.793 0.781 0.877

Pair4/EY 0.011 0.012 0.009 0.015

different pairs of the four models are shown in Tables 6.7 to 6.10, each corresponding to each
vowel.

In comparison between the baseline model (A) and the models with stress labels (C and D),
we can say that /ER/ and /UW/ have rather clear differences between a compound expression
and its original form. In contrast, in the case of /AW/ and /EY/, posteriorgrams with/without
stress labels seem to generate no clear differences. After obtaining the result, we let three native
speakers listen to utterances of third and fourth compound pairs to examine their prosodic
differences. It was found that, in the third and forth pairs, it is difficult to distinguish in each
pair.

6.5 Discussion

Four DNN models that differ in input features and output phoneme classes were trained to
realize posteriorgram-based DTW with/without prosodic features or classes. It was shown
that by adding stress levels to vowels, the DTW difference between L2 word utterances with
low scores and native readings tends to increase. However, adding prosodic features does not
influece DTW difference significantly. This demonstrates that it is possible to detect inadequate
stress assignment in L2 speech.

Posteriorgram with stress labels can be viewed as that with higher phonemic resolution
compared to that without stress labels. With stress labels, words with inadequate stress
assignment can be detected.
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6.5 Discussion

Table 6.7 p-values obtained between a pair of models with vowel /ER/

A B C D
A 0.996 0.000 0.014
B 0.000 0.026
C 0.518

Table 6.8 p-values obtained between a pair of models with vowel /UW/

A B C D
A 0.004 0.000 0.000
B 0.006 0.643
C 0.148

Table 6.9 p-values obtained between a pair of models with vowel /AW/

A B C D
A 0.999 0.999 0.976
B 1.000 0.993
C 0.991

Table 6.10 p-values obtained between a pair of models with vowel /EY/

A B C D
A 0.872 0.903 0.302
B 0.473 0.756
C 0.074
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Chapter 7

Conclusions and Future Works

7.1 Conclusions

In this thesis, we mainly present the how to efficiently use multi-resolution posteriorgrams to
estimate fluency and detect prosody errors for Japanese English.

First, we discuss how to design and extract features from posteriorgrams for fluency estima-
tion with Elastic Net regression model. We show that quality features like posterior distribution
and distribution gap to natives are effective for fluency estimation. Besides, we investigate two
methods to reduce the resolution of posteriorgrams. It is found that bottom-up clustering is
more effective than top-down clustering and the optimal resolution of posteriorgrams is 50 in
the case of bottom-up clustering. At last, with newly designed quality features and quantity
features from previous work, we achieve higher correlation of fluency score when compared
with the maximum of one-to-others human raters.

Second, we discuss how to learn soft clustering matrix B in bottom-up clustering. Network-
based model is introduced to optimize the matrix and estimate fluency score. The correlation
obtained with the network model is lower than that of Elastic Net regression model, possibly
due to lack of standardization. In order to utilize standardization, we fix the optimized clustering
matrix and combine it with Elastic Net regression model again to estimate fluency score. It is
shown that the final correlation exceeds that of Elastic Net regression model.

Finally, we discuss how to detect prosody error, especially inadequate stress assignment,
in Japanese English. Posterior-based DTW difference between learners’ and native speakers’
utterances can be computed with DNN acoustic models. Since four DNN models with or
without input features and output classes related with prosody are trained, we can compare
posterior-DTW differences from these DNN models. It is found that adding vowels labeled
with stress to output classes of DNN acoustic model can help increase posterior-based DTW
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7.2 Future works

difference for learners’ utterances with low scores. As a result, it is possible to detect prosody
errors in learners’ utterances with high resolution posteriorgrams.

7.2 Future works

In future studies, we are going to the following.

• Newly designed quality features extracted from posteriorgrams are effective for Japanese
English fluency estimation. These features can be tested in different tasks. In the future,
we will obtain different corpuses. For example, the corpus introduced in Section 3
will be expanded from 100 utterances to 128 utterances. Besides, Polish English and
English spoken by various learners (learners speaking different L1 languages) will also
be collected. In the case of Japanese as L2 language, Japanese spoken by various learners
will also be collected. The method proposed in this thesis for fluency estimation can be
tested on these corpuses to see whether it is generally effective.

• High correlation obtained by combing optimized soft clustering matrix and Elastic Net
regression model may due to overfitting. In order to validate the effectiveness of soft
clustering, we need to collect more data and do the same experiment again on unseen
data.

• It is well-known that a stressed vowel and its unstressed version differ in spectrum,
pitch, power, and duration. Direct comparison is made often with only one type of
feature, but stress is a result of controlling multiple factors. In this case, two utterances
should be compared not based on individual speech features but based on stress-based
posteriors, which are calculated using segmental features and prosodic features as input.
This theoretical claim should be investigated experimentally in future work.
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