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1.Background 

Up to 35% of first-episode schizophrenia patients are estimated to meet criteria for treatment 

resistant schizophrenia (TRS) over the five years after illness onset (Lally et al., 2016). 

Emerging evidence demonstrates that around 70% of TRS patients did not respond to 

antipsychotic medications from the start of first treatment (i.e., early treatment resistant (E-TR) 

schizophrenia); whereas, the remaining 30% of TRS patients, broadly defined as late-

treatment resistant (L-TR) schizophrenia, gradually transition to treatment resistance during 

the 5-year period, having initially responded to antipsychotic medications (Lally et al., 2016). 

Given TRS is a major cause of disability and is associated with high social and economic costs 

(Kennedy et al., 2014), having reliable prediction models for estimating an individual risk for 

E-TR and L-TR would advance our understanding of patients’ risk of developing treatment 

resistance, especially after a period of favourable response to the ongoing treatment with 

antipsychotic medications.  

 

Development of accurate prediction models for estimating individual, rather than average, risk 

for a disorder outcome during the illness (Steyerberg et al., 2010), based on available patient 

characteristics and clinical findings, is generally thought to require large datasets (Califf et al., 

1997), mainly when the outcome of interest is a rare event. As they are often unavailable in 

schizophrenia research, stepwise selection techniques, particularly with the traditional p-value 

of 0.05, are frequently employed, which tend to provide readily interpretable models 

(Steyerberg et al., 2000). However, these stepwise selection techniques increase the risk of 

biased regression coefficients and overfitting (Derksen and Keselman, 1992) potentially 

leading to development of a prediction model with inaccurate predictions in new cases 

(Osborne et al., 2012; Steyerberg et al., 1999). 

 

Computer intensive statistical learning methods, particularly regularised regression methods 

(RRMs), have been suggested as optimal methods for clinical and personalised risk prediction 

(Steyerberg, 2019), especially for small datasets (Steyerberg et al., 2000). Through an 
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introduction of penalty, RRMs produce a model with good interpretability and overcome 

problems of overfitting, multicollinearity and poor prediction of new cases (Hastie et al., 2009). 

As RRMs have not been applied to small datasets for estimating an individual risk of TRS 

subtypes, their usefulness for these important outcomes is unknown. Therefore, in this study, 

employing RRMs, we aimed to develop robust prediction models for estimating an individual 

risk for E-TR and L-TR in a sample of first-episode schizophrenia patients who were followed-

up during the first 5 years of their illness (Ajnakina et al., 2017; Lally et al., 2016). 

 

2.Methods 

2.1.Sample  

The study comprised 282 participants aged 18-65 meeting criteria for schizophrenia spectrum 

(FES) disorders (International Classification of Diseases, 10th-Revision (ICD-10) diagnoses: 

F20.0, F25.0, F28.0, F29.0)(World Health Organization, 1992), validated by administration of 

the Schedules for Clinical Assessment in Neuropsychiatry (WHO, 1994). All cases had been 

admitted to psychiatric inpatient units or seen by community-based mental health teams within 

the South London and Maudsley (SLaM) NHS Foundation Trust between December 2005 and 

October 2010(Di Forti et al., 2013). The study exclusion criteria were evidence of 1) psychotic 

symptoms precipitated by an organic cause; 2) evidence of transient psychotic symptoms 

resulting from acute intoxication as defined by ICD-10; 3) moderate or severe learning 

disabilities as defined by ICD-10; or 4) head injury causing clinically significant loss of 

consciousness. 

 

2.2.Baseline predictors 

Overall, 13 predictors were included in the models as described below. These predictors were 

chosen because they have consistently been implicated in the risk for schizophrenia onset 

and development of TRS (Ajnakina et al., 2018a; Di Forti at al., 2009; Fisher et al., 2010; Lally 

et al, 2016; Smart et al., 2019; Trotta et al., 2015).  
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2.2.1.Sociodemographic characteristics 

Information on sociodemographic characteristics was collected using the Medical Research 

Council Socio-demographic Schedule (Mallett et al., 2002). Ethnicity was self-ascribed using 

the 16 categories employed by the UK Census in 2001. Cannabis use was measured with the 

Cannabis Experience Questionnaire modified version (Di Forti et al., 2009).  

 

2.2.2.Clinical assessments 

Baseline diagnoses were made from Schedules for Clinical Assessment in Neuropsychiatry 

(WHO, 1994) interviews and mental health records utilising the Operational Criteria Checklists 

(McGuffin et al., 1991) and ICD-10 (WHO, 1992). The degree of psychopathology at first 

presentation to mental health services was measured with the Positive and Negative 

Syndrome Scale (Kay et al., 1987). Duration of untreated psychosis (DUP) was defined as the 

difference between the date of onset of psychotic symptoms, as ascertained during face-to-

face interview with trained researchers, and the date of initiation of treatment with 

antipsychotic medications (Malla et al., 2006; Singh et al., 2005). As DUP was skewed, we 

log-transformed it before including this variable in the analyses. The presence of either current 

or a previous diagnosis of psychosis in at least one first-degree relative was ascertained with 

the Family Interview for Genetic Studies (https://www. nimhgenetics.org/interviews/figs).  

 

2.2.3.Childhood adversity 

Childhood adversity (CA) occurring before 17 years of age was assessed using the Childhood 

Experiences of Care and Abuse Questionnaire (Bifulco et al., 2005). The presence of least 

one of the following six forms of CA was defined a presence of CA: i) physical abuse inflicted 

by either one or both parent-figures; ii) sexual abuse perpetrated by an individual at least 5 

years senior to the recipient; iii) separation from either or both parent-figures for ≥6 months; 

iv) death of either or both biological parents; v) taken into care by authorities; and vi) number 

of changes in family arrangements (Fisher et al., 2010). The CECA.Q has been shown to have 

good internal consistency (Smith et al. 2002), satisfactory levels of test-retest reliability and 
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reasonable concurrent validity with the CECA.Q interview and Parental Bonding 

Instrument(Smith et al. 2002; Bifulco et al. 2005; Fisher et al. 2011). 

 

2.3.Tracing patients at follow-up 

Approximately five years after first contact with mental health services, we successfully traced 

239 (84.5%) of the original FES cohort (Supplementary Table 1). Information at follow-up was 

collated from the electronic psychiatric record-keeping system within the SLaM Trust (Stewart 

et al., 2009) using the WHO Life Chart Schedule extended version (Sartorius et al., 1996). All 

deaths and emigrations up to and including those that occurred during the final year of follow-

up were identified by a case-tracing procedure with the Office for National Statistics for 

England and Wales and the General Register Office for Scotland. 

 

2.3.1.Outcomes 

Following the National Institute for Health and Clinical Excellence (NICE) guideline (NICE 

guideline, 2014), patients were defined as having TRS if during the follow-up period they 

showed little or no symptomatic improvement to at least two consecutive treatments with 

antipsychotic medications of adequate dose and duration (≥6 weeks), as ascertained from the 

clinical records. A non-response to antipsychotic treatment was defined if 1) patients, having 

been treated with an antipsychotic medication of adequate dose and for an adequate duration 

did not show improvements in their clinical presentation as recorded by treating clinicians, 

and/or 2) the documented reason for switching antipsychotic medication was due to a lack of 

therapeutic response. An adequate daily dose of antipsychotic medication was defined 

according to a daily dose of ≥400mg chlorpromazine equivalence (Leucht et al., 2014). We 

only included as TRS cases those patients who failed to respond and not those who were 

intolerant of antipsychotic medications or those who self-discontinued antipsychotic 

medication (Ajnakina et al., 2018b; Lally et al., 2016). FES patients who met the criteria for 

TRS were divided into two groups: 1) “early-resistant” treatment resistance (E-TR) subgroup 

encompassed those cases who met criteria for TRS and who did not experience a 
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symptomatic remission from the time of the first presentation to the end of the follow-up period, 

and 2) “late-resistant” treatment resistance (L-TR) subgroup included those cases who had 

experienced a response to antipsychotics and attained a symptomatic remission (≥6 months 

duration), but at a later stage failed to respond to the ongoing use of antipsychotics, meeting 

the criteria for TRS (Ajnakina et al., 2018b; Lally et al., 2016).  

 

2.4.Statistical analyses  

The process of model development, validation and calibration was carried out according to 

methodological standards outlined by Steyerberg et al. (2009, 2019); the results were reported 

according to the Transparent Reporting of a multivariable prediction model for Individual 

Prognosis Or Diagnosis (TRIPOD) guidelines (Collins et al., 2015).  

 

2.4.1.Imputation of missing values 

In the present study, the total missing values across the dataset was 32%; the proportion of 

missingness in each included variable is provided in Supplementary Table 2. Given that 

analyses of the subset of participants with no missing data in any of the variables can lead to 

either biased estimates or reduced precision of the predicted estimates (Steyerberg, 2009), 

we imputed the missing values. Assuming missing values did not depend on unobserved data 

(Sterne et al., 2009), we employed missForest for imputation of missing values, which is an 

iterative imputation method based on Random Forest (Stekhoven and Bühlmann, 2012). 

MissForest outperforms the well-known imputation methods, such as k-nearest neighbours 

and parametric multivariate imputation by chained equations (MICE) in the presence of large 

proportion of missingness, non-linearity and variable interactions (Stekhoven and Bühlmann, 

2012). As recommended for prediction models (Kontopantelis et al, 2017), the outcomes were 

included in the imputation. To evaluate the imputation in the dataset, we estimated the 

imputation error with Normalized Root Mean Squared Error (NRMSE) for continuous variables 

and proportion of falsely classified (PFC) for categorical variables (Stekhoven and Bühlmann, 

2012; Oba et al., 2003) where a value close to 0 represents an excellent performance, and a 



6 
 

value of 1 indicates poor performance. Accordingly, the imputation quality of missing values 

was good for categorical variables and moderate for continuous variables (NRMSE=0.498; 

PFC=0.253).  

 

2.4.2. Model fitting 

To develop prediction models for estimating an individual risk of E-TR and L-TR at 5-year 

follow-up, we employed regularized regression methods (RRMs), which compare 

competitively with more complex machine learning methods, such as random forest or support 

vector machines (Kuhn and Johnson, 2013; Salvador et al., 2017). Specifically, we employed 

penalized maximum likelihood (RIDGE) logistic regression model for binary outcomes (Hoerl 

and Kennard, 1970). While RIDGE penalises coefficients for overfitting, it does not do variable 

selection. Therefore, to see if some of the included predictors might have been more important 

for predicting each TRS subgroup than others, we also ran the least absolute shrinkage and 

selection operator (LASSO) model, which enabled variable selection simultaneously dealing 

with overfitting (Tibshirani, 1996); though, these RRMs do not produce confidence intervals. 

RIDGE and LASSO achieve their functions through regularisation, which entails imposing 

penalty (λ) on the size of regression parameter estimates. λ is a non-negative tuning 

parameter that controls the amount of penalisation, with increased penalisation for higher λ 

values (Hastie et al 2009). The tuning parameter λ optimising the model performance was 

selected separately for RIDGE and LASSO using repeated cross-validation methods; this 

method is comparable in terms of its efficiency and practicality to nested cross validation (see 

below). 

 

2.4.3.Model estimation using repeated cross-validation 

The tuning parameter λ optimising the model performance as measured with area under the 

receiver operating characteristic curve (AUC), which is recommended for imbalanced data, 

was chosen from a grid of 100 λ values through 5-fold repeated cross-validation (CV) 

(Tibshirani, 1997). Although CV produces nearly unbiased estimates of accuracy, the resulting 
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estimates may still have high variance (Efron, 1997). Therefore, we repeated the process 200 

times for each λ value and computed the average AUC (Hastie et al 2009). The optimal λ was 

chosen as the one that had an AUC within one-standard error of the maximum (Hastie et al., 

2009).  

 

2.4.4.Model performance 

The predictive ability of our models was assessed through discrimination and calibration. 

Discrimination was assessed using AUC (Bernardini et al., 2017); AUC value of 0.5 indicates 

that a model does not discriminate better than chance, while 1 indicates that a model 

discriminates perfectly. Calibration reflects the agreement between the predicted probabilities 

produced by the model and the observed outcome frequencies (Moons et al., 2012) and can 

be described as a measure of prediction bias in a model (Harrell et al., 1996). Calibration was 

assessed via calibration slope β, which should ideally be 1, and the calibration-in-the-large α, 

which ideally should be zero (Steyerberg, 2009). As discrimination and calibration values do 

not provide information about the distribution of true and false positives and negatives 

(Bernardini et al., 2017), we further derived sensitivity, specificity, positive predictive values 

(PPV) and negative predictive values (NPV) for each model (Altman and Bland, 1994a,b). To 

make optimal decisions for the classification based on the prediction models, the optimal cut-

off point for the predicted probability (i.e., “decision thresholds”) (Steyerberg, 2009) was 

defined at the threshold which maximised overall correct classification rates and minimised 

misclassification rates, while choosing the point on the receiver operating characteristic curve 

farthest from chance (Perkins and Schisterman, 2006).  

 

2.4.5.Model validity and re-calibration 

To correct measures of predictive performance for optimism, defined as difference in test 

performance and apparent performance (Steyerberg et al., 2010), which occurs when a 

model’s predictions are more extreme than they should be for individuals in a new dataset 

from the same target population, we carried out internal validation of each model separately 
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using Harrell’s optimism-correction procedure through 5-fold repeated CV iterated 200 times 

(Harrell et al., 1996). Accordingly, the whole model building process from imputing the missing 

values with missForest, selecting tuning parameter λ through repeated CV to fitting each 

model (i.e., LASSO and RIDGE) was repeated 1000 times on the 200×5 different resamples. 

We then estimated the overall optimism for each measure of performance as the median of 

the 1000 estimated optimisms (Supplementary Tables 5-6). To account for overfitting during 

the model development process, for each measure of performance (p), we obtained the 

optimism-corrected performance (pcorrected), by using the formula: pcorrected=papparent-poptimism 

(Steyerberg, 2019). We further recalibrated the models by updating the baseline betas for the 

entire dataset using βcorrectedxb formula; similarly, we used αcorrected+βcorrected×intercept formula 

to obtain the recalibrated intercept; here, b are the uncalibrated log-odds ratios. The 

uncalibrated and recalibrated coefficients including intercepts from RIDGE and LASSO 

models are presented in Supplementary Table 7-10.  

 

2.4.6.Power calculations 

The current “rule of thumb” for sample size is to include at least 10 events per candidate 

predictor. However, it does not take into account several important aspects for accurate the 

needed sample size calculations, such as the magnitude of predictor effects, the overall 

outcome risk, the distribution of predictors, and the number of events for each category of 

categorical predictors (Riley et al., 2019). Therefore, we estimated the needed number of 

events (e.g., number of patients who will meet the criteria for either of treatment resistance 

schizophrenia subtype) per variable (e.g. degree of freedoms of predictors of treatment 

resistant schizophrenia subtypes (EPV) (Austin et al., 2017)) necessary for robust prediction 

models using calculations developed by Riley et al. (2019). Accordingly, based on an 

estimated prevalence of E-TR events in our sample (0.252) that occurred during the 5-year 

follow-up period, and 13 prognostic factors included in the model development, we needed 

5.1 EPV which was slightly higher compared to 4.5 EPV available in our sample. Similarly, 

considering the prevalence of L-TR in the following 5 years was 0.126 and including 13 
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predictors, we needed to have 3.24 EPV; this was substantially higher compared to the 

available EPV (i.e., 1.8) in our sample.  

 

3.Results  

3.1.Sample characteristics  

The core analytic sample comprised 239 FES patients with a mean length of follow-up of 5-

years (SD=2.5 years). Of these, n=56 (25.2%) were defined as E-TR and n=24 (12.6%) were 

defined as L-TR. There were no significant differences between E-TR group and non-TR group 

in terms of ethnicity, socio-demographic and clinical characteristics at baseline 

(Supplementary Table 3). Cases in the L-TR group were significantly younger at the time of 

first contact with mental health services (meanyears=23.5, SD=4.8) compared to the non-TR 

group (meanyears=27.8, SD=8.3) (t(188)=6.21, p=0.014), and a lower proportion of L-TR cases 

(43.5%) were men compared to non-TR group (66.3%) (x(1)
2=4.51, p=0.034) (Supplementary 

Table 4). 

 

3.2.Predicting E-TR: Performance of prediction models  

Having retained 12 out 13 predictors included in the analyses (Supplementary Tables 7 and 

9), LASSO demonstrated a good discrimination (AUCcorrected=0.74) and a good calibration 

(calibration slope βLASSO=1.204 and calibration-in-the-large αLASSO=0.188) (Table 1). Similarly, 

RIDGE model had high discrimination (AUCcorrected=0.77) and good calibration (βRIDGE=1.264 

and calibration-in-the-large αRIDGE=0.028). To classify individuals at the high risk for E-TR, for 

LASSO model the decision threshold was estimated at 28.1%, and for RIDGE the decision 

threshold was estimated at 33.9%. Based on these thresholds, LASSO and RIDGE obtained 

excellent NPVs; specificity was lower for LASSO (specificitycorrected=0.71) compared to RIDGE 

model (specificitycorrected=1.00) (Table 1). Due to a very large estimated optimism for sensitivity 

in RIDGE model (optimismsensitivity(RIDGE)=0.578) (Supplementary Table 6), after optimism-

correction procedure sensitivity for RIDGE was shown to be equal to zero 

(sensitivitycorrected=0.00) (Table 1).  
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3.3.Predicting L-TR: Performance of prediction models  

For predicting L-TR onset, LASSO retained all 13 predictors as important factors contributing 

to this outcome (Supplementary Tables 8 and 10). LASSO model had high discrimination 

(AUCcorrected=0.77) and a relatively good calibration (calibration slope βLASSO=1.838 and 

calibration-in-the-large αLASSO=0.504) (Table 2). RIDGE model also had good discrimination 

(AUCcorrected=0.75) and a relatively good calibration (calibration slope βRIDGE=1.658 and 

calibration-in-the-large αRIDGE=0.394). To classify individuals at the high risk for L-TR, for 

LASSO model the decision threshold was estimated at 12.8%, and for RIDGE the decision 

threshold was estimated at 12.6%. Using these thresholds, NPV for both RIDGE and LASSO 

was within an excellent range; PPV was higher for RIDGE model (PPVcorrected=0.59) than for 

LASSO model (PPVcorrected=0.42) (Table 2). LASSO had moderate sensitivity (0.62); sensitivity 

estimated for RIDGE model extremely low (sensitivitycorrected=0.00), which was due to having 

a very large estimated optimism (optimismsensitivity(RIDGE)=0.579) (Supplementary Table 6). 

 

4.Discussion  

In the present study, we attempted to develop prediction models to predict an individual risk 

for meeting criteria for (i) early treatment resistant (E-TR) schizophrenia and (ii) late-treatment 

resistant (L-TR) schizophrenia during the first 5 years after the first contact with mental health 

services for first episode schizophrenia spectrum (FES) disorders. Having followed TRIPOD 

recommendations and employed factors known to be associated with poor schizophrenia 

outcomes, we utilised methods that are recommended for model development and validation 

when accuracy and interpretability are the priority for implementation of prediction models in 

practice (Fusar-Poli and Meyer-Lindenberg, 2016).  

 

Encompassing information on ethnicity, cannabis use, low socio-economic status, family 

history of psychosis, childhood adversity, living arrangements and clinical presentation all 

collated on the first contact with mental health services for FES, our models had good 
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discriminative ability to identify those FES patients who were at a greater vs lesser risk to meet 

criteria for E-TR and L-TR. The obtained discriminative ability for each model is on par with 

prediction models for coronary heart disease (Wilson et al., 1998), breast cancer (Costantino 

et al., 1999) and cardiovascular disease (Hippisley-Cox et al., 2010), which are now included 

in clinical guidelines for therapeutic management. Moreover, the developed prediction models 

for estimating an individual risk for developing E-TR and L-TR following onset of FES showed 

excellent negative predictive values highlighting the models had strong ability to identify those 

FES patients who will not develop these TRS subtypes in the following 5 years; whereas, the 

high specificity implies these models are likely to correctly classify a higher proportion of FES 

patients as high risk for TRS subtypes in the following 5 years. Thus, utilising these models in 

practice can reduce the chances for FES patients being exposed to inappropriate intervention 

plans designed for treatment resistance in schizophrenia. The positive predictive values for E-

TR ranged from 44% to 48% and for L-TR ranged from 42% to 59%. Considering that the 

prevalence of E-TR was 25% and 13% for L-TR in our sample, the obtained positive predictive 

values indicate that our models will be of advantage for clinical trials recruiting patients at risk 

for these TRS subtypes as they will require on average 19-46% less patients at risk for those 

outcomes before their onset. It is feasible, however, that improvements in these measures of 

prediction accuracy in our models might have been more significant if more complex machine 

learning methods, such as random forest or support vector machines, had been used (Hastie, 

2009). Nonetheless, it has recently been shown that the more complex machine learning 

methods led to only minor improvements, if any at all, in prediction accuracy at the expense 

of reduced interpretability and lack of variable selection when compared with simpler statistical 

models (Christodoulou et al., 2019; van der Ploeg et al., 2014).  

 

Because we aimed to develop models that would be likely accepted and implemented in 

clinical care, we included only those predictors that were consistently highlighted as risk 

factors for schizophrenia and TRS onset in the literature (Ajnakina et al., 2018a; Di Forti at al., 

2009; Fisher et al., 2010; Lally et al, 2016; Smart et al., 2019; Trotta et al., 2015). Using a 
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priori knowledge to identify the most robust predictors to be included in prediction models is 

also a recommended approach for ensuring EPV is adequate for the analyses (de Jong et al., 

2019; Fusar-Poli et al., 2018). This is because the selection of such predictors would be limited 

in number (preserving the EPV) and independent of the data on which the model is then tested 

(Studerus et al., 2017). However, having chosen variables based on a priori knowledge meant 

we had to retain a higher number of predictors in models than was advisable through sample 

size calculations (Riley et al., 2019), especially when developing a prediction model for L-TR, 

leading to reduced power.  

 

This reduced power may explain why LASSO selected almost all predictors. However, having 

utilised only those variables that have been implicated in risk for poorer schizophrenia 

outcomes, it is equally feasible that LASSO retained all, or almost all, predictors in the models 

because all included predictors play an important role in the onset of E-TR and L-TR in the 

following 5 years in patients with FES. If this assertion is accurate, then our results reiterate 

the important role that such factors as cannabis use, low socio-economic status, family history 

of psychosis, childhood adversity and adverse living arrangements play in increasing risk for 

TRS subtypes providing avenues for prevention strategies. Although preventing childhood 

abuse is currently beyond our powers, as a means to reduce risk for onset of TRS subtypes, 

we can certainly advocate public health campaigns to educate people about the harms of 

cannabis use, while early intervention service could aim to improve or alleviate adverse 

environmental circumstances for patients with FES (Murray et al., 2020).  

 

Although the reduced power may further explain the presence of very large optimism observed 

in sensitivity, especially in RIDGE model, leading to low internally validated sensitivity in 

predicting E-TR and L-TR in the following 5 years, the low sensitivity might, at least in part, be 

due to not having included other variables implicated in treatment response, or lack of thereof, 

in FES patients. The fact that approximately 70% of TRS patients were shown to be resistant 

to available treatment from their first contact with mental health services for schizophrenia 
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(Lally et al., 2016) in combination with accumulated evidence demonstrating that younger age 

of illness onset is associated with a greater risk for a poor outcome and TRS (Lally et al., 2016, 

Meltzer et al., 1997), suggests that neurodevelopmental disruption may play a crucial role in 

TRS onset (Murray et al., 1992). Indeed, localised differences in gyrification between TRS and 

non-TRS groups were previous observed (Palaniyappan et al., 2016); though, many other 

biological defects, such as glutamatergic or dopaminergic abnormalities and reductions in grey 

matter tissue (Gillespie et al., 2017), are likely to be associated with an increased risk for 

treatment resistance in patients with schizophrenia (Gillespie et al., 2017, Molent et al., 2019). 

However, a good prediction model ought to be based on data reflecting the real-life clinical 

information available to a physician and a participant when they need to make decisions on 

the likely risk of TRS subtypes for an individual during the next 5 years. Therefore, models 

developed with variables on neuroanatomical domains would be constrained by logistical and 

financial challenges that can impede the ability to implement them in everyday clinical practice. 

 

4.1. Methodological consideration 

Strengths of this study include the longitudinal design (Wynants et al., 2017), which allowed 

for the follow-up of FES cases over the first five years of their illness. We have employed 

rigorous methodology for model development and evaluation, including power calculation. To 

maximise the predictive accuracy (Cowley et al., 2019), we catered for incomplete data, which 

is a common but serious limitation in psychiatric research but generally not addressed 

sufficiently (Moons et al., 2006). The predictors included in our models are often collected in 

epidemiological studies and can be ascertainable during a brief patient-physician discussion.  

 

Limitations include the small population of female patients and the lack of a robust measure 

of medication adherence, which may have affected the number of FES patients meeting the 

criteria for TRS and its subtypes (McCutcheon et al., 2015). We were unable to carry out an 

external validation of our models due to the lack of comparable data. The percentage of 

missing values across variables might have affected the imputations and induced some bias 
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in the estimates of the effects in the model. Nonetheless, the proportion of missingness in the 

present study was comparable to many longitudinal datasets (Ajnakina et al., 2020; Morgan 

et al., 2014) and within the range for missForest to handle it efficiently (Stekhoven and 

Bühlmann, 2012). It may also be argued that missForest might was unable to handle well a 

very small dataset with a relatively large portion of missing values leading to the observed 

overfitting especially for RIDGE models, alluding to a possibility that MICE method might have 

been more appropriate. Although some overfitting might have come from utilising MissForest, 

MICE would have introduced the problem of having multiple models with a different set of 

variables and models’ parameters selected for each multiple imputation, which would have 

not been ideal for clinical practice. Other methods entailing a combination of LASSO and MICE 

techniques have been proposed (Liu et al. 2016), which again would have not been clear and 

interpretable enough for clinicians.  

 

Finally, it may be argued that time-to-even models might have been more appropriate for 

developing models for estimating individual risk of TRS subtypes in the following 5 years. 

However, defining patients with schizophrenia as TRS is significantly dependent on when 

clozapine has been prescribed by a treating clinician; the average time to clozapine 

prescription is 5 years, which is considerably longer than recommended by NICE guidelines 

(Howes et al., 2012). In fact, clozapine has been shown to be commenced in less than half of 

those with TRS over the course of the 5 years follow-up (Lally et al, 2016) meaning the use of 

high-dose antipsychotics or polypharmacy prior to clozapine is needed to identify those who 

are TRS (Howes et al., 2012). For these reasons, the time to TRS onset cannot be accurately 

estimated. Thus, to avoid introducing any biases, we chose models for binary outcomes rather 

than time to event. 

 

4.2. Conclusion 

Using factors that are known to be associated with poor schizophrenia outcomes and 

employing advanced statistical shrinkage methods, our results showed it was possible to 
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predict with sufficient accuracy who would meet criteria for early-treatment resistance and late-

treatment resistance during the 5-year follow-up after the first contact with mental health 

services for schizophrenia using regularised regression models. However, sensitivity, 

especially for RIDGE model, was low implying that further work is necessary to explore way 

of improving these prediction models for such rare but important outcomes before they can be 

used for a more in-depth risk assessment, follow-up monitoring and individually tailored 

prevention strategies. 
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Table 1. Internally validated prediction accuracy of the prediction models developed to predict 

onset of E-TR in patients with first episode schizophrenia spectrum disorders during the 5-

year follow-up 

Performance measures   LASSO  RIDGE 

AUC  0.74  0.77 
Calibration slope β  1.204  1.264 
Calibration-in-the-large α  0.188  0.028 
PPV  0.44  0.48 
NPV  0.86  0.84 
Sensitivity  0.66  0.00 
Specificity  0.71  1.00 

N of cases in the outcome  56  56 

E-TR, early treatment resistant schizophrenia spectrum disorders; SE, standard error; AUC, 

area under the receiver operating characteristic curve; PPV, positive predictive value; NPV, 

negative predictive value 
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Table 2. Internally validated prediction accuracy of prediction models developed to predict 

onset of L-TR in patients with first episode schizophrenia spectrum disorders during the 5-

year follow-up 

Performance measures   LASSO  RIDGE 

AUC  0.77  0.75 

Calibration slope β  1.838  1.658 

Calibration-in-the-large α  0.504  0.394 

PPV  0.42  0.59 

NPV  1.00  0.81 

Sensitivity  0.62  0.00 

Specificity  1.00  1.00 

N of cases in the outcome  24  24 

L-TR, late treatment resistant schizophrenia spectrum disorders; SE, standard Error; AUC, 

area under the receiver operating characteristic curve; PPV, positive predictive value; NPV, 

negative predictive value 


