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# Preface to "Neutrosophic Multi-Criteria Decision Making" 


#### Abstract

The notion of a neutrosophic quadruple BCK/BCI-number is considered in the first article ("Neutrosophic Quadruple BCK/BCI-Algebras", by Young Bae Jun, Seok-Zun Song, Florentin Smarandache, and Hashem Bordbar), and a neutrosophic quadruple BCK/BCI-algebra, which consists of neutrosophic quadruple BCK/BCI-numbers, is constructed. Several properties are investigated, and a (positive implicative) ideal in a neutrosophic quadruple BCK-algebra and a closed ideal in a neutrosophic quadruple BCI-algebra are studied. Given subsets A and B of a $B C K / B C I-a l g e b r a$, the set $\mathrm{NQ}(\mathrm{A}, \mathrm{B})$, which consists of neutrosophic quadruple $\mathrm{BCK} / \mathrm{BCI}-$ numbers with a condition, is established. Conditions for the set $\mathrm{NQ}(\mathrm{A}, \mathrm{B})$ to be a (positive implicative) ideal of a neutrosophic quadruple BCK-algebra are provided, and conditions for the set $\mathrm{NQ}(\mathrm{A}, \mathrm{B})$ to be a (closed) ideal of a neutrosophic quadruple BCI-algebra are given.

Techniques for the order of preference by similarity to ideal solution (TOPSIS) and elimination and choice translating reality (ELECTRE) are widely used methods to solve multicriteria decision-making problems. In the second research article ("Decision-Making with Bipolar Neutrosophic TOPSIS and Bipolar Neutrosophic ELECTRE-I"), Muhammad Akram, Shumaiza, and Florentin Smarandache present the bipolar neutrosophic TOPSIS method and the bipolar neutrosophic ELECTRE-I method to solve such problems. The authors use the revised closeness degree to rank the alternatives in the bipolar neutrosophic TOPSIS method. The researchers describe the bipolar neutrosophic TOPSIS method and the bipolar neutrosophic ELECTRE-I method by flow charts, also solving numerical examples by the proposed methods and providing a comparison of these methods.

In the third article ("Interval Neutrosophic Sets with Applications in BCK/BCI-Algebra", by Young Bae Jun, Seon Jeong Kim and Florentin Smarandache), the notion of ( $\mathrm{T}(\mathrm{i}, \mathrm{j}), \mathrm{I}(\mathrm{k}, \mathrm{l}), \mathrm{F}(\mathrm{m}, \mathrm{n})$ )-interval neutrosophic subalgebra in $\mathrm{BCK} / \mathrm{BCI}-$ algebra is introduced for i,j,k,l,m,n infoNumber $1,2,3,4$, and properties and relations are investigated. The notion of interval neutrosophic length of an interval neutrosophic set is also introduced, and the related properties are investigated.

The bipolar neutrosophic set is an important extension of the bipolar fuzzy set. The bipolar neutrosophic set is a hybridization of the bipolar fuzzy set and the neutrosophic set. Every element of a bipolar neutrosophic set consists of three independent positive membership functions and three independent negative membership functions. In the fourth paper ("CrossEntropy Measures of Bipolar and Interval Bipolar Neutrosophic Sets and Their Application for Multi-Attribute Decision-Making"), Surapati Pramanik, Partha Pratim Dey, Florentin Smarandache, and Jun Ye develop cross-entropy measures of bipolar neutrosophic sets and prove their basic properties. They also define cross-entropy measures of interval bipolar neutrosophic sets and prove their basic properties. Thereafter, they develop two novel multiattribute decision-making strategies based on the proposed cross-entropy measures. In the decision-making framework, the authors calculate the weighted cross entropy measures between each alternative and the ideal alternative to rank the alternatives and choose the best one, solving two illustrative examples of multi-attribute decision-making problems and comparing the obtained result with the results of other existing strategies to show the


applicability and effectiveness of the developed strategies. At the end, the main conclusion and future scope of research are summarized.

Soft sets (SSs), neutrosophic sets (NSs), and rough sets (RSs) are different mathematical models for handling uncertainties, but they are mutually related. In the fifth research paper ("Multi-Attribute Decision-Making Method Based on Neutrosophic Soft Rough Information"), Muhammad Akram, Sundas Shahzadi, and Florentin Smarandache introduce the notions of soft rough neutrosophic sets (SRNSs) and neutrosophic soft rough sets (NSRSs) as hybrid models for soft computing. The researchers describe a mathematical approach to handle decisionmaking problems in view of NSRSs and also present an efficient algorithm of the proposed hybrid model to solve decision-making problems.

Neutrosophic sets (NSs) handle uncertain information, while fuzzy sets (FSs) and intuitionistic fuzzy sets (IFs) fail to handle indeterminate information. Soft set theory, neutrosophic set theory, and rough set theory are different mathematical models for handling uncertainties and they are mutually related. The neutrosophic soft rough set (NSRS) model is a hybrid model combining neutrosophic soft sets with rough sets. Muhammad Akram, Hafsa M. Malik, Sundas Shahzadi, and Florentin Smarandache apply neutrosophic soft rough sets to graphs in the sixth research paper ("Neutrosophic Soft Rough Graphs with Application"), introducing the idea of neutrosophic soft rough graphs (NSRGs) and describing different methods for their construction. The authors consider the application of NSRG in decisionmaking problems, developing, in particular, efficient algorithms to solve decision-making problems.

In practical situations, one often has to handle programming problems involving indeterminate information. Building on the concepts of indeterminacy I and neutrosophic number (NN) ( $\mathrm{z}=\mathrm{p}+\mathrm{qI}$ for $\mathrm{p}, \mathrm{q}$ infoNumber R), the seventh paper ("Neutrosophic Number Nonlinear Programming Problems and Their General Solution Methods under Neutrosophic Number Environments", by Jun Ye, Wenhua Cui, and Zhikang Lu) introduces some basic operations of NNs and concepts of NN nonlinear functions and inequalities. These functions and/or inequalities contain indeterminacy I and naturally lead to a formulation of NN nonlinear programming (NN-NP). These techniques include NN nonlinear optimization models for unconstrained and constrained problems and their general solution methods. Additionally, numerical examples are provided to show the effectiveness of the proposed NN-NP methods. It is obvious that the NN-NP problems usually yield NN optimal solutions, but not always. The possible optimal ranges of the decision variables and NN objective function are indicated when the indeterminacy I is considered for possible interval ranges in real situations. A neutrosophic number $(a+b I)$ is a significant mathematical tool to deal with indeterminate and incomplete information which generally exists in real-world problems, where a and bI denote the determinate component and indeterminate component, respectively. Kalyan Mondal, Surapati Pramanik, Bibhas C. Giri, and Florentin Smarandache define score functions and accuracy functions for ranking neutrosophic numbers in the eighth paper, entitled "NN-Harmonic Mean Aggregation Operators-Based MCGDM Strategy in a Neutrosophic Number Environment". The authors then define a cosine function to determine the unknown weight of the criteria. The researchers define the neutrosophic number harmonic mean operators and prove their basic properties. Then, they develop two novel multi-criteria group decision-making (MCGDM) strategies using the proposed aggregation operators, solving a numerical example to demonstrate the feasibility, applicability, and effectiveness of the two proposed strategies.

Sensitivity analysis with the variation of " I " on neutrosophic numbers is performed to demonstrate how the preference for the ranking order of alternatives is sensitive to the change of " I ". The efficiency of the developed strategies is ascertained by comparing the results obtained from the proposed strategies with the results obtained from the existing strategies in the literature.

A rough neutrosophic set model is a hybrid model, which deals with vagueness by using the lower and upper approximation spaces. In the ninth research paper ("Rough Neutrosophic Digraphs with Application"), Sidra Sayed, Nabeela Ishfaq, Muhammad Akram, and Florentin Smarandache apply the concept of rough neutrosophic sets to graphs, introducing rough neutrosophic digraphs and describing methods of their construction. Moreover, the researchers present the concept of self-complementary rough neutrosophic digraphs and, finally, consider an application of rough neutrosophic digraphs in decision-making.

The notion of a neutrosophic positive implicative N -ideal in BCK-algebras is introduced, and several properties are investigated in the tenth paper ("Neutrosophic Positive Implicative N-Ideals in BCK-Algebras", by Young Bae Jun, Florentin Smarandache, Seok-Zun Song, and Madad Khan). Relations between a neutrosophic N -ideal and a neutrosophic positive implicative N -ideal are discussed. Characterizations of a neutrosophic positive implicative N ideal are considered. Conditions for a neutrosophic N -ideal to be a neutrosophic positive implicative N -ideal are provided. An extension property of a neutrosophic positive implicative N -ideal based on the negative indeterminacy membership function is discussed.

Hough transform (HT) is a useful tool for both pattern recognition and image processing communities. In regard to pattern recognition, it can extract unique features for the description of various shapes, such as lines, circles, ellipses, etc. In regard to image processing, a dozen of applications can be handled with HT, such as lane detection for autonomous cars, blood cell detection in microscope images, and so on. As HT is a straightforward shape detector in a given image, its shape detection ability is low in noisy images. To alleviate its weakness in noisy images analysis and improve its shape-detection performance, in the eleventh paper ("Neutrosophic Hough Transform"), "Umit Budak, Yanhui Guo, Abdulkadir Ss eng "ur, and Florentin Smarandache propose neutrosophic Hough transform (NHT). As it was proved earlier, neutrosophy theory-based image processing applications were successful in noisy environments. To this end, the Hough space is initially transferred into the NS domain by calculating the NS membership triples (T, I, and F). An indeterminacy filtering is constructed where the neighborhood information is used in order to remove the indeterminacy in the spatial neighborhood of neutrosophic Hough space. The potential peaks are detected on the basis of thresholding on the neutrosophic Hough space, and these peak locations are then used to detect the lines in the image domain. Extensive experiments on noisy and noise-free images are performed in order to show the efficiency of the proposed NHT algorithm. The authors also compare their proposed NHT with the traditional HT and fuzzy HT methods on a variety of images. The obtained results show the efficiency of the proposed NHT for noisy images.

Florentin Smarandache, Jun Ye, Yanhui Guo
Guest Editors
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#### Abstract

The notion of a neutrosophic quadruple $B C K / B C I$-number is considered, and a neutrosophic quadruple $B C K / B C I$-algebra, which consists of neutrosophic quadruple $B C K / B C I$-numbers, is constructed. Several properties are investigated, and a (positive implicative) ideal in a neutrosophic quadruple $B C K$-algebra and a closed ideal in a neutrosophic quadruple $B C I$-algebra are studied. Given subsets $A$ and $B$ of a $B C K / B C I$-algebra, the set $N Q(A, B)$, which consists of neutrosophic quadruple $B C K / B C I$-numbers with a condition, is established. Conditions for the set $N Q(A, B)$ to be a (positive implicative) ideal of a neutrosophic quadruple $B C K$-algebra are provided, and conditions for the set $N Q(A, B)$ to be a (closed) ideal of a neutrosophic quadruple $B C I$-algebra are given. An example to show that the set $\{\tilde{0}\}$ is not a positive implicative ideal in a neutrosophic quadruple $B C K$-algebra is provided, and conditions for the set $\{\tilde{0}\}$ to be a positive implicative ideal in a neutrosophic quadruple $B C K$-algebra are then discussed.


Keywords: neutrosophic quadruple $B C K / B C I$-number; neutrosophic quadruple $B C K / B C I$-algebra; neutrosophic quadruple subalgebra; (positive implicative) neutrosophic quadruple ideal
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## 1. Introduction

The notion of a neutrosophic set was developed by Smarandache [1-3] and is a more general platform that extends the notions of classic sets, (intuitionistic) fuzzy sets, and interval valued (intuitionistic) fuzzy sets. Neutrosophic set theory is applied to a different field (see [4-8]). Neutrosophic algebraic structures in BCK/BCI-algebras are discussed in [9-16]. Neutrosophic quadruple algebraic structures and hyperstructures are discussed in [17,18].

In this paper, we will use neutrosophic quadruple numbers based on a set and construct neutrosophic quadruple $B C K / B C I$-algebras. We investigate several properties and consider ideals and positive implicative ideals in neutrosophic quadruple $B C K$-algebra, and closed ideals in neutrosophic quadruple BCI-algebra. Given subsets $A$ and $B$ of a neutrosophic quadruple $B C K / B C I$-algebra, we consider sets $N Q(A, B)$, which consist of neutrosophic quadruple BCK/BCI-numbers with a condition. We provide conditions for the set $N Q(A, B)$ to be a (positive implicative) ideal of a neutrosophic quadruple $B C K$-algebra and for the set $N Q(A, B)$ to be a (closed) ideal of a neutrosophic quadruple $B C I$-algebra. We give an example to show that the set $\{\tilde{0}\}$ is not a positive implicative ideal in a neutrosophic quadruple BCK-algebra, and we then consider conditions for the set $\{\tilde{0}\}$ to be a positive implicative ideal in a neutrosophic quadruple $B C K$-algebra.

## 2. Preliminaries

A $B C K / B C I$-algebra is an important class of logical algebras introduced by Iséki (see [19,20]).
By a $B C I$-algebra, we mean a set $X$ with a special element 0 and a binary operation $*$ that satisfies the following conditions:
(I) $\quad(\forall x, y, z \in X)(((x * y) *(x * z)) *(z * y)=0)$;
(II) $\quad(\forall x, y \in X)((x *(x * y)) * y=0)$;
(III) $(\forall x \in X)(x * x=0)$;
(IV) $(\forall x, y \in X)(x * y=0, y * x=0 \Rightarrow x=y)$.

If a $B C I$-algebra $X$ satisfies the identity
(V) $(\forall x \in X)(0 * x=0)$,
then $X$ is called a $B C K$-algebra. Any $B C K / B C I$-algebra $X$ satisfies the following conditions:

$$
\begin{align*}
& (\forall x \in X)(x * 0=x)  \tag{1}\\
& (\forall x, y, z \in X)(x \leq y \Rightarrow x * z \leq y * z, z * y \leq z * x)  \tag{2}\\
& (\forall x, y, z \in X)((x * y) * z=(x * z) * y)  \tag{3}\\
& (\forall x, y, z \in X)((x * z) *(y * z) \leq x * y) \tag{4}
\end{align*}
$$

where $x \leq y$ if and only if $x * y=0$. Any BCI-algebra $X$ satisfies the following conditions (see [21]):

$$
\begin{align*}
& (\forall x, y \in X)(x *(x *(x * y))=x * y)  \tag{5}\\
& (\forall x, y \in X)(0 *(x * y)=(0 * x) *(0 * y)) \tag{6}
\end{align*}
$$

A $B C K$-algebra $X$ is said to be positive implicative if the following assertion is valid.

$$
\begin{equation*}
(\forall x, y, z \in X)((x * z) *(y * z)=(x * y) * z) . \tag{7}
\end{equation*}
$$

A nonempty subset $S$ of a $B C K / B C I$-algebra $X$ is called a subalgebra of $X$ if $x * y \in S$ for all $x, y \in S$. A subset $I$ of a $B C K / B C I$-algebra $X$ is called an ideal of $X$ if it satisfies

$$
\begin{align*}
& 0 \in I  \tag{8}\\
& (\forall x \in X)(\forall y \in I)(x * y \in I \Rightarrow x \in I) . \tag{9}
\end{align*}
$$

A subset $I$ of a BCI-algebra $X$ is called a closed ideal (see [21]) of $X$ if it is an ideal of $X$ which satisfies

$$
\begin{equation*}
(\forall x \in X)(x \in I \Rightarrow 0 * x \in I) \tag{10}
\end{equation*}
$$

A subset $I$ of a BCK-algebra $X$ is called a positive implicative ideal (see [22]) of $X$ if it satisfies (8) and

$$
\begin{equation*}
(\forall x, y, z \in X)(((x * y) * z \in I, y * z \in I \Rightarrow x * z \in I) \tag{11}
\end{equation*}
$$

Observe that every positive implicative ideal is an ideal, but the converse is not true (see [22]). Note also that a BCK-algebra $X$ is positive implicative if and only if every ideal of $X$ is positive implicative (see [22]).

We refer the reader to the books $[21,22]$ for further information regarding $B C K / B C I$-algebras, and to the site "http://fs.gallup.unm.edu/neutrosophy.htm" for further information regarding neutrosophic set theory.

## 3. Neutrosophic Quadruple BCK/BCI-Algebras

We consider neutrosophic quadruple numbers based on a set instead of real or complex numbers.

Definition 1. Let $X$ be a set. A neutrosophic quadruple $X$-number is an ordered quadruple ( $a, x T, y I, z F)$ where $a, x, y, z \in X$ and $T, I, F$ have their usual neutrosophic logic meanings.

The set of all neutrosophic quadruple $X$-numbers is denoted by $N Q(X)$, that is,

$$
N Q(X):=\{(a, x T, y I, z F) \mid a, x, y, z \in X\}
$$

and it is called the neutrosophic quadruple set based on $X$. If $X$ is a $B C K / B C I$-algebra, a neutrosophic quadruple $X$-number is called a neutrosophic quadruple $B C K / B C I$-number and we say that $N Q(X)$ is the neutrosophic quadruple BCK/BCI-set.

Let $X$ be a $B C K / B C I$-algebra. We define a binary operation $\odot$ on $N Q(X)$ by

$$
(a, x T, y I, z F) \odot(b, u T, v I, w F)=(a * b,(x * u) T,(y * v) I,(z * w) F)
$$

for all $(a, x T, y I, z F),(b, u T, v I, w F) \in N Q(X)$. Given $a_{1}, a_{2}, a_{3}, a_{4} \in X$, the neutrosophic quadruple $B C K / B C I$-number $\left(a_{1}, a_{2} T, a_{3} I, a_{4} F\right)$ is denoted by $\tilde{a}$, that is,

$$
\tilde{a}=\left(a_{1}, a_{2} T, a_{3} I, a_{4} F\right),
$$

and the zero neutrosophic quadruple $B C K / B C I$-number $(0,0 T, 0 I, 0 F)$ is denoted by 0 , that is,

$$
\tilde{0}=(0,0 T, 0 I, 0 F) .
$$

We define an order relation " $\ll$ " and the equality " $=$ " on $N Q(X)$ as follows:

$$
\begin{aligned}
& \tilde{x} \ll \tilde{y} \Leftrightarrow x_{i} \leq y_{i} \text { for } i=1,2,3,4 \\
& \tilde{x}=\tilde{y} \Leftrightarrow x_{i}=y_{i} \text { for } i=1,2,3,4
\end{aligned}
$$

for all $\tilde{x}, \tilde{y} \in N Q(X)$. It is easy to verify that " $\ll$ " is an equivalence relation on $N Q(X)$.
Theorem 1. If $X$ is a BCK/BCI-algebra, then $(N Q(X) ; \odot, \tilde{0})$ is a BCK/BCI-algebra.
Proof. Let $X$ be a $B C I$-algebra. For any $\tilde{x}, \tilde{y}, \tilde{z} \in N Q(X)$, we have

$$
\begin{gathered}
(\tilde{x} \odot \tilde{y}) \odot(\tilde{x} \odot \tilde{z})=\left(x_{1} * y_{1},\left(x_{2} * y_{2}\right) T,\left(x_{3} * y_{3}\right) I,\left(x_{4} * y_{4}\right) F\right) \\
\quad \odot\left(x_{1} * z_{1},\left(x_{2} * z_{2}\right) T,\left(x_{3} * z_{3}\right) I,\left(x_{4} * z_{4}\right) F\right) \\
=\left(\left(x_{1} * y_{1}\right) *\left(x_{1} * z_{1}\right),\left(\left(x_{2} * y_{2}\right) *\left(x_{2} * z_{2}\right)\right) T\right. \\
\left.\quad\left(\left(x_{3} * y_{3}\right) *\left(x_{3} * z_{3}\right)\right) I,\left(\left(x_{4} * y_{4}\right) *\left(x_{4} * z_{4}\right)\right) T\right) \\
\ll\left(z_{1} * y_{1},\left(z_{2} * y_{2}\right) T,\left(z_{3} * y_{3}\right) I,\left(z_{4} * y_{4}\right) F\right) \\
=\tilde{z} \odot \tilde{y} \\
\tilde{x} \odot(\tilde{x} \odot \tilde{y})=\left(x_{1}, x_{2} T, x_{3} I, x_{4} F\right) \odot\left(x_{1} * y_{1},\left(x_{2} * y_{2}\right) T,\left(x_{3} * y_{3}\right) I,\left(x_{4} * y_{4}\right) F\right) \\
= \\
=\left(x_{1} *\left(x_{1} * y_{1}\right),\left(x_{2} *\left(x_{2} * y_{2}\right)\right) T,\left(x_{3} *\left(x_{3} * y_{3}\right)\right) I,\left(x_{4} *\left(x_{4} * y_{4}\right)\right) F\right) \\
\ll\left(y_{1}, y_{2} T, y_{3} I, y_{4} F\right) \\
=
\end{gathered}
$$

$$
\begin{aligned}
\tilde{x} \odot \tilde{x} & =\left(x_{1}, x_{2} T, x_{3} I, x_{4} F\right) \odot\left(x_{1}, x_{2} T, x_{3} I, x_{4} F\right) \\
& =\left(x_{1} * x_{1},\left(x_{2} * x_{2}\right) T,\left(x_{3} * x_{3}\right) I,\left(x_{4} * x_{4}\right) F\right) \\
& =(0,0 T, 0 I, 0 F)=\tilde{0} .
\end{aligned}
$$

Assume that $\tilde{x} \odot \tilde{y}=\tilde{0}$ and $\tilde{y} \odot \tilde{x}=\tilde{0}$. Then

$$
\left(x_{1} * y_{1},\left(x_{2} * y_{2}\right) T,\left(x_{3} * y_{3}\right) I,\left(x_{4} * y_{4}\right) F\right)=(0,0 T, 0 I, 0 F)
$$

and

$$
\left(y_{1} * x_{1},\left(y_{2} * x_{2}\right) T,\left(y_{3} * x_{3}\right) I,\left(y_{4} * x_{4}\right) F\right)=(0,0 T, 0 I, 0 F)
$$

It follows that $x_{1} * y_{1}=0=y_{1} * x_{1}, x_{2} * y_{2}=0=y_{2} * x_{2}, x_{3} * y_{3}=0=y_{3} * x_{3}$ and $x_{4} * y_{4}=0=y_{4} * x_{4}$. Hence, $x_{1}=y_{1}, x_{2}=y_{2}, x_{3}=y_{3}$, and $x_{4}=y_{4}$, which implies that

$$
\tilde{x}=\left(x_{1}, x_{2} T, x_{3} I, x_{4} F\right)=\left(y_{1}, y_{2} T, y_{3} I, y_{4} F\right)=\tilde{y} .
$$

Therefore, we know that $(N Q(X) ; \odot, \tilde{0})$ is a BCI-algebra. We call it the neutrosophic quadruple $B C I$-algebra. Moreover, if $X$ is a BCK-algebra, then we have

$$
\tilde{0} \odot \tilde{x}=\left(0 * x_{1},\left(0 * x_{2}\right) T,\left(0 * x_{3}\right) I,\left(0 * x_{4}\right) F\right)=(0,0 T, 0 I, 0 F)=\tilde{0}
$$

Hence, $(N Q(X) ; \odot, \tilde{0})$ is a BCK-algebra. We call it the neutrosophic quadruple BCK-algebra.
Example 1. If $X=\{0, a\}$, then the neutrosophic quadruple set $N Q(X)$ is given as follows:

$$
N Q(X)=\{\tilde{0}, \tilde{1}, \tilde{2}, \tilde{3}, \tilde{4}, \tilde{5}, \tilde{6}, \tilde{7}, \tilde{8}, \tilde{9}, \tilde{1}, \tilde{1}, \tilde{1}, \tilde{1}, \tilde{1} 4, \tilde{1}\}
$$

where

$$
\begin{aligned}
& \tilde{0}=(0,0 T, 0 I, 0 F), \tilde{1}=(0,0 T, 0 I, a F), \tilde{2}=(0,0 T, a I, 0 F), \tilde{3}=(0,0 T, a I, a F), \\
& \tilde{4}=(0, a T, 0 I, 0 F), \tilde{5}=(0, a T, 0 I, a F), \tilde{6}=(0, a T, a I, 0 F), \tilde{7}=(0, a T, a I, a F), \\
& \tilde{8}=(a, 0 T, 0 I, 0 F), \tilde{9}=(a, 0 T, 0 I, a F), \tilde{10}=(a, 0 T, a I, 0 F), \tilde{1}=(a, 0 T, a I, a F), \\
& \tilde{12}=(a, a T, 0 I, 0 F), \tilde{13}=(a, a T, 0 I, a F), \tilde{14}=(a, a T, a I, 0 F), \text { and } \tilde{15}=(a, a T, a I, a F) .
\end{aligned}
$$

Consider a BCK-algebra $X=\{0, a\}$ with the binary operation $*$, which is given in Table 1 .
Table 1. Cayley table for the binary operation " $*$ ".

$$
\begin{array}{ccc}
\hline * & \mathbf{0} & \boldsymbol{a} \\
\hline 0 & 0 & 0 \\
a & a & 0 \\
\hline
\end{array}
$$

Then $(N Q(X), \odot, \tilde{0})$ is a BCK-algebra in which the operation $\odot$ is given by Table 2.

Table 2. Cayley table for the binary operation " $\odot$ ".

| $\odot$ | $\tilde{\mathbf{0}}$ | $\tilde{\mathbf{1}}$ | $\tilde{\mathbf{2}}$ | $\tilde{\mathbf{3}}$ | $\tilde{\mathbf{4}}$ | $\tilde{\mathbf{5}}$ | $\tilde{\mathbf{6}}$ | $\tilde{\mathbf{7}}$ | $\tilde{\mathbf{8}}$ | $\tilde{\mathbf{9}}$ | $\tilde{\mathbf{1 0}}$ | $\tilde{\mathbf{1 4 1}}$ | $\tilde{\mathbf{1 2}}$ | $\tilde{\mathbf{1 3}}$ | $\tilde{\mathbf{1} 4}$ | $\tilde{\mathbf{1} 5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ |
| $\tilde{1}$ | $\tilde{1}$ | $\tilde{0}$ | $\tilde{1}$ | $\tilde{0}$ | $\tilde{1}$ | $\tilde{0}$ | $\tilde{1}$ | $\tilde{0}$ | $\tilde{1}$ | $\tilde{0}$ | $\tilde{1}$ | $\tilde{0}$ | $\tilde{1}$ | $\tilde{0}$ | $\tilde{1}$ | $\tilde{0}$ |
| $\tilde{2}$ | $\tilde{2}$ | $\tilde{2}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{2}$ | $\tilde{2}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{2}$ | $\tilde{2}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{2}$ | $\tilde{2}$ | $\tilde{0}$ | $\tilde{0}$ |
| $\tilde{3}$ | $\tilde{3}$ | $\tilde{2}$ | $\tilde{1}$ | $\tilde{0}$ | $\tilde{3}$ | $\tilde{2}$ | $\tilde{1}$ | $\tilde{0}$ | $\tilde{3}$ | $\tilde{2}$ | $\tilde{1}$ | $\tilde{0}$ | $\tilde{3}$ | $\tilde{2}$ | $\tilde{1}$ | $\tilde{0}$ |
| $\tilde{4}$ | $\tilde{4}$ | $\tilde{4}$ | $\tilde{4}$ | $\tilde{4}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{4}$ | $\tilde{4}$ | $\tilde{4}$ | $\tilde{4}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ |
| $\tilde{5}$ | $\tilde{5}$ | $\tilde{4}$ | $\tilde{5}$ | $\tilde{4}$ | $\tilde{1}$ | $\tilde{0}$ | $\tilde{1}$ | $\tilde{0}$ | $\tilde{5}$ | $\tilde{4}$ | $\tilde{5}$ | $\tilde{4}$ | $\tilde{1}$ | $\tilde{0}$ | $\tilde{1}$ | $\tilde{0}$ |
| $\tilde{6}$ | $\tilde{6}$ | $\tilde{6}$ | $\tilde{4}$ | $\tilde{4}$ | $\tilde{2}$ | $\tilde{2}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{6}$ | $\tilde{6}$ | $\tilde{4}$ | $\tilde{4}$ | $\tilde{2}$ | $\tilde{2}$ | $\tilde{0}$ | $\tilde{0}$ |
| $\tilde{7}$ | $\tilde{7}$ | $\tilde{6}$ | $\tilde{5}$ | $\tilde{4}$ | $\tilde{3}$ | $\tilde{2}$ | $\tilde{1}$ | $\tilde{0}$ | $\tilde{7}$ | $\tilde{6}$ | $\tilde{5}$ | $\tilde{4}$ | $\tilde{3}$ | $\tilde{2}$ | $\tilde{1}$ | $\tilde{0}$ |
| $\tilde{8}$ | $\tilde{8}$ | $\tilde{8}$ | $\tilde{8}$ | $\tilde{8}$ | $\tilde{8}$ | $\tilde{8}$ | $\tilde{8}$ | $\tilde{8}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ | $\tilde{0}$ |
| $\tilde{9}$ | $\tilde{9}$ | $\tilde{8}$ | $\tilde{8}$ | $\tilde{8}$ | $\tilde{9}$ | $\tilde{8}$ | $\tilde{9}$ | $\tilde{8}$ | $\tilde{9}$ | $\tilde{0}$ | $\tilde{1}$ | $\tilde{0}$ | $\tilde{1}$ | $\tilde{0}$ | $\tilde{1}$ | $\tilde{0}$ |
| $\tilde{10}$ | $\tilde{10}$ | $\tilde{10}$ | $\tilde{8}$ | $\tilde{8}$ | $\tilde{10}$ | $\tilde{10}$ | $\tilde{8}$ | $\tilde{8}$ | $\tilde{2}$ | $\tilde{2}$ | $\tilde{0}$ | $\tilde{2}$ | $\tilde{\mathbf{2}}$ | $\tilde{2}$ | $\tilde{0}$ | $\tilde{0}$ |

Table 2. Cont.

| $\odot$ | õ | 1 | 2 | 3 | ( | ) | \% | 7 | \% | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 11 | 11 | 10 | ¢ | \% | 11 | 10 | ¢ | \% | ก | 2 | 1 | 0 | 3 | 2̃ | 1̃ | ก |
| 12 | 12 | 12 | 12 | 12 | \% | \% | \% | \% | ¢ | ¢ | - | $\tilde{4}$ | O | O | ก | 0 |
| 13 | 13 | 12 | 13 | 12 | 9 | \% | 9 | \% | 5 | - | 5 | $\tilde{4}$ | İ | 0 | 1 | 0 |
| 14 | 14 | 14 | 12 | 12 | 10 | 10 | \% | \% | \% | \% | ) | $\tilde{4}$ | 2 | 2 | 0 | 0 |
| 15 | 15 | 14 | 13 | 12 | 11 | 10 | ¢ | \% | 7 | \% | 5 | $\tilde{4}$ | 3 | 2 | İ | 0 |

Theorem 2. The neutrosophic quadruple set $N Q(X)$ based on a positive implicative BCK-algebra $X$ is a positive implicative BCK-algebra.

Proof. Let $X$ be a positive implicative $B C K$-algebra. Then $X$ is a $B C K$-algebra, so $(N Q(X) ; \odot, \tilde{0})$ is a $B C K$-algebra by Theorem 1. Let $\tilde{x}, \tilde{y}, \tilde{z} \in N Q(X)$. Then

$$
\left(x_{i} * z_{i}\right) *\left(y_{i} * z_{i}\right)=\left(x_{i} * y_{i}\right) * z_{i}
$$

for all $i=1,2,3,4$ since $x_{i}, y_{i}, z_{i} \in X$ and $X$ is a positive implicative BCK-algebra. Hence, $(\tilde{x} \odot \tilde{z}) \odot$ $(\tilde{y} * \tilde{z})=(\tilde{x} \odot \tilde{y}) \odot \tilde{z}$; therefore, $N Q(X)$ based on a positive implicative BCK-algebra $X$ is a positive implicative BCK-algebra.

Proposition 1. The neutrosophic quadruple set $N Q(X)$ based on a positive implicative BCK-algebra $X$ satisfies the following assertions.

$$
\begin{align*}
& (\forall \tilde{x}, \tilde{y}, \tilde{z} \in N Q(X))(\tilde{x} \odot \tilde{y} \ll \tilde{z} \Rightarrow \tilde{x} \odot \tilde{z} \ll \tilde{y} \odot \tilde{z})  \tag{12}\\
& (\forall \tilde{x}, \tilde{y} \in N Q(X))(\tilde{x} \odot \tilde{y} \ll \tilde{y} \Rightarrow \tilde{x} \ll \tilde{y}) . \tag{13}
\end{align*}
$$

Proof. Let $\tilde{x}, \tilde{y}, \tilde{z} \in N Q(X)$. If $\tilde{x} \odot \tilde{y} \ll \tilde{z}$, then

$$
\tilde{0}=(\tilde{x} \odot \tilde{y}) \odot \tilde{z}=(\tilde{x} \odot \tilde{z}) \odot(\tilde{y} \odot \tilde{z})
$$

so $\tilde{x} \odot \tilde{z} \ll \tilde{y} \odot \tilde{z}$. Assume that $\tilde{x} \odot \tilde{y} \ll \tilde{y}$. Using Equation (12) implies that

$$
\tilde{x} \odot \tilde{y} \ll \tilde{y} \odot \tilde{y}=\tilde{0}
$$

so $\tilde{x} \odot \tilde{y}=\tilde{0}$, i.e., $\tilde{x} \ll \tilde{y}$.
Let $X$ be a $B C K / B C I$-algebra. Given $a, b \in X$ and subsets $A$ and $B$ of $X$, consider the sets

$$
\begin{aligned}
& N Q(a, B):=\{(a, a T, y I, z F) \in N Q(X) \mid y, z \in B\} \\
& N Q(A, b):=\{(a, x T, b I, b F) \in N Q(X) \mid a, x \in A\} \\
& N Q(A, B):=\{(a, x T, y I, z F) \in N Q(X) \mid a, x \in A ; y, z \in B\} \\
& N Q\left(A^{*}, B\right):=\bigcup_{a \in A} N Q(a, B) \\
& N Q\left(A, B^{*}\right):=\bigcup_{b \in B} N Q(A, b)
\end{aligned}
$$

and

$$
N Q(A \cup B):=N Q(A, 0) \cup N Q(0, B)
$$

The set $N Q(A, A)$ is denoted by $N Q(A)$.
Proposition 2. Let $X$ be a BCK/BCI-algebra. Given $a, b \in X$ and subsets $A$ and $B$ of $X$, we have
(1) $N Q\left(A^{*}, B\right)$ and $N Q\left(A, B^{*}\right)$ are subsets of $N Q(A, B)$.
(1) If $0 \in A \cap B$ then $N Q(A \cup B)$ is a subset of $N Q(A, B)$.

Proof. Straightforward.
Let $X$ be a $B C K / B C I$-algebra. Given $a, b \in X$ and subalgebras $A$ and $B$ of $X, N Q(a, B)$ and $N Q(A, b)$ may not be subalgebras of $N Q(X)$ since

$$
\left(a, a T, x_{3} I, x_{4} F\right) \odot\left(a, a T, u_{3} I, v_{4} F\right)=\left(0,0 T,\left(x_{3} * u_{3}\right) I,\left(x_{4} * v_{4}\right) F\right) \notin N Q(a, B)
$$

and

$$
\left(x_{1}, x_{2} T, b I, b F\right) \odot\left(u_{1}, u_{2} T, b I, b F\right)=\left(x_{1} * u_{1},\left(x_{2} * u_{2}\right) T, 0 I, 0 F\right) \notin N Q(A, b)
$$

for $\left(a, a T, x_{3} I, x_{4} F\right) \in N Q(a, B),\left(a, a T, u_{3} I, v_{4} F\right) \in N Q(a, B),\left(x_{1}, x_{2} T, b I, b F\right) \in N Q(A, b)$, and $\left(u_{1}, u_{2} T, b I, b F\right) \in N Q(A, b)$.

Theorem 3. If $A$ and $B$ are subalgebras of a $B C K / B C I$-algebra $X$, then the set $N Q(A, B)$ is a subalgebra of $N Q(X)$, which is called a neutrosophic quadruple subalgebra.

Proof. Assume that $A$ and $B$ are subalgebras of a $B C K / B C I$-algebra $X$. Let $\tilde{x}=\left(x_{1}, x_{2} T, x_{3} I, x_{4} F\right)$ and $\tilde{y}=\left(y_{1}, y_{2} T, y_{3} I, y_{4} F\right)$ be elements of $N Q(A, B)$. Then $x_{1}, x_{2}, y_{1}, y_{2} \in A$ and $x_{3}, x_{4}, y_{3}, y_{4} \in B$, which implies that $x_{1} * y_{1} \in A, x_{2} * y_{2} \in A, x_{3} * y_{3} \in B$, and $x_{4} * y_{4} \in B$. Hence,

$$
\tilde{x} \odot \tilde{y}=\left(x_{1} * y_{1},\left(x_{2} * y_{2}\right) T,\left(x_{3} * y_{3}\right) I,\left(x_{4} * y_{4}\right) F\right) \in N Q(A, B)
$$

so $N Q(A, B)$ is a subalgebra of $N Q(X)$.
Theorem 4. If $A$ and $B$ are ideals of a $B C K / B C I$-algebra $X$, then the set $N Q(A, B)$ is an ideal of $N Q(X)$, which is called a neutrosophic quadruple ideal.

Proof. Assume that $A$ and $B$ are ideals of a $B C K / B C I$-algebra $X$. Obviously, $\tilde{0} \in N Q(A, B)$. Let $\tilde{x}=\left(x_{1}, x_{2} T, x_{3} I, x_{4} F\right)$ and $\tilde{y}=\left(y_{1}, y_{2} T, y_{3} I, y_{4} F\right)$ be elements of $N Q(X)$ such that $\tilde{x} \odot \tilde{y} \in N Q(A, B)$ and $\tilde{y} \in N Q(A, B)$. Then

$$
\tilde{x} \odot \tilde{y}=\left(x_{1} * y_{1},\left(x_{2} * y_{2}\right) T,\left(x_{3} * y_{3}\right) I,\left(x_{4} * y_{4}\right) F\right) \in N Q(A, B),
$$

so $x_{1} * y_{1} \in A, x_{2} * y_{2} \in A, x_{3} * y_{3} \in B$ and $x_{4} * y_{4} \in B$. Since $\tilde{y} \in N Q(A, B)$, we have $y_{1}, y_{2} \in A$ and $y_{3}, y_{4} \in B$. Since $A$ and $B$ are ideals of $X$, it follows that $x_{1}, x_{2} \in A$ and $x_{3}, x_{4} \in B$. Hence, $\tilde{x}=\left(x_{1}, x_{2} T, x_{3} I, x_{4} F\right) \in N Q(A, B)$, so $N Q(A, B)$ is an ideal of $N Q(X)$.

Since every ideal is a subalgebra in a BCK-algebra, we have the following corollary.
Corollary 1. If $A$ and $B$ are ideals of a $B C K$-algebra $X$, then the set $N Q(A, B)$ is a subalgebra of $N Q(X)$.
The following example shows that Corollary 1 is not true in a $B C I$-algebra.

Example 2. Consider a BCI-algebra $(\mathbb{Z},-, 0)$. If we take $A=\mathbb{N}$ and $B=\mathbb{Z}$, then $N Q(A, B)$ is an ideal of $N Q(\mathbb{Z})$. However, it is not a subalgebra of $N Q(\mathbb{Z})$ since

$$
(2,3 T,-5 I, 6 F) \odot(3,5 T, 6 I,-7 F)=(-1,-2 T,-11 I, 13 F) \notin N Q(A, B)
$$

for $(2,3 T,-5 I, 6 F),(3,5 T, 6 I,-7 F) \in N Q(A, B)$.
Theorem 5. If $A$ and $B$ are closed ideals of a BCI-algebra $X$, then the set $N Q(A, B)$ is a closed ideal of $N Q(X)$.
Proof. If $A$ and $B$ are closed ideals of a $B C I$-algebra $X$, then the set $N Q(A, B)$ is an ideal of $N Q(X)$ by Theorem 4. Let $\tilde{x}=\left(x_{1}, x_{2} T, x_{3} I, x_{4} F\right) \in N Q(A, B)$. Then

$$
\tilde{0} \odot \tilde{x}=\left(0 * x_{1},\left(0 * x_{2}\right) T,\left(0 * x_{3}\right) I,\left(0 * x_{4}\right) F\right) \in N Q(A, B)
$$

since $0 * x_{1}, 0 * x_{2} \in A$ and $0 * x_{3}, 0 * x_{4} \in B$. Therefore, $N Q(A, B)$ is a closed ideal of $N Q(X)$.
Since every closed ideal of a $B C I$-algebra $X$ is a subalgebra of $X$, we have the following corollary.
Corollary 2. If $A$ and $B$ are closed ideals of a $B C I$-algebra $X$, then the set $N Q(A, B)$ is a subalgebra of $N Q(X)$.
In the following example, we know that there exist ideals $A$ and $B$ in a $B C I$-algebra $X$ such that $N Q(A, B)$ is not a closed ideal of $N Q(X)$.

Example 3. Consider BCI-algebras $(Y, *, 0)$ and $(\mathbb{Z},-, 0)$. Then $X=Y \times \mathbb{Z}$ is a BCI-algebra (see [21]). Let $A=Y \times \mathbb{N}$ and $B=\{0\} \times \mathbb{N}$. Then $A$ and $B$ are ideals of $X$, so $N Q(A, B)$ is an ideal of $N Q(X)$ by Theorem 4. Let $((0,0),(0,1) T,(0,2) I,(0,3) F) \in N Q(A, B)$. Then

$$
\begin{aligned}
& ((0,0),(0,0) T,(0,0) I,(0,0) F) \odot((0,0),(0,1) T,(0,2) I,(0,3) F) \\
& =((0,0),(0,-1) T,(0,-2) I,(0,-3) F) \notin N Q(A, B) .
\end{aligned}
$$

Hence, $N Q(A, B)$ is not a closed ideal of $N Q(X)$.
We provide conditions wherethe set $N Q(A, B)$ is a closed ideal of $N Q(X)$.
Theorem 6. Let A and B be ideals of a BCI-algebra X and let

$$
\Gamma:=\{\tilde{a} \in N Q(X) \mid(\forall \tilde{x} \in N Q(X))(\tilde{x} \ll \tilde{a} \Rightarrow \tilde{x}=\tilde{a})\} .
$$

Assume that, if $\Gamma \subseteq N Q(A, B)$, then $|\Gamma|<\infty$. Then $N Q(A, B)$ is a closed ideal of $N Q(X)$.
Proof. If $A$ and $B$ are ideals of $X$, then $N Q(A, B)$ is an ideal of $N Q(X)$ by Theorem 4. Let $\tilde{a}=\left(a_{1}, a_{2} T, a_{3} I, a_{4} F\right) \in N Q(A, B)$. For any $n \in \mathbb{N}$, denote $n(\tilde{a}):=\tilde{0} \odot(\tilde{0} \odot \tilde{a})^{n}$. Then $n(\tilde{a}) \in \Gamma$ and

$$
\begin{aligned}
n(\tilde{a}) & =\left(0 *\left(0 * a_{1}\right)^{n},\left(0 *\left(0 * a_{2}\right)^{n}\right) T,\left(0 *\left(0 * a_{3}\right)^{n}\right) I,\left(0 *\left(0 * a_{4}\right)^{n}\right) F\right) \\
& =\left(0 *\left(0 * a_{1}^{n}\right),\left(0 *\left(0 * a_{2}^{n}\right)\right) T,\left(0 *\left(0 * a_{3}^{n}\right)\right) I,\left(0 *\left(0 * a_{4}^{n}\right)\right) F\right) \\
& =\tilde{0} \odot\left(\tilde{0} \odot \tilde{a}^{n}\right) .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
n(\tilde{a}) \odot \tilde{a}^{n} & =\left(\tilde{0} \odot\left(\tilde{0} \odot \tilde{a}^{n}\right)\right) \odot \tilde{a}^{n} \\
& =\left(\tilde{0} \odot \tilde{a}^{n}\right) \odot\left(\tilde{0} \odot \tilde{a}^{n}\right) \\
& =\tilde{0} \in N Q(A, B),
\end{aligned}
$$

so $n(\tilde{a}) \in N Q(A, B)$, since $\tilde{a} \in N Q(A, B)$, and $N Q(A, B)$ is an ideal of $N Q(X)$. Since $|\Gamma|<\infty$, it follows that $k \in \mathbb{N}$ such that $n(\tilde{a})=(n+k)(\tilde{a})$, that is, $n(\tilde{a})=n(\tilde{a}) \odot(\tilde{0} \odot \tilde{a})^{k}$, and thus

$$
\begin{aligned}
k(\tilde{a}) & =\tilde{0} \odot(\tilde{0} \odot \tilde{a})^{k} \\
& =\left(n(\tilde{a}) \odot(\tilde{0} \odot \tilde{a})^{k}\right) \odot n(\tilde{a}) \\
& =n(\tilde{a}) \odot n(\tilde{a})=\tilde{0},
\end{aligned}
$$

i.e., $(k-1)(\tilde{a}) \odot(\tilde{0} \odot \tilde{a})=\tilde{0}$. Since $\tilde{0} \odot \tilde{a} \in \Gamma$, it follows that $\tilde{0} \odot \tilde{a}=(k-1)(\tilde{a}) \in N Q(A, B)$. Therefore, $N Q(A, B)$ is a closed ideal of $N Q(X)$.

Theorem 7. Given two elements $a$ and $b$ in a BCI-algebra $X$, let

$$
\begin{equation*}
A_{a}:=\{x \in X \mid a * x=a\} \text { and } B_{b}:=\{x \in X \mid b * x=b\} . \tag{14}
\end{equation*}
$$

Then $N Q\left(A_{a}, B_{b}\right)$ is a closed ideal of $N Q(X)$.
Proof. Since $a * 0=a$ and $b * 0=b$, we have $0 \in A_{a} \cap B_{b}$. Thus, $\tilde{0} \in N Q\left(A_{a}, B_{b}\right)$. If $x \in A_{a}$ and $y \in B_{b}$, then

$$
\begin{equation*}
0 * x=(a * x) * a=a * a=0 \text { and } 0 * y=(b * y) * b=b * b=0 \tag{15}
\end{equation*}
$$

Let $x, y, c, d \in X$ be such that $x, y * x \in A_{a}$ and $c, d * c \in B_{b}$. Then

$$
(a * y) * a=0 * y=(0 * y) * 0=(0 * y) *(0 * x)=0 *(y * x)=0
$$

and

$$
(b * d) * b=0 * d=(0 * d) * 0=(0 * d) *(0 * c)=0 *(d * c)=0
$$

that is, $a * y \leq a$ and $b * d \leq b$. On the other hand,

$$
a=a *(y * x)=(a * x) *(y * x) \leq a * y
$$

and

$$
b=b *(d * c)=(b * c) *(d * c) \leq b * d
$$

Thus, $a * y=a$ and $b * d=b$, i.e., $y \in A_{a}$ and $d \in B_{b}$. Hence, $A_{a}$ and $B_{b}$ are ideals of $X$, and $N Q\left(A_{a}, B_{b}\right)$ is therefore an ideal of $N Q(X)$ by Theorem 4 . Let $\tilde{x}=\left(x_{1}, x_{2} T, x_{3} I, x_{4} F\right) \in N Q\left(A_{a}, B_{b}\right)$. Then $x_{1}, x_{2} \in A_{a}$, and $x_{3}, x_{4} \in B_{b}$. It follows from Equation (15) that $0 * x_{1}=0 \in A_{a}, 0 * x_{2}=0 \in A_{a}$, $0 * x_{3}=0 \in B_{b}$, and $0 * x_{4}=0 \in B_{b}$. Hence,

$$
\tilde{0} \odot \tilde{x}=\left(0 * x_{1},\left(0 * x_{2}\right) T,\left(0 * x_{3}\right) I,\left(0 * x_{4}\right) F\right) \in N Q\left(A_{a}, B_{b}\right)
$$

Therefore, $N Q\left(A_{a}, B_{b}\right)$ is a closed ideal of $N Q(X)$.
Proposition 3. Let $A$ and $B$ be ideals of a BCK-algebra X. Then

$$
\begin{equation*}
N Q(A) \cap N Q(B)=\{\tilde{0}\} \Leftrightarrow(\forall \tilde{x} \in N Q(A))(\forall \tilde{y} \in N Q(B))(\tilde{x} \odot \tilde{y}=\tilde{x}) \tag{16}
\end{equation*}
$$

Proof. Note that $N Q(A)$ and $N Q(B)$ are ideals of $N Q(X)$. Assume that $N Q(A) \cap N Q(B)=\{\tilde{0}\}$. Let

$$
\tilde{x}=\left(x_{1}, x_{2} T, x_{3} I, x_{4} F\right) \in N Q(A) \text { and } \tilde{y}=\left(y_{1}, y_{2} T, y_{3} I, y_{4} F\right) \in N Q(B)
$$

Since $\tilde{x} \odot(\tilde{x} \odot \tilde{y}) \ll \tilde{x}$ and $\tilde{x} \odot(\tilde{x} \odot \tilde{y}) \ll \tilde{y}$, it follows that $\tilde{x} \odot(\tilde{x} \odot \tilde{y}) \in N Q(A) \cap N Q(B)=\{\tilde{0}\}$. Obviously, $(\tilde{x} \odot \tilde{y}) \odot \tilde{x} \in\{\tilde{0}\}$. Hence, $\tilde{x} \odot \tilde{y}=\tilde{x}$.

Conversely, suppose that $\tilde{x} \odot \tilde{y}=\tilde{x}$ for all $\tilde{x} \in N Q(A)$ and $\tilde{y} \in N Q(B)$. If $\tilde{z} \in N Q(A) \cap N Q(B)$, then $\tilde{z} \in N Q(A)$ and $\tilde{z} \in N Q(B)$, which is implied from the hypothesis that $\tilde{z}=\tilde{z} \odot \tilde{z}=\tilde{0}$. Hence $N Q(A) \cap N Q(B)=\{\tilde{0}\}$.

Theorem 8. Let $A$ and $B$ be subsets of a BCK-algebra $X$ such that

$$
\begin{equation*}
(\forall a, b \in A \cap B)(K(a, b) \subseteq A \cap B) \tag{17}
\end{equation*}
$$

where $K(a, b):=\{x \in X \mid x * a \leq b\}$. Then the set $N Q(A, B)$ is an ideal of $N Q(X)$.
Proof. If $x \in A \cap B$, then $0 \in K(x, x)$ since $0 * x \leq x$. Hence, $0 \in A \cap B$ by Equation (17), so it is clear that $\tilde{0} \in N Q(A, B)$. Let $\tilde{x}=\left(x_{1}, x_{2} T, x_{3} I, x_{4} F\right)$ and $\tilde{y}=\left(y_{1}, y_{2} T, y_{3} I, y_{4} F\right)$ be elements of $N Q(X)$ such that $\tilde{x} \odot \tilde{y} \in N Q(A, B)$ and $\tilde{y} \in N Q(A, B)$. Then

$$
\tilde{x} \odot \tilde{y}=\left(x_{1} * y_{1},\left(x_{2} * y_{2}\right) T,\left(x_{3} * y_{3}\right) I,\left(x_{4} * y_{4}\right) F\right) \in N Q(A, B)
$$

so $x_{1} * y_{1} \in A, x_{2} * y_{2} \in A, x_{3} * y_{3} \in B$, and $x_{4} * y_{4} \in B$. Using (II), we have $x_{1} \in K\left(x_{1} * y_{1}, y_{1}\right) \subseteq A$, $x_{2} \in K\left(x_{2} * y_{2}, y_{2}\right) \subseteq A, x_{3} \in K\left(x_{3} * y_{3}, y_{3}\right) \subseteq B$, and $x_{4} \in K\left(x_{4} * y_{4}, y_{4}\right) \subseteq B$. This implies that $\tilde{x}=\left(x_{1}, x_{2} T, x_{3} I, x_{4} F\right) \in N Q(A, B)$. Therefore, $N Q(A, B)$ is an ideal of $N Q(X)$.

Corollary 3. Let $A$ and $B$ be subsets of a $B C K$-algebra $X$ such that

$$
\begin{equation*}
(\forall a, x, y \in X)(x, y \in A \cap B,(a * x) * y=0 \Rightarrow a \in A \cap B) \tag{18}
\end{equation*}
$$

Then the set $N Q(A, B)$ is an ideal of $N Q(X)$.
Theorem 9. Let $A$ and $B$ be nonempty subsets of a BCK-algebra $X$ such that

$$
\begin{equation*}
(\forall a, x, y \in X)(x, y \in A(\text { or } B), a * x \leq y \Rightarrow a \in A(\text { or } B)) \tag{19}
\end{equation*}
$$

Then the set $N Q(A, B)$ is an ideal of $N Q(X)$.
Proof. Assume that the condition expressed by Equation (19) is valid for nonempty subsets $A$ and $B$ of $X$. Since $0 * x \leq x$ for any $x \in A$ (or $B$ ), we have $0 \in A$ (or $B$ ) by Equation (19). Hence, it is clear that $\tilde{0} \in N Q(A, B)$. Let $\tilde{x}=\left(x_{1}, x_{2} T, x_{3} I, x_{4} F\right)$ and $\tilde{y}=\left(y_{1}, y_{2} T, y_{3} I, y_{4} F\right)$ be elements of $N Q(X)$ such that $\tilde{x} \odot \tilde{y} \in N Q(A, B)$ and $\tilde{y} \in N Q(A, B)$. Then

$$
\tilde{x} \odot \tilde{y}=\left(x_{1} * y_{1},\left(x_{2} * y_{2}\right) T,\left(x_{3} * y_{3}\right) I,\left(x_{4} * y_{4}\right) F\right) \in N Q(A, B),
$$

so $x_{1} * y_{1} \in A, x_{2} * y_{2} \in A, x_{3} * y_{3} \in B$, and $x_{4} * y_{4} \in B$. Note that $x_{i} *\left(x_{i} * y_{i}\right) \leq y_{i}$ for $i=1,2,3,4$. It follows from Equation (19) that $x_{1}, x_{2} \in A$ and $x_{3}, x_{4} \in B$. Hence,

$$
\tilde{x}=\left(x_{1}, x_{2} T, x_{3} I, x_{4} F\right) \in N Q(A, B)
$$

therefore, $N Q(A, B)$ is an ideal of $N Q(X)$.
Theorem 10. If $A$ and $B$ are positive implicative ideals of a $B C K$-algebra $X$, then the set $N Q(A, B)$ is a positive implicative ideal of $N Q(X)$, which is called a positive implicative neutrosophic quadruple ideal.

Proof. Assume that $A$ and $B$ are positive implicative ideals of a $B C K$-algebra $X$. Obviously, $\tilde{0} \in N Q(A, B)$. Let $\tilde{x}=\left(x_{1}, x_{2} T, x_{3} I, x_{4} F\right), \tilde{y}=\left(y_{1}, y_{2} T, y_{3} I, y_{4} F\right)$, and $\tilde{z}=\left(z_{1}, z_{2} T, z_{3} I, z_{4} F\right)$ be elements of $N Q(X)$ such that $(\tilde{x} \odot \tilde{y}) \odot \tilde{z} \in N Q(A, B)$ and $\tilde{y} \odot \tilde{z} \in N Q(A, B)$. Then

$$
\begin{aligned}
(\tilde{x} \odot \tilde{y}) \odot \tilde{z}=\left(\left(x_{1} * y_{1}\right)\right. & * z_{1},\left(\left(x_{2} * y_{2}\right) * z_{2}\right) T \\
& \left.\left(\left(x_{3} * y_{3}\right) * z_{3}\right) I,\left(\left(x_{4} * y_{4}\right) * z_{4}\right) F\right) \in N Q(A, B),
\end{aligned}
$$

and

$$
\tilde{y} \odot \tilde{z}=\left(y_{1} * z_{1},\left(y_{2} * z_{2}\right) T,\left(y_{3} * z_{3}\right) I,\left(y_{4} * z_{4}\right) F\right) \in N Q(A, B),
$$

so $\left(x_{1} * y_{1}\right) * z_{1} \in A,\left(x_{2} * y_{2}\right) * z_{2} \in A,\left(x_{3} * y_{3}\right) * z_{3} \in B,\left(x_{4} * y_{4}\right) * z_{4} \in B, y_{1} * z_{1} \in A, y_{2} * z_{2} \in A$, $y_{3} * z_{3} \in B$, and $y_{4} * z_{4} \in B$. Since $A$ and $B$ are positive implicative ideals of $X$, it follows that $x_{1} * z_{1}, x_{2} * z_{2} \in A$ and $x_{3} * z_{3}, x_{4} * z_{4} \in B$. Hence,

$$
\tilde{x} \odot \tilde{z}=\left(x_{1} * z_{1},\left(x_{2} * z_{2}\right) T,\left(x_{3} * z_{3}\right) I,\left(x_{4} * z_{4}\right) F\right) \in N Q(A, B)
$$

so $N Q(A, B)$ is a positive implicative ideal of $N Q(X)$.
Theorem 11. Let $A$ and $B$ be ideals of a BCK-algebra $X$ such that

$$
\begin{equation*}
(\forall x, y, z \in X)((x * y) * z \in A(\text { or } B) \Rightarrow(x * z) *(y * z) \in A(\text { or } B)) \tag{20}
\end{equation*}
$$

Then $N Q(A, B)$ is a positive implicative ideal of $N Q(X)$.
Proof. Since $A$ and $B$ are ideals of $X$, it follows from Theorem 4 that $N Q(A, B)$ is an ideal of $N Q(X)$. Let $\tilde{x}=\left(x_{1}, x_{2} T, x_{3} I, x_{4} F\right), \tilde{y}=\left(y_{1}, y_{2} T, y_{3} I, y_{4} F\right)$, and $\tilde{z}=\left(z_{1}, z_{2} T, z_{3} I, z_{4} F\right)$ be elements of $N Q(X)$ such that $(\tilde{x} \odot \tilde{y}) \odot \tilde{z} \in N Q(A, B)$ and $\tilde{y} \odot \tilde{z} \in N Q(A, B)$. Then

$$
\begin{aligned}
(\tilde{x} \odot \tilde{y}) \odot \tilde{z}=\left(\left(x_{1} * y_{1}\right)\right. & * z_{1},\left(\left(x_{2} * y_{2}\right) * z_{2}\right) T \\
& \left.\left(\left(x_{3} * y_{3}\right) * z_{3}\right) I,\left(\left(x_{4} * y_{4}\right) * z_{4}\right) F\right) \in N Q(A, B),
\end{aligned}
$$

and

$$
\tilde{y} \odot \tilde{z}=\left(y_{1} * z_{1},\left(y_{2} * z_{2}\right) T,\left(y_{3} * z_{3}\right) I,\left(y_{4} * z_{4}\right) F\right) \in N Q(A, B)
$$

so $\left(x_{1} * y_{1}\right) * z_{1} \in A,\left(x_{2} * y_{2}\right) * z_{2} \in A,\left(x_{3} * y_{3}\right) * z_{3} \in B,\left(x_{4} * y_{4}\right) * z_{4} \in B, y_{1} * z_{1} \in A, y_{2} * z_{2} \in A$, $y_{3} * z_{3} \in B$, and $y_{4} * z_{4} \in B$. It follows from Equation (20) that $\left(x_{1} * z_{1}\right) *\left(y_{1} * z_{1}\right) \in A,\left(x_{2} * z_{2}\right) *\left(y_{2} *\right.$ $\left.z_{2}\right) \in A,\left(x_{3} * z_{3}\right) *\left(y_{3} * z_{3}\right) \in B$, and $\left(x_{4} * z_{4}\right) *\left(y_{4} * z_{4}\right) \in B$. Since $A$ and $B$ are ideals of $X$, we get $x_{1} * z_{1} \in A, x_{2} * z_{2} \in A, x_{3} * z_{3} \in B$, and $x_{4} * z_{4} \in B$. Hence,

$$
\tilde{x} \odot \tilde{z}=\left(x_{1} * z_{1},\left(x_{2} * z_{2}\right) T,\left(x_{3} * z_{3}\right) I,\left(x_{4} * z_{4}\right) F\right) \in N Q(A, B)
$$

Therefore, $N Q(A, B)$ is a positive implicative ideal of $N Q(X)$.
Corollary 4. Let A and B be ideals of a BCK-algebra X such that

$$
\begin{equation*}
(\forall x, y \in X)((x * y) * y \in A(\text { or } B) \Rightarrow x * y \in A(\text { or } B)) \tag{21}
\end{equation*}
$$

Then $N Q(A, B)$ is a positive implicative ideal of $N Q(X)$.
Proof. If the condition expressed in Equation (21) is valid, then the condition expressed in Equation (20) is true. Hence, $N Q(A, B)$ is a positive implicative ideal of $N Q(X)$ by Theorem 11.

Theorem 12. Let $A$ and $B$ be subsets of a $B C K$-algebra $X$ such that $0 \in A \cap B$ and

$$
\begin{equation*}
((x * y) * y) * z \in A(\text { or } B), z \in A(\text { or } B) \Rightarrow x * y \in A(\text { or } B) \tag{22}
\end{equation*}
$$

for all $x, y, z \in X$. Then $N Q(A, B)$ is a positive implicative ideal of $N Q(X)$.
Proof. Since $0 \in A \cap B$, it is clear that $\tilde{0} \in N Q(A, B)$. We first show that

$$
\begin{equation*}
(\forall x, y \in X)(x * y \in A(\text { or } B), y \in A(\text { or } B) \Rightarrow x \in A(\text { or } B)) . \tag{23}
\end{equation*}
$$

Let $x, y \in X$ be such that $x * y \in A($ or $B)$ and $y \in A$ (or $B)$. Then

$$
((x * 0) * 0) * y=x * y \in A(\text { or } B)
$$

by Equation (1), which, based on Equations (1) and (22), implies that $x=x * 0 \in A$ (or B). Let $\tilde{x}=\left(x_{1}, x_{2} T, x_{3} I, x_{4} F\right), \tilde{y}=\left(y_{1}, y_{2} T, y_{3} I, y_{4} F\right)$, and $\tilde{z}=\left(z_{1}, z_{2} T, z_{3} I, z_{4} F\right)$ be elements of $N Q(X)$ such that $(\tilde{x} \odot \tilde{y}) \odot \tilde{z} \in N Q(A, B)$ and $\tilde{y} \odot \tilde{z} \in N Q(A, B)$. Then

$$
\begin{aligned}
(\tilde{x} \odot \tilde{y}) \odot \tilde{z}=\left(\left(x_{1} * y_{1}\right)\right. & * z_{1},\left(\left(x_{2} * y_{2}\right) * z_{2}\right) T \\
& \left.\left(\left(x_{3} * y_{3}\right) * z_{3}\right) I,\left(\left(x_{4} * y_{4}\right) * z_{4}\right) F\right) \in N Q(A, B),
\end{aligned}
$$

and

$$
\tilde{y} \odot \tilde{z}=\left(y_{1} * z_{1},\left(y_{2} * z_{2}\right) T,\left(y_{3} * z_{3}\right) I,\left(y_{4} * z_{4}\right) F\right) \in N Q(A, B)
$$

so $\left(x_{1} * y_{1}\right) * z_{1} \in A,\left(x_{2} * y_{2}\right) * z_{2} \in A,\left(x_{3} * y_{3}\right) * z_{3} \in B,\left(x_{4} * y_{4}\right) * z_{4} \in B, y_{1} * z_{1} \in A, y_{2} * z_{2} \in A$, $y_{3} * z_{3} \in B$, and $y_{4} * z_{4} \in B$. Note that

$$
\left(\left(\left(x_{i} * z_{i}\right) * z_{i}\right) *\left(y_{i} * z_{i}\right)\right) *\left(\left(x_{i} * y_{i}\right) * z_{i}\right)=0 \in A(\text { or } B)
$$

for $i=1,2,3,4$. Since $\left(x_{i} * y_{i}\right) * z_{i} \in A$ for $i=1,2$ and $\left(x_{j} * y_{j}\right) * z_{j} \in B$ for $j=3,4$, it follows from Equation (23) that $\left(\left(x_{i} * z_{i}\right) * z_{i}\right) *\left(y_{i} * z_{i}\right) \in A$ for $i=1,2$, and $\left(\left(x_{j} * z_{j}\right) * z_{j}\right) *\left(y_{j} * z_{j}\right) \in B$ for $j=3,4$. Moreover, since $y_{i} * z_{i} \in A$ for $i=1,2$, and $y_{j} * z_{j} \in B$ for $j=3,4$, we have $x_{1} * z_{1} \in A, x_{2} * z_{2} \in A$, $x_{3} * z_{3} \in B$, and $x_{4} * z_{4} \in B$ by Equation (22). Hence,

$$
\tilde{x} \odot \tilde{z}=\left(x_{1} * z_{1},\left(x_{2} * z_{2}\right) T,\left(x_{3} * z_{3}\right) I,\left(x_{4} * z_{4}\right) F\right) \in N Q(A, B) .
$$

Therefore, $N Q(A, B)$ is a positive implicative ideal of $N Q(X)$.
Theorem 13. Let $A$ and $B$ be subsets of a $B C K$-algebra $X$ such that $N Q(A, B)$ is a positive implicative ideal of $N Q(X)$. Then the set

$$
\begin{equation*}
\Omega_{\tilde{a}}:=\{\tilde{x} \in N Q(X) \mid \tilde{x} \odot \tilde{a} \in N Q(A, B)\} \tag{24}
\end{equation*}
$$

is an ideal of $N Q(X)$ for any $\tilde{a} \in N Q(X)$.
Proof. Obviously, $\tilde{0} \in \Omega_{\tilde{a}}$. Let $\tilde{x}, \tilde{y} \in N Q(X)$ be such that $\tilde{x} \odot \tilde{y} \in \Omega_{\tilde{a}}$ and $\tilde{y} \in \Omega_{\tilde{a}}$. Then $(\tilde{x} \odot \tilde{y}) \odot \tilde{a} \in N Q(A, B)$ and $\tilde{y} \odot \tilde{a} \in N Q(A, B)$. Since $N Q(A, B)$ is a positive implicative ideal of $N Q(X)$, it follows from Equation (11) that $\tilde{x} \odot \tilde{a} \in N Q(A, B)$ and therefore that $\tilde{x} \in \Omega_{\tilde{a}}$. Hence, $\Omega_{\tilde{a}}$ is an ideal of $N Q(X)$.

Combining Theorems 12 and 13, we have the following corollary.

Corollary 5. If $A$ and $B$ are subsets of a $B C K$-algebra $X$ satisfying $0 \in A \cap B$ and the condition expressed in Equation (22), then the set $\Omega_{\tilde{a}}$ in Equation (24) is an ideal of $N Q(X)$ for all a $\tilde{a} \in N Q(X)$.

Theorem 14. For any subsets $A$ and $B$ of a BCK-algebra $X$, if the set $\Omega_{\tilde{a}}$ in Equation (24) is an ideal of $N Q(X)$ for all $\tilde{a} \in N Q(X)$, then $N Q(A, B)$ is a positive implicative ideal of $N Q(X)$.

Proof. Since $\tilde{0} \in \Omega_{\tilde{a}}$, we have $\tilde{0}=\tilde{0} \odot \tilde{a} \in N Q(A, B)$. Let $\tilde{x}, \tilde{y}, \tilde{z} \in N Q(X)$ be such that $(\tilde{x} \odot \tilde{y}) \odot \tilde{z} \in N Q(A, B)$ and $\tilde{y} \odot \tilde{z} \in N Q(A, B)$. Then $\tilde{x} \odot \tilde{y} \in \Omega_{\tilde{z}}$ and $\tilde{y} \in \Omega_{\tilde{z}}$. Since $\Omega_{\tilde{z}}$ is an ideal of $N Q(X)$, it follows that $\tilde{x} \in \Omega_{\tilde{z}}$. Hence, $\tilde{x} \odot \tilde{z} \in N Q(A, B)$. Therefore, $N Q(A, B)$ is a positive implicative ideal of $N Q(X)$.

Theorem 15. For any ideals $A$ and $B$ of a BCK-algebra $X$ and for any $\tilde{a} \in N Q(X)$, if the set $\Omega_{\tilde{a}}$ in Equation (24) is an ideal of $N Q(X)$, then $N Q(X)$ is a positive implicative BCK-algebra.

Proof. Let $\Omega$ be any ideal of $N Q(X)$. For any $\tilde{x}, \tilde{y}, \tilde{z} \in N Q(X)$, assume that $(\tilde{x} \odot \tilde{y}) \odot \tilde{z} \in \Omega$ and $\tilde{y} \odot \tilde{z} \in \Omega$. Then $\tilde{x} \odot \tilde{y} \in \Omega_{\tilde{z}}$ and $\tilde{y} \in \Omega_{\tilde{z}}$. Since $\Omega_{\tilde{z}}$ is an ideal of $N Q(X)$, it follows that $\tilde{x} \in \Omega_{\tilde{z}}$. Hence, $\tilde{x} \odot \tilde{z} \in \Omega$, which shows that $\Omega$ is a positive implicative ideal of $N Q(X)$. Therefore, $N Q(X)$ is a positive implicative $B C K$-algebra.

In general, the set $\{\tilde{0}\}$ is an ideal of any neutrosophic quadruple $B C K$-algebra $N Q(X)$, but it is not a positive implicative ideal of $N Q(X)$ as seen in the following example.

Example 4. Consider a $B C K$-algebra $X=\{0,1,2\}$ with the binary operation $*$, which is given in Table 3 .
Table 3. Cayley table for the binary operation " $*$ ".

| $*$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 |
| 1 | 1 | 0 | 0 |
| 2 | 2 | 1 | 0 |

Then the neutrosophic quadruple $B C K$-algebra $N Q(X)$ has 81 elements. If we take $\tilde{a}=(2,2 T, 2 I, 2 F)$ and $\tilde{b}=(1,1 T, 1 I, 1 F)$ in $N Q(X)$, then

$$
\begin{aligned}
(\tilde{a} \odot \tilde{b}) \odot \tilde{b} & =((2 * 1) * 1,((2 * 1) * 1) T,((2 * 1) * 1) I,((2 * 1) * 1) F) \\
& =(1 * 1,(1 * 1) T,(1 * 1) I,(1 * 1) F)=(0,0 T, 0 I, 0 F)=\tilde{0}
\end{aligned}
$$

and $\tilde{b} \odot \tilde{b}=\tilde{0}$. However,

$$
\tilde{a} \odot \tilde{b}=(2 * 1,(2 * 1) T,(2 * 1) I,(2 * 1) F)=(1,1 T, 1 I, 1 F) \neq \tilde{0} .
$$

Hence, $\{0 ̃\}$ is not a positive implicative ideal of $N Q(X)$.
We now provide conditions for the set $\{\tilde{0}\}$ to be a positive implicative ideal in the neutrosophic quadruple $B C K$-algebra.

Theorem 16. Let $N Q(X)$ be a neutrosophic quadruple BCK-algebra. If the set

$$
\begin{equation*}
\Omega(\tilde{a}):=\{\tilde{x} \in N Q(X) \mid \tilde{x} \ll \tilde{a}\} \tag{25}
\end{equation*}
$$

is an ideal of $N Q(X)$ for all $\tilde{a} \in N Q(X)$, then $\{\tilde{0}\}$ is a positive implicative ideal of $N Q(X)$.

Proof. We first show that

$$
\begin{equation*}
(\forall \tilde{x}, \tilde{y} \in N Q(X))((\tilde{x} \odot \tilde{y}) \odot \tilde{y}=\tilde{0} \Rightarrow \tilde{x} \odot \tilde{y}=\tilde{0}) . \tag{26}
\end{equation*}
$$

Assume that $(\tilde{x} \odot \tilde{y}) \odot \tilde{y}=\tilde{0}$ for all $\tilde{x}, \tilde{y} \in N Q(X)$. Then $\tilde{x} \odot \tilde{y} \ll \tilde{y}$, so $\tilde{x} \odot \tilde{y} \in \Omega(\tilde{y})$. Since $\tilde{y} \in \Omega(\tilde{y})$ and $\Omega(\tilde{y})$ is an ideal of $N Q(X)$, we have $\tilde{x} \in \Omega(\tilde{y})$. Thus, $\tilde{x} \ll \tilde{y}$, that is, $\tilde{x} \odot \tilde{y}=\tilde{0}$. Let $\tilde{u}:=(\tilde{x} \odot \tilde{y}) \odot \tilde{y}$. Then

$$
((\tilde{x} \odot \tilde{u}) \odot \tilde{y}) \odot \tilde{y}=((\tilde{x} \odot \tilde{y}) \odot \tilde{y}) \odot \tilde{u}=\tilde{0}
$$

which implies, based on Equations (3) and (26), that

$$
(\tilde{x} \odot \tilde{y}) \odot((\tilde{x} \odot \tilde{y}) \odot \tilde{y})=(\tilde{x} \odot \tilde{y}) \odot \tilde{u}=(\tilde{x} \odot \tilde{u}) \odot \tilde{y}=\tilde{0},
$$

that is, $\tilde{x} \odot \tilde{y} \ll(\tilde{x} \odot \tilde{y}) \odot \tilde{y}$. Since $(\tilde{x} \odot \tilde{y}) \odot \tilde{y} \ll \tilde{x} \odot \tilde{y}$, it follows that

$$
\begin{equation*}
(\tilde{x} \odot \tilde{y}) \odot \tilde{y}=\tilde{x} \odot \tilde{y} . \tag{27}
\end{equation*}
$$

If we put $\tilde{y}=\tilde{x} \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x}))$ in Equation (27), then

$$
\begin{aligned}
\tilde{x} \odot(\tilde{x} \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x}))) & =(\tilde{x} \odot(\tilde{x} \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x})))) \odot(\tilde{x} \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x}))) \\
& \ll(\tilde{y} \odot(\tilde{y} \odot \tilde{x})) \odot(\tilde{x} \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x}))) \\
& \ll(\tilde{y} \odot(\tilde{y} \odot \tilde{x})) \odot(\tilde{x} \odot \tilde{y}) \\
& =(\tilde{y} \odot(\tilde{x} \odot \tilde{y})) \odot(\tilde{y} \odot \tilde{x}) \\
& =((\tilde{y} \odot(\tilde{x} \odot \tilde{y})) \odot(\tilde{y} \odot \tilde{x})) \odot(\tilde{y} \odot \tilde{x}) \\
& \ll(\tilde{x} \odot(\tilde{x} \odot \tilde{y})) \odot(\tilde{y} \odot \tilde{x}) .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
& ((\tilde{x} \odot(\tilde{x} \odot \tilde{y})) \odot(\tilde{y} \odot \tilde{x})) \odot(\tilde{x} \odot(\tilde{x} \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x})))) \\
& =((\tilde{x} \odot(\tilde{x} \odot(\tilde{x} \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x}))))) \odot(\tilde{x} \odot \tilde{y})) \odot(\tilde{y} \odot \tilde{x})) \\
& =((\tilde{x} \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x}))) \odot(\tilde{x} \odot \tilde{y})) \odot(\tilde{y} \odot \tilde{x})) \\
& \ll(\tilde{y} \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x}))) \odot(\tilde{y} \odot \tilde{x}))=\tilde{0},
\end{aligned}
$$

so $((\tilde{x} \odot(\tilde{x} \odot \tilde{y})) \odot(\tilde{y} \odot \tilde{x})) \odot(\tilde{x} \odot(\tilde{x} \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x}))))=\tilde{0}$, that is,

$$
((\tilde{x} \odot(\tilde{x} \odot \tilde{y})) \odot(\tilde{y} \odot \tilde{x})) \ll \tilde{x} \odot(\tilde{x} \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x})))
$$

Hence,

$$
\begin{equation*}
\tilde{x} \odot(\tilde{x} \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x})))=((\tilde{x} \odot(\tilde{x} \odot \tilde{y})) \odot(\tilde{y} \odot \tilde{x})) \tag{28}
\end{equation*}
$$

If we use $\tilde{y} \odot \tilde{x}$ instead of $\tilde{x}$ in Equation (28), then

$$
\begin{aligned}
\tilde{y} \odot \tilde{x} & =(\tilde{y} \odot \tilde{x}) \odot \tilde{0} \\
& =(\tilde{y} \odot \tilde{x}) \odot((\tilde{y} \odot \tilde{x}) \odot(\tilde{y} \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x})))) \\
& =((\tilde{y} \odot \tilde{x}) \odot((\tilde{y} \odot \tilde{x}) \odot \tilde{y})) \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x})) \\
& =(\tilde{y} \odot \tilde{x}) \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x})),
\end{aligned}
$$

which, by taking $\tilde{x}=\tilde{y} \odot \tilde{x}$, implies that

$$
\begin{aligned}
\tilde{y} \odot(\tilde{y} \odot \tilde{x}) & =(\tilde{y} \odot(\tilde{y} \odot \tilde{x})) \odot(\tilde{y} \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x}))) \\
& =(\tilde{y} \odot(\tilde{y} \odot \tilde{x})) \odot(\tilde{y} \odot \tilde{x})
\end{aligned}
$$

It follows that

$$
\begin{aligned}
(\tilde{y} \odot(\tilde{y} \odot \tilde{x})) \odot(\tilde{x} \odot \tilde{y}) & =((\tilde{y} \odot(\tilde{y} \odot \tilde{x})) \odot(\tilde{y} \odot \tilde{x})) \odot(\tilde{x} \odot \tilde{y}) \\
& \ll(\tilde{x} \odot(\tilde{y} \odot \tilde{x})) \odot(\tilde{x} \odot \tilde{y}) \\
& =(\tilde{x} \odot(\tilde{x} \odot \tilde{y})) \odot(\tilde{y} \odot \tilde{x}),
\end{aligned}
$$

so,

$$
\begin{aligned}
\tilde{y} \odot \tilde{x} & =(\tilde{y} \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x}))) \odot \tilde{0} \\
& =(\tilde{y} \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x}))) \odot((\tilde{y} \odot \tilde{x}) \odot \tilde{y}) \\
& \ll((\tilde{y} \odot \tilde{x}) \odot((\tilde{y} \odot \tilde{x}) \odot \tilde{y})) \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x})) \\
& =(\tilde{y} \odot \tilde{x}) \odot(\tilde{y} \odot(\tilde{y} \odot \tilde{x})) \\
& \ll(\tilde{y} \odot \tilde{x}) \odot \tilde{x} .
\end{aligned}
$$

Since $(\tilde{y} \odot \tilde{x}) \odot \tilde{x} \ll \tilde{y} \odot \tilde{x}$, it follows that

$$
\begin{equation*}
(\tilde{y} \odot \tilde{x}) \odot \tilde{x}=\tilde{y} \odot \tilde{x} \tag{29}
\end{equation*}
$$

Based on Equation (29), it follows that

$$
\begin{aligned}
& ((\tilde{x} \odot \tilde{z}) *(\tilde{y} \odot \tilde{z})) \odot((\tilde{x} \odot \tilde{y}) \odot \tilde{z}) \\
& =(((\tilde{x} \odot \tilde{z}) \odot \tilde{z}) \odot(\tilde{y} \odot \tilde{z})) \odot((\tilde{x} \odot \tilde{y}) \odot \tilde{z}) \\
& <((\tilde{x} \odot \tilde{z}) \odot \tilde{y}) \odot((\tilde{x} \odot \tilde{y}) \odot \tilde{z}) \\
& =\tilde{0}
\end{aligned}
$$

that is, $(\tilde{x} \odot \tilde{z}) *(\tilde{y} \odot \tilde{z}) \ll(\tilde{x} \odot \tilde{y}) \odot \tilde{z}$. Note that

$$
\begin{aligned}
& ((\tilde{x} \odot \tilde{y}) \odot \tilde{z}) \odot((x \odot \tilde{z}) \odot(\tilde{y} \odot \tilde{z})) \\
& =((\tilde{x} \odot \tilde{y}) \odot \tilde{z}) \odot((x \odot(\tilde{y} \odot \tilde{z})) \odot \tilde{z}) \\
& \ll(\tilde{x} \odot \tilde{y}) \odot(\tilde{x} \odot(\tilde{y} \odot \tilde{z})) \\
& \ll(\tilde{y} \odot \tilde{z}) \odot \tilde{y}=\tilde{0},
\end{aligned}
$$

which shows that $(\tilde{x} \odot \tilde{y}) \odot \tilde{z} \ll(\tilde{x} \odot \tilde{z}) \odot(\tilde{y} \odot \tilde{z})$. Hence, $(\tilde{x} \odot \tilde{y}) \odot \tilde{z}=(\tilde{x} \odot \tilde{z}) \odot(\tilde{y} \odot \tilde{z})$. Therefore, $N Q(X)$ is a positive implicative, so $\{\tilde{0}\}$ is a positive implicative ideal of $N Q(X)$.

## 4. Conclusions

We have considered a neutrosophic quadruple $B C K / B C I$-number on a set and established neutrosophic quadruple $B C K / B C I$-algebras, which consist of neutrosophic quadruple $B C K / B C I$-numbers. We have investigated several properties and considered ideal theory in a neutrosophic quadruple $B C K$-algebra and a closed ideal in a neutrosophic quadruple $B C I$-algebra. Using subsets $A$ and $B$ of a neutrosophic quadruple $B C K / B C I$-algebra, we have considered sets $N Q(A, B)$, which consist of neutrosophic quadruple $B C K / B C I$-numbers with a condition. We have provided conditions for the set $N Q(A, B)$ to be a (positive implicative) ideal of a neutrosophic quadruple $B C K$-algebra, and the set $N Q(A, B)$ to be a (closed) ideal of a neutrosophic quadruple $B C I$-algebra. We have provided an example
to show that the set $\{\tilde{0}\}$ is not a positive implicative ideal in a neutrosophic quadruple $B C K$-algebra, and we have considered conditions for the set $\{\tilde{0}\}$ to be a positive implicative ideal in a neutrosophic quadruple $B C K$-algebra.
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#### Abstract

Technique for the order of preference by similarity to ideal solution (TOPSIS) and elimination and choice translating reality (ELECTRE) are widely used methods to solve multi-criteria decision making problems. In this research article, we present bipolar neutrosophic TOPSIS method and bipolar neutrosophic ELECTRE-I method to solve such problems. We use the revised closeness degree to rank the alternatives in our bipolar neutrosophic TOPSIS method. We describe bipolar neutrosophic TOPSIS method and bipolar neutrosophic ELECTRE-I method by flow charts. We solve numerical examples by proposed methods. We also give a comparison of these methods.
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## 1. Introduction

The theory of fuzzy sets was introduced by Zadeh [1]. Fuzzy set theory allows objects to be members of the set with a degree of membership, which can take any value within the unit closed interval $[0,1]$. Smarandache [2] originally introduced neutrosophy, a branch of philosophy which examines the origin, nature, and scope of neutralities, as well as their connections with different intellectual spectra. To apply neutrosophic set in real-life problems more conveniently, Smarandache [2] and Wang et al. [3] defined single-valued neutrosophic sets which takes the value from the subset of $[0,1]$. Thus, a single-valued neutrosophic set is an instance of neutrosophic set, and can be used feasibly to deal with real-world problems, especially in decision support. Deli et al. [4] dealt with bipolar neutrosophic sets, which is an extension of bipolar fuzzy sets [5].

Multi-criteria decision making (MCDM) is a process to make an ideal choice that has the highest degree of achievement from a set of alternatives that are characterized in terms of multiple conflicting criteria. Hwang and Yoon [6] developed the TOPSIS method, which is one of the most favorable and effective MCDM methods to solve MCDM problems. In classical MCDM methods, the attribute values and weights are determined precisely. To deal with problems consisting of incomplete and vague information, in 2000 Chen [7] conferred the fuzzy version of TOPSIS method for the first time. Chung and Chu [8] presented fuzzy TOPSIS method under group decision for facility location selection problem. Hadi et al. [9] proposed the fuzzy inferior ratio method for multiple attribute decision making problems. Joshi and Kumar [10] discussed the TOPSIS method based on intuitionistic fuzzy entropy and distance measure for multi criteria decision making. A comparative study of multiple criteria decision making methods under stochastic inputs is described by Kolios et al. [11]. Akram et al. [12-14] considered decision support systems based on bipolar fuzzy graphs. Applications of bipolar fuzzy sets to graphs have been discussed in [15,16]. Faizi et al. [17] presented group decision making for hesitant fuzzy sets based on characteristic objects method. Recently, Alghamdi et al. [18] have studied
multi-criteria decision-making methods in bipolar fuzzy environment. Dey et al. [19] considered TOPSIS method for solving the decision making problem under bipolar neutrosophic environment.

On the other hand, the ELECTRE is one of the useful MCDM methods. This outranking method was proposed by Benayoun et al. [20], which was later referred to as ELECTRE-I method. Different versions of ELECTRE method have been developed as ELECTRE-I, II, III, IV and TRI. Hatami-Marbini and Tavana [21] extended the ELECTRE-I method and gave an alternative fuzzy outranking method to deal with uncertain and linguistic information. Aytac et al. [22] considered fuzzy ELECTRE-I method for evaluating catering firm alternatives. Wu and Chen [23] proposed the multi-criteria analysis approach ELECTRE based on intuitionistic fuzzy sets. In this research article, we present bipolar neutrosophic TOPSIS method and bipolar neutrosophic ELECTRE-I method to solve MCDM problems. We use the revised closeness degree to rank the alternatives in our bipolar neutrosophic TOPSIS method. We describe bipolar neutrosophic TOPSIS method and bipolar neutrosophic ELECTRE-I method by flow charts. We solve numerical examples by proposed methods. We also give a comparison of these methods. For other notions and applications that are not mentioned in this paper, the readers are referred to [24-29].

## 2. Bipolar Neutrosophic TOPSIS Method

Definition 1. Ref. [4] Let $C$ be a nonempty set. A bipolar neutrosophic set (BNS) $\widetilde{B}$ on $C$ is defined as follows

$$
\widetilde{B}=\left\{c,\left\langle T_{\widetilde{B}}^{+}(c), I_{\widetilde{B}}^{+}(c), F_{\widetilde{B}}^{+}(c), T_{\widetilde{B}}^{-}(c), I_{\widetilde{B}}^{-}(c), F_{\widetilde{B}}^{-}(c)\right\rangle \mid c \in C\right\},
$$

where, $T_{\widetilde{B}}^{+}(c), I_{\widetilde{B}}^{+}(c), F_{\widetilde{B}}^{+}(c): C \rightarrow[0,1]$ and $T_{\widetilde{B}}^{-}(c), I_{\widetilde{B}}^{-}(c), F_{\widetilde{B}}^{-}(c): C \rightarrow[-1,0]$.
We now describe our proposed bipolar neutrosophic TOPSIS method.
Let $S=\left\{S_{1}, S_{2}, \cdots, S_{m}\right\}$ be a set of $m$ favorable alternatives and let $T=\left\{T_{1}, T_{2}, \cdots, T_{n}\right\}$ be a set of $n$ attributes. Let $W=\left[\begin{array}{llll}w_{1} & w_{2} & \cdots & w_{n}\end{array}\right]^{T}$ be the weight vector such that $0 \leq w_{j} \leq 1$ and $\sum_{j=1}^{n} w_{j}=1$. Suppose that the rating value of each alternative $S_{i},(i=1,2, \cdots, m)$ with respect to the attributes $T_{j},(j=1,2, \cdots, n)$ is given by decision maker in the form of bipolar neutrosophic sets (BNSs). The steps of bipolar neutrosophic TOPSIS method are described as follows:
(i) Each value of alternative is estimated with respect to $n$ criteria. The value of each alternative under each criterion is given in the form of BNSs and they can be expressed in the decision matrix as

$$
K=\left[k_{i j}\right]_{m \times n}=\left[\begin{array}{cccc}
k_{11} & k_{12} & \ldots & k_{1 n} \\
k_{21} & k_{22} & \ldots & k_{2 n} \\
\cdot & \cdot & \ldots & \cdot \\
\cdot & \cdot & \ldots & \cdot \\
k_{m 1} & k_{m 2} & \ldots & k_{m n}
\end{array}\right]
$$

Each entry $k_{i j}=<T_{i j}^{+}, I_{i j}^{+}, F_{i j}^{+}, T_{i j}^{-}, I_{i j}^{-}, F_{i j}^{-}>$, where, $T_{i j}^{+}, I_{i j}^{+}$and $F_{i j}^{+}$represent the degree of positive truth, indeterminacy and falsity membership, respectively, whereas, $T_{i j}^{-}, I_{i j}^{-}$and $F_{i j}^{-}$ represent the degree of negative truth, indeterminacy and falsity membership, respectively, such that $T_{i j}^{+}, I_{i j}^{+}, F_{i j}^{+} \in[0,1], T_{i j}^{-}, I_{i j}^{-}, F_{i j}^{-} \in[-1,0]$ and $0 \leq T_{i j}^{+}+I_{i j}^{+}+F_{i j}^{+}-T_{i j}^{-}-I_{i j}^{-}-F_{i j}^{-} \leq 6$, $i=1,2,3, \ldots, m ; j=1,2,3, \ldots, n$.
(ii) Suppose that the weights of the criteria are not equally assigned and they are totally unknown to the decision maker. We use the maximizing deviation method [30] to determine the unknown weights of the criteria. Therefore, the weight of the attribute $T_{j}$ is given as

$$
w_{j}=\frac{\sum_{i=1 l=1}^{m} \sum_{i=1}^{m}\left|k_{i j}-k_{l j}\right|}{\sqrt{\sum_{j=1}^{n}\left(\sum_{i=1 l=1}^{m} \sum_{l=1}^{m}\left|k_{i j}-k_{l j}\right|\right)^{2}}},
$$

and the normalized weight of the attribute $T_{j}$ is given as

$$
w_{j}^{*}=\frac{\sum_{i=1 l=1}^{m} \sum_{i=1}^{m}\left|k_{i j}-k_{l j}\right|}{\sum_{j=1}^{n}\left(\sum_{i=1}^{m} \sum_{l=1}^{m}\left|k_{i j}-k_{l j}\right|\right)}
$$

(iii) The accumulated weighted bipolar neutrosophic decision matrix is computed by multiplying the weights of the attributes to aggregated decision matrix as follows:

$$
K \otimes W=\left[k_{i j}^{w_{j}}\right]_{m \times n}=\left[\begin{array}{cccc}
k_{11}^{w_{1}} & k_{12}^{w_{2}} & \ldots & k_{1 n}^{w_{n}} \\
k_{21}^{w_{1}} & k_{22}^{w_{2}} & \ldots & k_{2 n}^{w_{n}} \\
\cdot & \cdot & \ldots & \cdot \\
\cdot & \cdot & \ldots & \cdot \\
k_{m 1}^{w_{1}} & k_{m 2}^{w_{2}} & \ldots & k_{m n}^{w_{n}}
\end{array}\right] .
$$

where

$$
\begin{aligned}
k_{i j}^{w_{j}} & =<T_{i j}^{w_{j}+}, I_{i j}^{w_{j}+}, F_{i j}^{w_{j}+}, T_{i j}^{w_{j}-}, I_{i j}^{w_{j}-}, F_{i j}^{w_{j}-}> \\
& =<1-\left(1-T_{i j}^{+}\right)^{w_{j}},\left(I_{i j}^{+}\right)^{w_{j}},\left(F_{i j}^{+}\right)^{w_{j}},-\left(-T_{i j}^{-}\right)^{w_{j}},-\left(-I_{i j}^{-}\right)^{w_{j}},-\left(1-\left(1-\left(-F_{i j}^{-}\right)\right)^{w_{j}}\right)>,
\end{aligned}
$$

(iv) Two types of attributes, benefit type attributes and cost type attributes, are mostly applicable in real life decision making. The bipolar neutrosophic relative positive ideal solution (BNRPIS) and bipolar neutrosophic relative negative ideal solution (BNRNIS) for both type of attributes are defined as follows:

$$
\begin{aligned}
& \text { BNRPIS }=\left(\left\langle^{+} T_{1}^{w_{1}+},+I_{1}^{w_{1}+},{ }^{+} F_{1}^{w_{1}+},{ }^{+} T_{1}^{w w_{1}-},+I_{1}^{w_{1}-},{ }^{+} F_{1}^{w_{1}-}\right\rangle,\left\langle{ }^{+} T_{2}^{w_{2}+},+I_{2}^{w_{2}+},{ }^{+} F_{2}^{w_{2}+},{ }^{+} T_{2}^{w_{2}-},\right.\right. \\
& \left.\left.{ }^{+} I_{2}^{w_{2}-},{ }^{+} F_{2}^{w_{2}-}\right\rangle, \ldots,\left\langle{ }^{+} T_{n}^{w_{n}+},+I_{n}^{w_{n}+},+F_{n}^{w_{n}+},+T_{n}^{w_{n}-},+I_{n}^{w_{n}-},+F_{n}^{w_{n}-}\right\rangle\right), \\
& \text { BNRNIS }=\left(\left\langle^{-} T_{1}^{w_{1}+},-I_{1}^{w_{1}+},-F_{1}^{w_{1}+},-T_{1}^{w_{1}-},-I_{1}^{w_{1}-},-F_{1}^{w_{1}-}\right\rangle,\left\langle{ }^{-} T_{2}^{w_{2}+},-I_{2}^{w_{2}+},-F_{2}^{w_{2}+},{ }^{-} T_{2}^{w_{2}-}\right. \text {, }\right. \\
& \left.\left.{ }^{-} I_{2}^{w_{2}-},-F_{2}^{w_{2}-}\right\rangle, \ldots,\left\langle{ }_{n}^{w_{n}+},-I_{n}^{w_{n}+},-F_{n}^{w_{n}+},-T_{n}^{w_{n}-},-I_{n}^{w_{n}-},-F_{n}^{w_{n}-}\right\rangle\right),
\end{aligned}
$$

such that, for benefit type criteria, $j=1,2, \ldots, n$

$$
\begin{aligned}
&\left\langle{ }^{+} T_{j}^{w_{j}+},{ }^{+} I_{j}^{w_{j}+},{ }^{+} F_{j}^{w_{j}+},{ }^{+} T_{j}^{w_{j}-},+I_{j}^{w_{j}-},{ }^{+} F_{j}^{w_{j}-}\right\rangle=\left\langle\max \left(T_{i j}^{w_{j}+}\right), \min \left(I_{i j}^{w_{j}+}\right), \min \left(F_{i j}^{w_{j}+}\right),\right. \\
&\left.\min \left(T_{i j}^{w_{j}-}\right), \max \left(I_{i j}^{w_{j}-}\right), \max \left(F_{i j}^{w_{j}-}\right)\right\rangle, \\
& \zeta^{-} T_{j}^{w_{j}+},- \\
& w_{j}^{w_{j}+},- F_{j}^{w_{j}+},-T_{j}^{w_{j}-},-I_{j}^{w_{j}-},- \\
&\left.w_{j}^{w_{j}-}\right\rangle=\left\langle\min \left(T_{i j}^{w_{j}+}\right), \max \left(I_{i j}^{w_{j}+}\right), \max \left(F_{i j}^{w_{j}+}\right),\right. \\
&\left.\max \left(T_{i j}^{w_{j}-}\right), \min \left(I_{i j}^{w_{j}-}\right), \min \left(F_{i j}^{w_{j}-}\right)\right\rangle .
\end{aligned}
$$

Similarly, for cost type criteria, $j=1,2, \ldots, n$

$$
\begin{aligned}
&\left\langle{ }^{+} T_{j}^{w_{j}+},{ }^{+} I_{j}^{w_{j}+},{ }^{+} F_{j}^{w_{j}+},{ }^{+} T_{j}^{w_{j}-},{ }^{+} I_{j}^{w_{j}-},{ }^{+} F_{j}^{w_{j}-}\right\rangle=\left\langle\min \left(T_{i j}^{w_{j}+}\right), \max \left(I_{i j}^{w_{j}+}\right), \max \left(F_{i j}^{w_{j}+}\right),\right. \\
&\left.\max \left(T_{i j}^{w_{j}-}\right), \min \left(I_{i j}^{w_{j}-}\right), \min \left(F_{i j}^{w_{j}-}\right)\right\rangle, \\
&\left\langle^{-} T_{j}^{w_{j}+},-I_{j}^{w_{j}+},-F_{j}^{w_{j}+},-\right. \\
& w_{j}^{w_{j}-},- \\
& w_{j}^{w_{j}-},- \\
&\left.w_{j}^{w_{j}-}\right\rangle=\left\langle\max \left(T_{i j}^{w_{j}+}\right), \min \left(I_{i j}^{w_{j}+}\right), \min \left(F_{i j}^{w_{j}+}\right),\right. \\
&\left.\min \left(T_{i j}^{w_{j}-}\right), \max \left(I_{i j}^{w_{j}-}\right), \max \left(F_{i j}^{w_{j}-}\right)\right\rangle .
\end{aligned}
$$

(v) The normalized Euclidean distance of each alternative $\left\langle T_{i j}^{w_{j}+}, I_{i j}^{w_{j}+}, F_{i j}^{w_{j}+}, T_{i j}^{w_{j}-}, I_{i j}^{w_{j}-}, F_{i j}^{w_{j}-}\right\rangle$ from the BNRPIS $\left\langle{ }^{+} T_{j}^{w_{j}+},{ }^{+} I_{j}^{w_{j}+},{ }^{+} F_{j}^{w_{j}+},{ }^{+} T_{j}^{w_{j}-},+I_{j}^{w_{j}-},{ }^{+} F_{j}^{w_{j}-}\right\rangle$ can be calculated as $d_{N}\left(S_{i}\right.$, BNRPIS $)=\sqrt{\frac{1}{6 n} \sum_{j=1}^{n}\left\{\begin{array}{c}\left(T_{i j}^{w_{j}+}{ }^{w^{+}+} T_{j}^{w_{j}+}\right)^{2}+\left(I_{i j}^{w_{j}+}-{ }^{+} I_{j}^{w_{j}+}\right)^{2}+\left(F_{i j}^{w_{j}+}-{ }^{+} F_{j}^{w_{j}+}\right)^{2}+ \\ \left(T_{i j}^{w_{j}-}{ }_{-}+T_{j}^{w_{j}-}\right)^{2}+\left(I_{i j}^{w_{j}-}{ }^{+}+I_{j}^{w_{j}-}\right)^{2}+\left(F_{i j}^{w_{j}-}{ }_{-}{ }^{+} F_{j}^{w_{j}-}\right)^{2}\end{array}\right\},}$ and the normalized Euclidean distance of each alternative $\left\langle T_{i j}^{w_{j}+}, I_{i j}^{w_{j}+}, F_{i j}^{w_{j}+}, T_{i j}^{w_{j}-}, I_{i j}^{w_{j}-}, F_{i j}^{w_{j}-}\right\rangle$ from the BNRNIS $\left\langle{ }^{-} T_{j}^{w_{j}+},-I_{j}^{w_{j}+},-F_{j}^{w_{j}+},-T_{j}^{w_{j}-},-I_{j}^{w_{j}-},-F_{j}^{w_{j}-}\right\rangle$ can be calculated as $d_{N}\left(S_{i}\right.$, BNRNIS $)=\sqrt{\frac{1}{6 n} \sum_{j=1}^{n}\left\{\begin{array}{c}\left(T_{i j}^{w_{j}+}-{ }^{-} T_{j}^{w_{j}+}\right)^{2}+\left(I_{i j}^{w_{j}+}-{ }^{-} I_{j}^{w_{j}+}\right)^{2}+\left(F_{i j}^{w_{j}+}-{ }^{-} F_{j}^{w_{j}+}\right)^{2}+ \\ \left(T_{i j}^{w_{j}-}-{ }^{-} T_{j}^{w_{j}-}\right)^{2}+\left(I_{i j}^{w_{j}-}{ }^{-}{ }^{-} I_{j}^{w_{j}-}\right)^{2}+\left(F_{i j}^{w_{j}-}{ }^{-{ }^{-}} F_{j}^{w_{j}-}\right)^{2}\end{array}\right\} .}$
(vi) Revised closeness degree of each alternative to BNRPIS represented as $\rho_{i}$ and it is calculated using formula

$$
\rho\left(S_{i}\right)=\frac{d_{N}\left(S_{i}, \text { BNRNIS }\right)}{\max \left\{d_{N}\left(S_{i}, \text { BNRNIS }\right)\right\}}-\frac{d_{N}\left(S_{i}, \text { BNRPIS }\right)}{\min \left\{d_{N}\left(S_{i}, \text { BNRPIS }\right)\right\}}, \quad i=1,2, \ldots, m .
$$

(vii) By using the revised closeness degrees, the inferior ratio to each alternative is determined as follows:

$$
\operatorname{IR}(i)=\frac{\rho\left(S_{i}\right)}{\min _{1 \leq i \leq m}\left(\rho\left(S_{i}\right)\right)}
$$

It is clear that each value of $\operatorname{IR}(i)$ lies in the closed unit interval $[0,1]$.
(viii) The alternatives are ranked according to the ascending order of inferior ratio values and the best alternative with minimum choice value is chosen.

Geometric representation of the procedure of our proposed bipolar neutrosophic TOPSIS method is shown in Figure 1.


Figure 1. Flow chart of bipolar neutrosophic TOPSIS.

## 3. Applications

In this section, we apply bipolar neutrosophic TOPSIS method to solve real life problems: the best electronic commerce web site, heart surgeon and employee were chosen.

### 3.1. Electronic Commerce Web Site

Electronic Commerce ( $e$-commerce, for short) is a process of trading the services and goods through electronic networks like computer structures as well as the internet. In recent times $e$-commerce has become a very fascinating and convenient choice for both the businesses and customers. Many companies are interested in advancing their online stores rather than the brick and mortar buildings, because of the appealing requirements of customers for online purchasing. Suppose that a person wants to launch his own online store for selling his products. He will choose the $e$-commerce web site that has comparatively better ratings and that is most popular among internet users. After initial screening four web sites, $S_{1}=$ Shopify, $S_{2}=3 d$ Cart, $S_{3}=$ BigCommerce and $S_{4}=$ Shopsite, are considered. Four attributes, $T_{1}=$ Customer satisfaction, $T_{2}=$ Comparative prices, $T_{3}=$ On-time delivery and $T_{4}=$ Digital marketing, are designed to choose the best alternative.

Step 1. The decision matrix in the form of bipolar neutrosophic information is given as in Table 1:

Table 1. Bipolar neutrosophic decision matrix.

| $S \backslash T$ | $T_{1}$ | $T_{\mathbf{2}}$ | $T_{3}$ | $T_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $S_{1}$ | $(0.4,0.2,0.5$, | $(0.5,0.3,0.3$, | $(0.2,0.7,0.5$, | $(0.4,0.6,0.5$, |
|  | $-0.6,-0.4,-0.4)$ | $-0.7,-0.2,-0.4)$ | $-0.4,-0.4,-0.3)$ | $-0.3,-0.7,-0.4)$ |
| $S_{2}$ | $(0.3,0.6,0.1$, | $(0.2,0.6,0.1$, | $(0.4,0.2,0.5$ | $(0.2,0.7,0.5$, |
|  | $-0.5,-0.7,-0.5)$ | $-0.5,-0.3,-0.7)$ | $-0.6,-0.3,-0.1)$ | $-0.5,-0.3,-0.2)$ |
| $S_{3}$ | $(0.3,0.5,0.2$, | $(0.4,0.5,0.2$, | $(0.9,0.5,0.7$, | $(0.3,0.7,0.6$, |
|  | $-0.4,-0.3,-0.7)$ | $-0.3,-0.8,-0.5)$ | $-0.3,-0.4,-0.3)$ | $-0.5,-0.5,-0.4)$ |
| $S_{4}$ | $(0.6,0.7,0.5$, | $(0.8,0.4,0.6$, | $(0.6,0.3,0.6$, | $(0.8,0.3,0.2$, |
|  | $-0.2,-0.1,-0.3)$ | $-0.1,-0.3,-0.4)$ | $-0.1,-0.4,-0.2)$ | $-0.1,-0.3,-0.1)$ |

Step 2. The normalized weights of the criteria are calculated by using maximizing deviation method as given below:

$$
w_{1}=0.2567, w_{2}=0.2776, w_{3}=0.2179, w_{4}=0.2478, \text { where } \sum_{j=1}^{4} w_{j}=1
$$

Step 3. The weighted bipolar neutrosophic decision matrix is constructed by multiplying the weights to decision matrix as given in Table 2:

Table 2. Weighted bipolar neutrosophic decision matrix.

| $S \backslash \boldsymbol{T}$ | $\boldsymbol{T}_{\mathbf{1}}$ | $\boldsymbol{T}_{\mathbf{2}}$ | $T_{3}$ | $T_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $S_{1}$ | $(0.123,0.662,0.837$, | $(0.175,0.716,0.716$, | $(0.047,0.925,0.86$, | $(0.119,0.881,0.842$, |
|  | $-0.877,-0.79,-0.123)$ | $-0.906,-0.64,-0.132)$ | $-0.819,-0.819,-0.075)$ | $-0.742,-0.915,-0.119)$ |
| $S_{2}$ | $(0.087,0.877,0.554$, | $(0.06,0.868,0.528$, | $(0.105,0.704,0.86$, | $(0.054,0.915,0.842$, |
|  | $-0.837,-0.913,-0.163)$ | $-0.825,-0.716,-0.284)$ | $-0.895,-0.769,-0.023)$ | $-0.842,-0.742,-0.054)$ |
| $S_{3}$ | $(0.087,0.837,0.662$, | $(0.132,0.825,0.64$, | $(0.395,0.86,0.925$, | $(0.085,0.915,0.881$, |
|  | $-0.79,-0.734,-0.266)$ | $-0.716,-0.94,-0.175)$ | $-0.769,-0.819,-0.075)$ | $-0.842,-0.842,-0.119)$ |
| $S_{4}$ | $(0.21,0.913,0.837$, | $(0.36,0775,0.868$, | $(0.181,0.769,0.895$, | $(0.329,0.742,0.671$, |
|  | $-0.662,-0.554,-0.087)$ | $-0.528,-0.716,-0.132)$ | $-0.605,-0.819,-0.047)$ | $-0.565,-0.742,-0.026)$ |

Step 4. The BNRPIS and BNRNIS are given by

$$
\begin{aligned}
\text { BNRPIS }=< & (0.21,0.662,0.554,-0.877,-0.554,-0.087) \\
& (0.06,0.868,0.868,-0.528,-0.94,-0.284) \\
& (0.395,0.704,0.86,-0.895,-0.769,-0.023) \\
& (0.329,0.742,0.671,-0.842,-0.742,-0.062)>
\end{aligned}
$$

$$
\begin{aligned}
\text { BNRNIS }=< & (0.087,0.913,0.837,-0.662,-0.913,-0.266) \\
& (0.36,0.716,0.528,-0.906,-0.64,-0.132) \\
& (0.047,0.925,0.925,-0.605,-0.819,-0.075) \\
& (0.054,0.915,0.881,-0.565,-0.915,-0.119)>
\end{aligned}
$$

Step 5. The normalized Euclidean distances of each alternative from the BNRPISs and the BNRNISs are given as follows:

$$
\begin{array}{ll}
d_{N}\left(S_{1}, B N R P I S\right)=0.1805, & d_{N}\left(S_{1}, B N R N I S\right)=0.1125 \\
d_{N}\left(S_{2}, B N R P I S\right)=0.1672, & d_{N}\left(S_{2}, B N R N I S\right)=0.1485 \\
d_{N}\left(S_{3}, B N R P I S\right)=0.135, & d_{N}\left(S_{3}, B N R N I S\right)=0.1478 \\
d_{N}\left(S_{4}, B N R P I S\right)=0.155, & d_{N}\left(S_{4}, B N R N I S\right)=0.1678
\end{array}
$$

Step 6. The revised closeness degree of each alternative is given as

$$
\rho\left(S_{1}\right)=-0.667, \rho\left(S_{2}\right)=-0.354, \rho\left(S_{3}\right)=-0.119, \rho\left(S_{4}\right)=-0.148
$$

Step 7. The inferior ratio to each alternative is given as

$$
\operatorname{IR}(1)=1, \operatorname{IR}(2)=0.52, \operatorname{IR}(3)=0.18, \operatorname{IR}(4)=0.22
$$

Step 8. Ordering the web stores according to ascending order of alternatives, we obtain: $S_{3}<S_{4}<$ $S_{2}<S_{1}$. Therefore, the person will choose the BigCommerce for opening a web store.

### 3.2. Heart Surgeon

Suppose that a heart patient wants to select a best cardiac surgeon for heart surgery. After initial screening, five surgeons are considered for further evaluation. These surgeons represent the alternatives and are denoted by $S_{1}, S_{2}, S_{3}, S_{4}$, and $S_{5}$ in our MCDM problem. Suppose that he concentrates on four characteristics, $T_{1}=$ Availability of medical equipment, $T_{2}=$ Surgeon reputation, $T_{3}=$ Expenditure and $T_{4}=$ Suitability of time, in order to select the best surgeon. These characteristics represent the criteria for this MCDM problem.

Step 1. The decision matrix in the form of bipolar neutrosophic information is given as in Table 3:
Table 3. Bipolar neutrosophic decision matrix.

| $S \backslash T$ | $T_{1}$ | $T_{2}$ | $T_{3}$ | $T_{4}$ |
| :---: | ---: | ---: | ---: | ---: |
| $S_{1}$ | $(0.6,0.5,0.3$, | $(0.5,0.7,0.4$, | $(0.3,0.5,0.5$, | $(0.5,0.3,0.6$, |
|  | $-0.5,-0.7,-0.4)$ | $-0.6,-0.4,-0.5)$ | $-0.7,-0.3,-0.4)$ | $-0.4,-0.7,-0.5)$ |
| $S_{2}$ | $(0.9,0.3,0.2$, | $(0.7,0.4,0.2$, | $(0.4,0.7,0.6$, | $(0.8,0.3,0.2$, |
|  | $-0.3,-0.6,-0.5)$ | $-0.4,-0.5,-0.7)$ | $-0.6,-0.3,-0.3)$ | $-0.2,-0.5,-0.7)$ |
| $S_{3}$ | $(0.4,0.6,0.6$, | $(0.5,0.3,0.6$, | $(0.7,0.5,0.3$, | $(0.4,0.6,0.7$, |
|  | $-0.7,-0.4,-0.3)$ | $-0.6,-0.4,-0.4)$ | $-0.4,-0.4,-0.6)$ | $-0.5,-0.4,-0.4)$ |
| $S_{4}$ | $(0.8,0.5,0.3$, | $(0.6,0.4,0.3$, | $(0.4,0.5,0.7$, | $(0.5,0.4,0.6$, |
|  | $-0.3,-0.4,-0.5)$ | $-0.5,-0.7,-0.8)$ | $-0.5,-0.4,-0.2)$ | $-0.6,-0.7,-0.3)$ |
| $S_{5}$ | $(0.6,0.4,0.6$, | $(0.4,0.7,0.6$, | $(0.6,0.3,0.5$, | $(0.5,0.7,0.4$, |
|  | $-0.4,-0.7,-0.3)$ | $-0.7,-0.5,-0.6)$ | $-0.3,-0.7,-0.4)$ | $-0.3,-0.6,-0.5)$ |

Step 2. The normalized weights of the criteria are calculated by using maximizing deviation method as given below:

$$
w_{1}=0.2480, w_{2}=0.2424, w_{3}=0.2480, w_{4}=0.2616, \text { where } \sum_{j=1}^{4} w_{j}=1
$$

Step 3. The weighted bipolar neutrosophic decision matrix is constructed by multiplying the weights to decision matrix as given in Table 4:

Table 4. Weighted bipolar neutrosophic decision matrix.

| $\boldsymbol{S} \backslash \boldsymbol{T}$ | $T_{\mathbf{1}}$ | $T_{2}$ | $T_{3}$ | $T_{4}$ |
| :---: | :---: | :---: | :---: | ---: |
| $S_{1}$ | $(0.203,0.842,0.742$, | $(0.155,0.917,0.801$, | $(0.085,0.842,0.842$, | $(0.166,0.730,0.875$, |
|  | $-0.842,-0.915,-0.119)$ | $-0.884,-0.801,-0.155)$ | $-0.915,-0.742,-0.119)$ | $-0.787,-0.911,-0.166)$ |
| $S_{2}$ | $(0.435,0.742,0.671$, | $(0.253,0.801,0.677$, | $(0.119,0.915,0.881$, | $(0.344,0.730,0.656$, |
|  | $-0.742,-0.881,-0.158)$ | $-0.801,-0.845,-0.253)$ | $-0.881,-0.742,-0.085)$ | $-0.656,-0.834,-0.270)$ |
| $S_{3}$ | $(0.119,0.881,0.881$, | $(0.155,0.747,0.884$, | $(0.258,0.842,0.742$, | $(0.125,0.875,0.911$, |
|  | $-0.915,-0.797,-0.085)$ | $-0.884,-0.801,-0.116)$ | $-0.797,-0.797,-0.203)$ | $-0.834,-0.787,-0.125)$ |
| $S_{4}$ | $(0.329,0.842,0.742$, | $(0.199,0.801,0.747$, | $(0.119,0.842,0.915$, | $(0.166,0.787,0.875$, |
|  | $-0.742,-0.797,-0.158)$ | $-0.845,-0.917,-0.323)$ | $-0.842,-0.797,-0.054)$ | $-0.875,-0.911,-0.089)$ |
| $S_{5}$ | $(0.203,0.797,0.881$, | $(0.116,0.917,0.884$, | $(0.203,0.742,0.842$, | $(0.166,0.911,0.787$, |
|  | $-0.797,-0.915,-0.085)$ | $-0.917,-0.845,-0.199)$ | $-0.742,-0.915,-0.119)$ | $-0.730,-0.875,-0.166)$ |

Step 4. The BNRPIS and BNRNIS are given by

$$
\begin{aligned}
\text { BNRPIS }=< & (0.435,0.742,0.671,-0.915,-0.797,-0.085), \\
& (0.253,0.747,0.677,-0.917,-0.801,-0.116), \\
& (0.085,0.915,0.915,-0.742,-0.915,-0.203), \\
& (0.344,0.730,0.656,-0.875,-0.787,-0.089)>; \\
\text { BNRNIS }=< & (0.119,0.881,0.881,-0.742,-0.915,-0.158), \\
& (0.116,0.917,0.884,-0.801,-0.917,-0.323), \\
& (0.258,0.742,0.742,-0.915,-0.742,-0.054), \\
& (0.125,0.911,0.911,-0.656,-0.911,-0.270)>
\end{aligned}
$$

Step 5. The normalized Euclidean distances of each alternative from the BNRPISs and the BNRNISs are given as follows:

$$
\begin{array}{ll}
d_{N}\left(S_{1}, \text { BNRPIS }\right)=0.1176, & d_{N}\left(S_{1}, \text { BNRNIS }\right)=0.0945, \\
d_{N}\left(S_{2}, B N R P I S\right)=0.0974, & d_{N}\left(S_{2}, \text { BNRNIS }\right)=0.1402, \\
d_{N}\left(S_{3}, \text { BNRPIS }\right)=0.1348, & d_{N}\left(S_{3}, \text { BNRNIS }\right)=0.1043, \\
d_{N}\left(S_{4}, B N R P I S\right)=0.1089, & d_{N}\left(S_{4}, \text { BNRNIS }\right)=0.1093, \\
d_{N}\left(S_{5}, B N R P I S\right)=0.1292, & d_{N}\left(S_{5}, \text { BNRNIS }\right)=0.0837 .
\end{array}
$$

Step 6. The revised closeness degree of each alternative is given as

$$
\rho\left(S_{1}\right)=-0.553, \rho\left(S_{2}\right)=0, \rho\left(S_{3}\right)=-0.64, \rho\left(S_{4}\right)=-0.338, \rho\left(S_{5}\right)=-0.729
$$

Step 7. The inferior ratio to each alternative is given as

$$
\operatorname{IR}(1)=0.73, \operatorname{IR}(2)=0, \operatorname{IR}(3)=0.88, \operatorname{IR}(4)=0.46, \operatorname{IR}(5)=1
$$

Step 8. Ordering the alternatives in ascending order, we obtain: $S_{2}<S_{4}<S_{1}<S_{3}<S_{5}$. Therefore, $S_{2}$ is best among all other alternatives.

### 3.3. Employee (Marketing Manager)

Process of employee selection has an analytical importance for any kind of business. According to firm hiring requirements and the job position, this process may vary from a very simple process to a complicated procedure. Suppose that a company wants to hire an employee for the post of marketing manager. After initial screening, four candidates are considered as alternatives and denoted by $S_{1}, S_{2}, S_{3}$ and $S_{4}$ in our MCDM problem. The requirements for this post, $T_{1}=$ Confidence, $T_{2}=$ Qualification, $T_{3}=$ Leading skills and $T_{4}=$ Communication skills, are considered as criteria in order to select the most relevant candidate.

Step 1. The decision matrix in the form of bipolar neutrosophic information is given as in Table 5:

Table 5. Bipolar neutrosophic decision matrix.

| $S \backslash T$ | $T_{1}$ | $T_{2}$ | $T_{3}$ | $T_{4}$ |
| :---: | :---: | :---: | ---: | :---: |
| $S_{1}$ | $(0.8,0.5,0.3$, | $(0.7,0.3,0.2$, | $(0.5,0.4,0.6$, | $(0.9,0.3,0.2$, |
|  | $-0.3,-0.6,-0.5)$ | $-0.3,-0.5,-0.4)$ | $-0.5,-0.3,-0.4)$ | $-0.3,-0.4,-0.2)$ |
| $S_{2}$ | $(0.5,0.7,0.6$ | $(0.4,0.7,0.5$, | $(0.6,0.8,0.5$, | $(0.5,0.3,0.6$, |
|  | $-0.4,-0.2,-0.4)$ | $-0.6,-0.2,-0.3)$ | $-0.3,-0.5,-0.7)$ | $-0.6,-0.4,-0.3)$ |
| $S_{3}$ | $(0.4,0.6,0.8$, | $(0.6,0.3,0.5$, | $(0.3,0.5,0.7$, | $(0.5,0.7,0.4$, |
|  | $-0.7,-0.3,-0.4)$ | $-0.2,-0.4,-0.6)$ | $-0.8,-0.4,-0.2)$ | $-0.6,-0.3,-0.5)$ |
| $S_{4}$ | $(0.7,0.3,0.5$, | $(0.5,0.4,0.6$, | $(0.6,0.4,0.3$, | $(0.4,0.5,0.7$, |
|  | $-0.4,-0.2,-0.5)$ | $-0.4,-0.5,-0.3)$ | $-0.3,-0.5,-0.7)$ | $-0.6,-0.5,-0.3)$ |

Step 2. The normalized weights of the criteria are calculated by using maximizing deviation method as given below:

$$
w_{1}=0.25, w_{2}=0.2361, w_{3}=0.2708, w_{4}=0.2431, \text { where } \sum_{j=1}^{4} w_{j}=1
$$

Step 3. The weighted bipolar neutrosophic decision matrix is constructed by multiplying the weights to decision matrix as given in Table 6:

Table 6. Weighted bipolar neutrosophic decision matrix.

| $S \backslash T$ | $T_{1}$ | $T_{2}$ | $T_{3}$ | $T_{4}$ |
| :---: | :---: | :---: | :---: | ---: |
| $S_{1}$ | $(0.3313,0.8409,0.7401$, | $(0.2474,0.7526,0.6839$, | $(0.1711,0.7803,0.8708$, | $(0.4287,0.7463,0.6762$, |
|  | $-0.7401,-0.8801,-0.1591)$ | $-0.7526,-0.8490,-0.1136)$ | $-0.8289,-0.7218,-0.1292)$ | $-0.7463,-0.8003,-0.0528)$ |
| $S_{2}$ | $(0.1591,0.9147,0.8801$, | $(0.1136,0.9192,0.8490$, | $(0.2197,0.9414,0.8289$, | $(0.1551,0.7463,0.8832$, |
|  | $-0.7953,-0.6687,-0.1199)$ | $-0.8864,-0.6839,-0.0808)$ | $-0.7218,-0.8289,-0.2782)$ | $-0.8832,-0.8003,-0.0831)$ |
| $S_{3}$ | $(0.1199,0.8801,0.9457$, | $(0.1945,0.7526,0.8490$, | $(0.0921,0.8289,0.9079$, | $(0.1551,0.9169,0.8003$, |
|  | $-0.9147,-0.7401,-0.1199)$ | $-0.6839,-0.8055,-0.1945)$ | $-0.9414,-0.7803,-0.0586)$ | $-0.8832,-0.7463,-0.1551)$ |
| $S_{4}$ | $(0.2599,0.7401,0.8409$, | $(0.1510,0.8055,0.8864$, | $(0.2197,0.7803,0.7218$, | $(0.1168,0.8449,0.9169$, |
|  | $-0.7953,-0.6687,-0.1591)$ | $-0.8055,-0.8490,-0.0808)$ | $-0.7218,-0.8289,-0.2782)$ | $-0.8832,-0.8449,-0.0831)$ |

Step 4. The BNRPIS and BNRNIS are given by

$$
\begin{aligned}
B N R P I S=< & (0.3313,0.7401,0.7401,-0.9147,-0.6687,-0.1199) \\
& (0.2474,0.7526,0.6839,-0.8864,-0.6839,-0.0808) \\
& (0.2197,0.7803,0.7218,-0.9414,-0.7218,-0.0586) \\
& (0.4287,0.7463,0.6762,-0.8832,-0.7463,-0.0528)>;
\end{aligned}
$$

$$
\begin{aligned}
\text { BNRNIS }=< & (0.1199,0.9147,0.9457,-0.7401,-0.8801,-0.1591) \\
& (0.1136,0.9192,0.8864,-0.6839,-0.8490,-0.1945) \\
& (0.0921,0.9414,0.9079,-0.7218,-0.8289,-0.2782) \\
& (0.1168,0.9169,0.9169,-0.7463,-0.8449,-0.1551)>
\end{aligned}
$$

Step 5. The normalized Euclidean distances of each alternative from the BNRPISs and the BNRNISs are given as follows:

$$
\begin{array}{ll}
d_{N}\left(S_{1}, \text { BNRPIS }\right)=0.0906, & d_{N}\left(S_{1}, \text { BNRNIS }\right)=0.1393, \\
d_{N}\left(S_{2}, \text { BNRPIS }\right)=0.1344, & d_{N}\left(S_{2}, \text { BNRNIS }\right)=0.0953, \\
d_{N}\left(S_{3}, B N R P I S\right)=0.1286, & d_{N}\left(S_{3}, \text { BNRNIS }\right)=0.1011, \\
d_{N}\left(S_{4}, B N R P I S\right)=0.1293, & d_{N}\left(S_{4}, \text { BNRNIS }\right)=0.0999 .
\end{array}
$$

Step 6. The revised closeness degree of each alternative is given as

$$
\rho\left(S_{1}\right)=0, \rho\left(S_{2}\right)=-0.799, \rho\left(S_{3}\right)=-0.694, \rho\left(S_{4}\right)=-0.780 .
$$

Step 7. The inferior ratio to each alternative is given as

$$
\operatorname{IR}(1)=0, \operatorname{IR}(2)=1, \operatorname{IR}(3)=0.87, \operatorname{IR}(4)=0.98
$$

Step 8. Ordering the alternatives in ascending order, we obtain: $S_{1}<S_{3}<S_{4}<S_{2}$. Therefore, the company will select the candidate $S_{1}$ for this post.

## 4. Bipolar Neutrosophic ELECTRE-I Method

In this section, we propose bipolar neutrosophic ELECTRE-I method to solve MCDM problems. Consider a set of alternatives, denoted by $S=\left\{S_{1}, S_{2}, S_{3}, \cdots, S_{m}\right\}$ and the set of criteria, denoted by $T=\left\{T_{1}, T_{2}, T_{3}, \cdots, T_{n}\right\}$ which are used to evaluate the alternatives.
(i-iii) As in the section of bipolar neutrosophic TOPSIS, the rating values of alternatives with respect to the criteria are expressed in the form of matrix $\left[k_{i j}\right]_{m \times n}$. The weights $w_{j}$ of the criteria $T_{j}$ are evaluated by maximizing deviation method and the weighted bipolar neutrosophic decision matrix $\left[k_{i j}^{w_{j}}\right]_{m \times n}$ is constructed.
(iv) The bipolar neutrosophic concordance sets $E_{x y}$ and bipolar neutrosophic discordance sets $F_{x y}$ are defined as follows:

$$
\begin{aligned}
E_{x y} & =\left\{1 \leq j \leq n \mid \rho_{x j} \geq \rho_{y j}\right\}, x \neq y, x, y=1,2, \cdots, m \\
F_{x y} & =\left\{1 \leq j \leq n \mid \rho_{x j} \leq \rho_{y j}\right\}, x \neq y, x, y=1,2, \cdots, m
\end{aligned}
$$

where, $\rho_{i j}=T_{i j}^{+}+I_{i j}^{+}+F_{i j}^{+}+T_{i j}^{-}+I_{i j}^{-}+F_{i j}^{-}, i=1,2, \cdots, m, j=1,2, \cdots, n$.
(v) The bipolar neutrosophic concordance matrix $E$ is constructed as follows:

$$
E=\left[\begin{array}{cccccc}
- & e_{12} & \cdot & \cdot & \cdot & e_{1 m} \\
e_{21} & - & \cdot & \cdot & \cdot & e_{2 m} \\
\cdot & & & & & \\
\cdot & & & & & \\
\cdot & & & & & \\
e_{m 1} & e_{m 2} & \cdot & \cdot & \cdot & -
\end{array}\right]
$$

where, the bipolar neutrosophic concordance indices $e_{x y}{ }^{\prime}$ s are determined as

$$
e_{x y}=\sum_{j \in E_{x y}} w_{j}
$$

(vi) The bipolar neutrosophic discordance matrix $F$ is constructed as follows:

$$
F=\left[\begin{array}{cccccc}
- & f_{12} & \cdot & \cdot & \cdot & f_{1 m} \\
f_{21} & - & \cdot & \cdot & \cdot & f_{2 m} \\
\cdot & & & & & \\
\cdot & & & & & \\
\cdot & & & & \\
f_{m 1} & f_{m 2} & \cdot & \cdot & \cdot & -
\end{array}\right]
$$

where, the bipolar neutrosophic discordance indices $f_{x y^{\prime} \text { s }}$ are determined as

$$
f_{x y}=\frac{\max _{j \in F_{x y}} \sqrt{\frac{1}{6 n}\left\{\begin{array}{c}
\left(T_{x j}^{w_{j}+}-T_{y j}^{w_{j}+}\right)^{2}+\left(I_{x j}^{w_{j}+}-I_{y j}^{w_{j}+}\right)^{2}+\left(F_{x j}^{w_{j}+}-F_{y j}^{w_{j}+}\right)^{2}+ \\
\left(T_{x j}^{w_{j}-}-T_{y j}^{w_{j}-}\right)^{2}+\left(I_{x j}^{w_{j}-}-I_{y j}^{w_{j}-}\right)^{2}+\left(F_{x j}^{w_{j}-}-F_{y j}^{w_{j}-}\right)^{2}
\end{array}\right\}}}{\max _{j} \sqrt{\frac{1}{6 n}\left\{\begin{array}{c}
\left(T_{x j}^{w_{j}+}-T_{y j}^{w_{j}+}\right)^{2}+\left(I_{x j}^{w_{j}+}-I_{y j}^{w_{j}+}\right)^{2}+\left(F_{x j}^{w_{j}+}-F_{y j}^{w_{j}+}\right)^{2}+ \\
\left(T_{x j}^{w_{j}-}-T_{y j}^{w_{j}-}\right)^{2}+\left(I_{x j}^{w_{j}-}-I_{y j}^{w_{j}-}\right)^{2}+\left(F_{x j}^{w_{j}-}-F_{y j}^{w_{j}-}\right)^{2}
\end{array}\right\}} .}
$$

(vii) Concordance and discordance levels are computed to rank the alternatives. The bipolar neutrosophic concordance level $\hat{e}$ is defined as the average value of the bipolar neutrosophic concordance indices as

$$
\hat{e}=\frac{1}{m(m-1)} \sum_{\substack{x=1, x \neq y}}^{m} \sum_{y=1,}^{m} e_{x y},
$$

similarly, the bipolar neutrosophic discordance level $\hat{f}$ is defined as the average value of the bipolar neutrosophic discordance indices as

$$
\hat{f}=\frac{1}{m(m-1)} \sum_{\substack{x=1, x \neq y}}^{m} \sum_{y=1,}^{m} f_{x y} .
$$

(viii) The bipolar neutrosophic concordance dominance matrix $\phi$ on the basis of $\hat{e}$ is determined as follows:

$$
\phi=\left[\begin{array}{cccccc}
- & \phi_{12} & \cdot & \cdot & \cdot & \phi_{1 m} \\
\phi_{21} & - & \cdot & \cdot & \cdot & \phi_{2 m} \\
\cdot & & & & & \\
\cdot & & & & & \\
\cdot & & & & & \\
\phi_{m 1} & \phi_{m 2} & \cdot & \cdot & \cdot & -
\end{array}\right],
$$

where, $\phi_{x y}$ is defined as

$$
\phi_{x y}= \begin{cases}1, & \text { if } e_{x y} \geq \hat{e} \\ 0, & \text { if } e_{x y}<\hat{e}\end{cases}
$$

(ix) The bipolar neutrosophic discordance dominance matrix $\psi$ on the basis of $\hat{f}$ is determined as follows:

$$
\psi=\left[\begin{array}{ccccc}
- & \psi_{12} & . & . & \psi_{1 m} \\
\psi_{21} & - & \cdot & . & \psi_{2 m} \\
\cdot & & & & \\
\cdot & & & & \\
\cdot & & & & \\
\psi_{m 1} & \psi_{m 2} & . & . & -
\end{array}\right]
$$

where, $\psi_{x y}$ is defined as

$$
\psi_{x y}= \begin{cases}1, & \text { if } f_{x y} \leq \hat{f} \\ 0, & \text { if } f_{x y}>\hat{f}\end{cases}
$$

(x) Consequently, the bipolar neutrosophic aggregated dominance matrix $\pi$ is evaluated by multiplying the corresponding entries of $\phi$ and $\psi$, that is

$$
\pi=\left[\begin{array}{cccccc}
- & \pi_{12} & \cdot & \cdot & \cdot & \pi_{1 m} \\
\pi_{21} & - & \cdot & \cdot & \cdot & \pi_{2 m} \\
\cdot & & & & \\
\cdot & & & & \\
\cdot & & & & \\
\pi_{m 1} & \pi_{m 2} & \cdot & \cdot & \cdot & -
\end{array}\right]
$$

where, $\pi_{x y}$ is defined as

$$
\pi_{x y}=\phi_{x y} \psi_{x y}
$$

(xi) Finally, the alternatives are ranked according to the outranking values $\pi_{x y} s$. That is, for each pair of alternatives $S_{x}$ and $S_{y}$, an arrow from $S_{x}$ to $S_{y}$ exists if and only if $\pi_{x y}=1$. As a result, we have three possible cases:
(a) There exits a unique arrow from $S_{x}$ into $S_{y}$.
(b) There exist two possible arrows between $S_{x}$ and $S_{y}$.
(c) There is no arrow between $S_{x}$ and $S_{y}$.

For case a, we decide that $S_{x}$ is preferred to $S_{y}$. For the second case, $S_{x}$ and $S_{y}$ are indifferent, whereas, $S_{x}$ and $S_{y}$ are incomparable in case c.

Geometric representation of proposed bipolar neutrosophic ELECTRE-I method is shown in Figure 2.


Figure 2. Flow chart of bipolar neutrosophic ELECTRE-I.

## Numerical Example

In Section 3, MCDM problems are presented using the bipolar neutrosophic TOPSIS method. In this section, we apply our proposed bipolar neutrosophic ELECTRE-I method to select the "electronic commerce web site" to compare these two MCDM methods. Steps (1-3) have already been done in Section 3.1. So we move on to Step 4.

Step 4. The bipolar neutrosophic concordance sets $E_{x y}$ s are given as in Table 7:
Table 7. Bipolar neutrosophic concordance sets.

| $\boldsymbol{E}_{x y} \backslash \boldsymbol{y}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $E_{1 y}$ | - | $\{1,2,3\}$ | $\{1,2\}$ | $\}$ |
| $E_{2 y}$ | $\{4\}$ | - | $\{4\}$ | $\}$ |
| $E_{3 y}$ | $\{3,4\}$ | $\{1,2,3\}$ | - | $\{3\}$ |
| $E_{4 y}$ | $\{1,2,3,4\}$ | $\{1,2,3,4\}$ | $\{1,2,4\}$ | - |

Step 5. The bipolar neutrosophic discordance sets $F_{x y^{\prime}}$ s are given as in Table 8.

Table 8. Bipolar neutrosophic discordance sets.

| $\boldsymbol{F}_{x y} \backslash \boldsymbol{y}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $F_{1 y}$ | - | $\{4\}$ | $\{3,4\}$ | $\{1,2,3,4\}$ |
| $F_{2 y}$ | $\{1,2,3\}$ | - | $\{1,2,3\}$ | $\{1,2,3,4\}$ |
| $F_{3 y}$ | $\{1,2\}$ | $\{4\}$ | - | $\{1,2,4\}$ |
| $F_{4 y}$ | $\}$ | $\}$ | $\{3\}$ | - |

Step 6. The bipolar neutrosophic concordance matrix $E$ is computed as follows

$$
E=\left[\begin{array}{cccc}
- & 0.7522 & 0.5343 & 0 \\
0.2478 & - & 0.2478 & 0 \\
0.4657 & 0.7522 & - & 0.2179 \\
1 & 1 & 0.7821 & -
\end{array}\right]
$$

Step 7. The bipolar neutrosophic discordance matrix $F$ is computed as follows

$$
F=\left[\begin{array}{cccc}
- & 0.5826 & 0.9464 & 1 \\
1 & - & 1 & 1 \\
1 & 0.3534 & - & 1 \\
0 & 0 & 0.6009 & -
\end{array}\right]
$$

Step 8. The bipolar neutrosophic concordance level is $\hat{e}=0.5003$ and bipolar neutrosophic discordance level is $\hat{f}=0.7069$. The bipolar neutrosophic concordance dominance matrix $\phi$ and bipolar neutrosophic discordance dominance matrix $\psi$ are as follows

$$
\phi=\left[\begin{array}{cccc}
- & 1 & 1 & 0 \\
0 & - & 0 & 0 \\
0 & 1 & - & 0 \\
1 & 1 & 1 & -
\end{array}\right], \psi=\left[\begin{array}{cccc}
- & 1 & 0 & 0 \\
0 & - & 0 & 0 \\
0 & 1 & - & 0 \\
0 & 0 & 0 & -
\end{array}\right]
$$

Step 9. The bipolar neutrosophic aggregated dominance matrix $\pi$ is computed as

$$
\pi=\left[\begin{array}{cccc}
- & 1 & 0 & 0 \\
0 & - & 0 & 0 \\
0 & 1 & - & 0 \\
0 & 0 & 0 & -
\end{array}\right]
$$

According to nonzero values of $\pi_{x y}$, we get the alternatives in the following sequence:

$$
S_{1} \rightarrow S_{2} \leftarrow S_{3}
$$

Therefore, the most favorable alternatives are $S_{3}$ and $S_{1}$.

## 5. Comparison of Bipolar Neutrosophic TOPSIS and Bipolar Neutrosophic ELECTRE-I

TOPSIS and ELECTRE-I are the most commonly used MCDM methods to solve decision making problems, in which the best possible alternative is selected among others. The main idea of the TOPSIS method is that the chosen alternative has the shortest distance from positive ideal solution and the greatest distance from negative ideal solution, whereas the ELECTRE-I method is based on the binary comparison of alternatives. The proposed MCDM methods TOPSIS and ELECTRE-I are based on bipolar neutrosophic information. In the bipolar neutrosophic TOPSIS method, the normalized Euclidean distance is used to compute the revised closeness coefficient of alternatives to BNRPIS and BNRNIS. Alternatives are ranked in increasing order on the basis of inferior ratio values. Bipolar neutrosophic TOPSIS is an effective method because it has a simple process and is able to deal with any number of alternatives and criteria. Throughout history, one drawback of the TOPSIS method is that more rank reversals are created by increasing the number of alternatives. The proposed bipolar neutrosophic ELECTRE-I is an outranking relation theory that compares all pairs of alternatives and figures out which alternatives are preferred to the others by systematically comparing them for each criterion. The connection between different alternatives shows the bipolar neutrosophic concordance and bipolar neutrosophic discordance behavior of alternatives. The bipolar neutrosophic TOPSIS method gives only one possible alternative but the bipolar neutrosophic ELECTRE-I method sometimes provides a set of alternatives as a final selection to consider the MCDM problem. Despite all of the above comparisons, it is difficult to determine which method is most convenient, because both methods have their own importance and can be used according to the choice of the decision maker.

## 6. Conclusions

A single-valued neutrosophic set as an instance of a neutrosophic set provides an additional possibility to represent imprecise, uncertainty, inconsistent and incomplete information which exist in real situations. Single valued neutrosophic models are more flexible and practical than fuzzy and intuitionistic fuzzy models.We have presented the procedure, technique and implication of TOPSIS and ELECTRE-I methods under bipolar neutrosophic environment. The rating values of alternatives with respect to attributes are expressed in the form of BNSs. The unknown weights of the attributes are calculated by maximizing the deviation method to construct the weighted decision matrix. The normalized Euclidean distance is used to calculate the distance of each alternative from BNRPIS and BNRNIS. Revised closeness degrees are computed and then the inferior ratio method is used to rank the alternatives in bipolar neutrosophic TOPSIS. The concordance and discordance matrices are evaluated to rank the alternatives in bipolar neutrosophic ELECTRE-I. We have also presented some examples to explain these methods.
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## 1. Introduction

Intuitionistic fuzzy set, which is introduced by Atanassov [1], is a generalization of Zadeh's fuzzy sets [2], and consider both truth-membership and falsity-membership. Since the sum of degree true, indeterminacy and false is one in intuitionistic fuzzy sets, incomplete information is handled in intuitionistic fuzzy sets. On the other hand, neutrosophic sets can handle the indeterminate information and inconsistent information that exist commonly in belief systems in a neutrosophic set since indeterminacy is quantified explicitly and truth-membership, indeterminacy-membership and falsity-membership are independent, which is mentioned in [3]. As a formal framework that generalizes the concept of the classic set, fuzzy set, interval valued fuzzy set, intuitionistic fuzzy set, interval valued intuitionistic fuzzy set and paraconsistent set, etc., the neutrosophic set is developed by Smarandache [4,5], which is applied to various parts, including algebra, topology, control theory, decision-making problems, medicines and in many real-life problems. The concept of interval neutrosophic sets is presented by Wang et al. [6], and it is more precise and more flexible than the single-valued neutrosophic set. The interval neutrosophic set can represent uncertain, imprecise, incomplete and inconsistent information, which exists in the real world. BCK-algebra is introduced by Imai and Iséki [7], and it has been applied to several branches of mathematics, such as group theory, functional analysis, probability theory and topology, etc. As a generalization of $B C K$-algebra, Iséki introduced the notion of BCI-algebra (see [8]).

In this article, we discuss interval neutrosophic sets in $B C K / B C I$-algebra. We introduce the notion of $(T(i, j), I(k, l), F(m, n))$-interval neutrosophic subalgebra in BCK/BCI-algebra for $i, j, k, l, m, n \in$ $\{1,2,3,4\}$, and investigate their properties and relations. We also introduce the notion of interval neutrosophic length of an interval neutrosophic set, and investigate related properties.

## 2. Preliminaries

By a BCI-algebra, we mean a system $X:=(X, *, 0) \in K(\tau)$ in which the following axioms hold:
(I) $\quad((x * y) *(x * z)) *(z * y)=0$,
(II) $\quad(x *(x * y)) * y=0$,
(III) $x * x=0$,
(IV) $x * y=y * x=0 \Rightarrow x=y$
for all $x, y, z \in X$. If a $B C I$-algebra $X$ satisfies $0 * x=0$ for all $x \in X$, then we say that $X$ is $B C K$-algebra.
A non-empty subset $S$ of a $B C K / B C I$-algebra $X$ is called a subalgebra of $X$ if $x * y \in S$ for all $x, y \in S$.

The collection of all $B C K$-algebra and all $B C I$-algebra are denoted by $\mathcal{B}_{K}(X)$ and $\mathcal{B}_{I}(X)$, respectively. In addition, $\mathcal{B}(X):=\mathcal{B}_{K}(X) \cup \mathcal{B}_{I}(X)$.

We refer the reader to the books $[9,10]$ for further information regarding $B C K / B C I$-algebra.
By a fuzzy structure over a nonempty set $X$, we mean an ordered pair $(X, \rho)$ of $X$ and a fuzzy set $\rho$ on $X$.

Definition 1 ([11]). For any $(X, *, 0) \in \mathcal{B}(X)$, a fuzzy structure $(X, \mu)$ over $(X, *, 0)$ is called a

- fuzzy subalgebra of $(X, *, 0)$ with type 1 (briefly, 1-fuzzy subalgebra of $(X, *, 0)$ ) if

$$
\begin{equation*}
(\forall x, y \in X)(\mu(x * y) \geq \min \{\mu(x), \mu(y)\}), \tag{1}
\end{equation*}
$$

- fuzzy subalgebra of $(X, *, 0)$ with type 2 (briefly, 2-fuzzy subalgebra of $(X, *, 0)$ ) if

$$
\begin{equation*}
(\forall x, y \in X)(\mu(x * y) \leq \min \{\mu(x), \mu(y)\}) \tag{2}
\end{equation*}
$$

- fuzzy subalgebra of $(X, *, 0)$ with type 3 (briefly, 3-fuzzy subalgebra of $(X, *, 0)$ ) if

$$
\begin{equation*}
(\forall x, y \in X)(\mu(x * y) \geq \max \{\mu(x), \mu(y)\}), \tag{3}
\end{equation*}
$$

- fuzzy subalgebra of $(X, *, 0)$ with type 4 (briefly, 4-fuzzy subalgebra of $(X, *, 0)$ ) if

$$
\begin{equation*}
(\forall x, y \in X)(\mu(x * y) \leq \max \{\mu(x), \mu(y)\}) \tag{4}
\end{equation*}
$$

Let $X$ be a non-empty set. A neutrosophic set (NS) in $X$ (see [4]) is a structure of the form:

$$
A:=\left\{\left\langle x ; A_{T}(x), A_{I}(x), A_{F}(x)\right\rangle \mid x \in X\right\},
$$

where $A_{T}: X \rightarrow[0,1]$ is a truth-membership function, $A_{I}: X \rightarrow[0,1]$ is an indeterminate membership function, and $A_{F}: X \rightarrow[0,1]$ is a false membership function.

An interval neutrosophic set (INS) $A$ in $X$ is characterized by truth-membership function $T_{A}$, indeterminacy membership function $I_{A}$ and falsity-membership function $F_{A}$. For each point $x$ in $X$, $T_{A}(x), I_{A}(x), F_{A}(x) \in[0,1]$ (see $[3,6]$ ).

## 3. Interval Neutrosophic Subalgebra

In what follows, let $(X, *, 0) \in \mathcal{B}(X)$ and $\mathcal{P}^{*}([0,1])$ be the family of all subintervals of $[0,1]$ unless otherwise specified.

Definition $2([3,6])$. An interval neutrosophic set in a nonempty set $X$ is a structure of the form:

$$
\mathcal{I}:=\{\langle x, \mathcal{I}[T](x), \mathcal{I}[I](x), \mathcal{I}[F](x)\rangle \mid x \in X\}
$$

where

$$
\mathcal{I}[T]: X \rightarrow \mathcal{P}^{*}([0,1])
$$

which is called interval truth-membership function,

$$
\mathcal{I}[I]: X \rightarrow \mathcal{P}^{*}([0,1])
$$

which is called interval indeterminacy-membership function, and

$$
\mathcal{I}[F]: X \rightarrow \mathcal{P}^{*}([0,1]),
$$

which is called interval falsity-membership function.
For the sake of simplicity, we will use the notation $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ for the interval neutrosophic set

$$
\mathcal{I}:=\{\langle x, \mathcal{I}[T](x), \mathcal{I}[I](x), \mathcal{I}[F](x)\rangle \mid x \in X\} .
$$

Given an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$, we consider the following functions:

$$
\begin{aligned}
& \mathcal{I}[T]_{\mathrm{inf}}: X \rightarrow[0,1], x \mapsto \inf \{\mathcal{I}[T](x)\}, \\
& \mathcal{I}[I]_{\mathrm{inf}}: X \rightarrow[0,1], x \mapsto \inf \{\mathcal{I}[I](x)\}, \\
& \mathcal{I}[F]_{\mathrm{inf}}: X \rightarrow[0,1], x \mapsto \inf \{\mathcal{I}[F](x)\},
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathcal{I}[T]_{\text {sup }}: X \rightarrow[0,1], x \mapsto \sup \{\mathcal{I}[T](x)\}, \\
& \mathcal{I}[I]_{\text {sup }}: X \rightarrow[0,1], x \mapsto \sup \{\mathcal{I}[I](x)\}, \\
& \mathcal{I}[F]_{\text {sup }}: X \rightarrow[0,1], x \mapsto \sup \{\mathcal{I}[F](x)\} .
\end{aligned}
$$

Definition 3. For any $i, j, k, l, m, n \in\{1,2,3,4\}$, an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is called a $(T(i, j), I(k, l), F(m, n))$-interval neutrosophic subalgebra of $X$ if the following assertions are valid.
(1) $\left(X, \mathcal{I}[T]_{\text {inf }}\right)$ is an i-fuzzy subalgebra of $(X, *, 0)$ and $\left(X, \mathcal{I}[T]_{\text {sup }}\right)$ is a j-fuzzy subalgebra of $(X, *, 0)$,
(2) $\quad\left(X, \mathcal{I}[I]_{\text {inf }}\right)$ is a $k$-fuzzy subalgebra of $(X, *, 0)$ and $\left(X, \mathcal{I}[I]_{\text {sup }}\right)$ is an l-fuzzy subalgebra of $(X, *, 0)$,
(3) $\left(X, \mathcal{I}[F]_{\text {inf }}\right)$ is an $m$-fuzzy subalgebra of $(X, *, 0)$ and $\left(X, \mathcal{I}[F]_{\text {sup }}\right)$ is an $n$-fuzzy subalgebra of $(X, *, 0)$.

Example 1. Consider a $B C K$-algebra $X=\{0,1,2,3\}$ with the binary operation $*$, which is given in Table 1 (see [10]).

Table 1. Cayley table for the binary operation " $*$ ".

| $\boldsymbol{*}$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 0 | 0 | 1 |
| 2 | 2 | 1 | 0 | 2 |
| 3 | 3 | 3 | 3 | 0 |

(1) Let $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ be an interval neutrosophic set in $(X, *, 0)$ for which $\mathcal{I}[T], \mathcal{I}[I]$ and $\mathcal{I}[F]$ are given as follows:

$$
\mathcal{I}[T]: X \rightarrow \mathcal{P}^{*}([0,1]) x \mapsto \begin{cases}{[0.4,0.5)} & \text { if } x=0 \\ (0.3,0.5] & \text { if } x=1 \\ {[0.2,0.6)} & \text { if } x=2 \\ {[0.1,0.7]} & \text { if } x=3\end{cases}
$$

$$
\mathcal{I}[I]: X \rightarrow \mathcal{P}^{*}([0,1]) x \mapsto \begin{cases}{[0.5,0.8)} & \text { if } x=0 \\ (0.2,0.7) & \text { if } x=1 \\ {[0.5,0.6]} & \text { if } x=2 \\ {[0.4,0.8)} & \text { if } x=3\end{cases}
$$

and

$$
\mathcal{I}[F]: X \rightarrow \mathcal{P}^{*}([0,1]) x \mapsto \begin{cases}{[0.4,0.5)} & \text { if } x=0 \\ (0.2,0.9) & \text { if } x=1 \\ {[0.1,0.6]} & \text { if } x=2 \\ (0.4,0.7] & \text { if } x=3\end{cases}
$$

It is routine to verify that $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ is a $(T(1,4), I(1,4), F(1,4))$-interval neutrosophic subalgebra of $(X, *, 0)$.
(2) Let $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ be an interval neutrosophic set in $(X, *, 0)$ for which $\mathcal{I}[T], \mathcal{I}[I]$ and $\mathcal{I}[F]$ are given as follows:

$$
\begin{gathered}
\mathcal{I}[T]: X \rightarrow \mathcal{P}^{*}([0,1]) x \mapsto \begin{cases}{[0.1,0.4)} & \text { if } x=0, \\
(0.3,0.5) & \text { if } x=1, \\
{[0.2,0.7]} & \text { if } x=2, \\
{[0.4,0.6)} & \text { if } x=3,\end{cases} \\
\mathcal{I}[I]: X \rightarrow \mathcal{P}^{*}([0,1]) x \mapsto \begin{cases}(0.2,0.5) & \text { if } x=0, \\
{[0.5,0.8]} & \text { if } x=1, \\
(0.4,0.5] & \text { if } x=2, \\
{[0.2,0.6]} & \text { if } x=3,\end{cases}
\end{gathered}
$$

and

$$
\mathcal{I}[F]: X \rightarrow \mathcal{P}^{*}([0,1]) \quad x \mapsto \begin{cases}{[0.3,0.4)} & \text { if } x=0 \\ (0.4,0.7) & \text { if } x=1 \\ (0.6,0.8) & \text { if } x=2 \\ {[0.4,0.6]} & \text { if } x=3\end{cases}
$$

By routine calculations, we know that $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ is a $(T(4,4), I(4,4), F(4,4))$-interval neutrosophic subalgebra of $(X, *, 0)$.

Example 2. Consider a BCI-algebra $X=\{0, a, b, c\}$ with the binary operation $*$, which is given in Table 2 (see [10]).

Table 2. Cayley table for the binary operation " $*$ ".

| $*$ | $\mathbf{0}$ | $\boldsymbol{a}$ | $\boldsymbol{b}$ | $\boldsymbol{c}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $a$ | $b$ | $c$ |
| $a$ | $a$ | 0 | $c$ | $b$ |
| $b$ | $b$ | $c$ | 0 | $a$ |
| $c$ | $c$ | $b$ | $a$ | 0 |

Let $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ be an interval neutrosophic set in $(X, *, 0)$ for which $\mathcal{I}[T], \mathcal{I}[I]$ and $\mathcal{I}[F]$ are given as follows:

$$
\mathcal{I}[T]: X \rightarrow \mathcal{P}^{*}([0,1]) \quad x \mapsto \begin{cases}{[0.3,0.9)} & \text { if } x=0 \\ (0.7,0.9) & \text { if } x=a \\ {[0.7,0.8)} & \text { if } x=b \\ (0.5,0.8] & \text { if } x=c\end{cases}
$$

$$
\mathcal{I}[I]: X \rightarrow \mathcal{P}^{*}([0,1]) x \mapsto \begin{cases}{[0.2,0.65)} & \text { if } x=0 \\ {[0.5,0.55]} & \text { if } x=a \\ (0.6,0.65) & \text { if } x=b \\ {[0.5,0.55)} & \text { if } x=c\end{cases}
$$

and

$$
\mathcal{I}[F]: X \rightarrow \mathcal{P}^{*}([0,1]) \quad x \mapsto \begin{cases}(0.3,0.6) & \text { if } x=0 \\ {[0.4,0.6]} & \text { if } x=a \\ (0.4,0.5] & \text { if } x=b, \\ {[0.3,0.5)} & \text { if } x=c\end{cases}
$$

Routine calculations show that $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ is a $(T(4,1), I(4,1), F(4,1))$-interval neutrosophic subalgebra of $(X, *, 0)$. However, it is not a $(T(2,1), I(2,1), F(2,1))$-interval neutrosophic subalgebra of $(X, *, 0)$ since

$$
\mathcal{I}[T]_{\mathrm{inf}}(c * a)=\mathcal{I}[T]_{\mathrm{inf}}(b)=0.7>0.5=\min \left\{\mathcal{I}[T]_{\mathrm{inf}}(c), \mathcal{I}[T]_{\mathrm{inf}}(a)\right\}
$$

and/or

$$
\mathcal{I}[I]_{\mathrm{inf}}(a * c)=\mathcal{I}[I]_{\mathrm{inf}}(b)=0.6>0.5=\min \left\{\mathcal{I}[I]_{\mathrm{inf}}(a), \mathcal{I}[I]_{\mathrm{inf}}(c)\right\} .
$$

In addition, it is not a $(T(4,3), I(4,3), F(4,3))$-interval neutrosophic subalgebra of $(X, *, 0)$ since

$$
\mathcal{I}[T]_{\sup }(a * b)=\mathcal{I}[T]_{\sup }(c)=0.8<0.9=\max \left\{\mathcal{I}[T]_{\inf }(a), \mathcal{I}[T]_{\inf }(c)\right\}
$$

and/or

$$
\mathcal{I}[F]_{\sup }(a * b)=\mathcal{I}[F]_{\sup }(c)=0.5<0.6=\max \left\{\mathcal{I}[F]_{\mathrm{inf}}(a), \mathcal{I}[F]_{\mathrm{inf}}(c)\right\}
$$

Let $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ be an interval neutrosophic set in $X$. We consider the following sets:

$$
\begin{aligned}
& U\left(\mathcal{I}[T]_{\mathrm{inf}} ; \alpha_{I}\right):=\left\{x \in X \mid \mathcal{I}[T]_{\mathrm{inf}}(x) \geq \alpha_{I}\right\} \\
& L\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right):=\left\{x \in X \mid \mathcal{I}[T]_{\text {sup }}(x) \leq \alpha_{S}\right\}, \\
& U\left(\mathcal{I}[I]_{\mathrm{inf}} ; \beta_{I}\right):=\left\{x \in X \mid \mathcal{I}[I]_{\mathrm{inf}}(x) \geq \beta_{I}\right\} \\
& L\left(\mathcal{I}[I]_{\text {sup }} ; \beta_{S}\right):=\left\{x \in X \mid \mathcal{I}[I]_{\text {sup }}(x) \leq \beta_{S}\right\},
\end{aligned}
$$

and

$$
\begin{aligned}
& U\left(\mathcal{I}[F]_{\text {inf }} ; \gamma_{I}\right):=\left\{x \in X \mid \mathcal{I}[F]_{\inf }(x) \geq \gamma_{I}\right\} \\
& L\left(\mathcal{I}[F]_{\text {sup }} ; \gamma_{S}\right):=\left\{x \in X \mid \mathcal{I}[F]_{\text {sup }}(x) \leq \gamma_{S}\right\},
\end{aligned}
$$

where $\alpha_{I}, \alpha_{S}, \beta_{I}, \beta_{S}, \gamma_{I}$ and $\gamma_{S}$ are numbers in $[0,1]$.
Theorem 1. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(i, 4), I(i, 4), F(i, 4))$-interval neutrosophic subalgebra of $(X, *, 0)$ for $i \in\{1,3\}$, then $U\left(\mathcal{I}[T]_{\text {inf }} ; \alpha_{I}\right), L\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right), U\left(\mathcal{I}[I]_{\text {inf }} ; \beta_{I}\right)$, $L\left(\mathcal{I}[I]_{\text {sup }} ; \beta_{S}\right), U\left(\mathcal{I}[F]_{\text {inf }} ; \gamma_{I}\right)$ and $L\left(\mathcal{I}[F]_{\text {sup }} ; \gamma_{S}\right)$ are either empty or subalgebra of $(X, *, 0)$ for all $\alpha_{I}, \alpha_{S}, \beta_{I}$, $\beta_{S}, \gamma_{I}, \gamma_{S} \in[0,1]$.

Proof. Assume that $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ is a $(T(1,4), I(1,4), F(1,4))$-interval neutrosophic subalgebra of $(X, *, 0)$. Then, $\left(X, \mathcal{I}[T]_{\mathrm{inf}}\right),\left(X, \mathcal{I}[I]_{\mathrm{inf}}\right)$ and $\left(X, \mathcal{I}[F]_{\mathrm{inf}}\right)$ are 1-fuzzy subalgebra of $X$; and $\left(X, \mathcal{I}[T]_{\text {sup }}\right),\left(X, \mathcal{I}[I]_{\text {sup }}\right)$ and $\left(X, \mathcal{I}[F]_{\text {sup }}\right)$ are 4 -fuzzy subalgebra of $X$. Let $\alpha_{I}, \alpha_{S} \in[0,1]$ be such that $U\left(\mathcal{I}[T]_{\text {inf }} ; \alpha_{I}\right)$ and $L\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right)$ are nonempty. For any $x, y \in X$, if $x, y \in U\left(\mathcal{I}[T]_{\text {inf }} ; \alpha_{I}\right)$, then $\mathcal{I}[T]_{\mathrm{inf}}(x) \geq \alpha_{I}$ and $\mathcal{I}[T]_{\mathrm{inf}}(y) \geq \alpha_{I}$, and so

$$
\mathcal{I}[T]_{\mathrm{inf}}(x * y) \geq \min \left\{\mathcal{I}[T]_{\mathrm{inf}}(x), \mathcal{I}[T]_{\mathrm{inf}}(y)\right\} \geq \alpha_{I},
$$

that is, $x * y \in U\left(\mathcal{I}[T]_{\mathrm{inf}} ; \alpha_{I}\right)$. If $x, y \in L\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right)$, then $\mathcal{I}[T]_{\text {sup }}(x) \leq \alpha_{S}$ and $\mathcal{I}[T]_{\text {sup }}(y) \leq \alpha_{S}$, which imply that

$$
\mathcal{I}[T]_{\sup }(x * y) \leq \max \left\{\mathcal{I}[T]_{\sup }(x), \mathcal{I}[T]_{\sup }(y)\right\} \leq \alpha_{S}
$$

that is, $x * y \in L\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right)$. Hence, $U\left(\mathcal{I}[T]_{\text {inf }} ; \alpha_{I}\right)$ and $L\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right)$ are subalgebra of $(X, *, 0)$ for all $\alpha_{I}, \alpha_{S} \in[0,1]$. Similarly, we can prove that $U\left(\mathcal{I}[I]_{\text {inf }} ; \beta_{I}\right), L\left(\mathcal{I}[I]_{\text {sup }} ; \beta_{S}\right), U\left(\mathcal{I}[F]_{\text {inf }} ; \gamma_{I}\right)$ and $L\left(\mathcal{I}[F]_{\text {sup }} ; \gamma_{S}\right)$ are either empty or subalgebra of $(X, *, 0)$ for all $\beta_{I}, \beta_{S}, \gamma_{I}, \gamma_{S} \in[0,1]$. Suppose that $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ is a $(T(3,4), I(3,4), F(3,4))$-interval neutrosophic subalgebra of $(X, *, 0)$. Then, $\left(X, \mathcal{I}[T]_{\mathrm{inf}}\right),\left(X, \mathcal{I}[I]_{\mathrm{inf}}\right)$ and $\left(X, \mathcal{I}[F]_{\text {inf }}\right)$ are 3 -fuzzy subalgebra of $X$; and $\left(X, \mathcal{I}[T]_{\text {sup }}\right)$, $\left(X, \mathcal{I}[I]_{\text {sup }}\right)$ and $\left(X, \mathcal{I}[F]_{\text {sup }}\right)$ are 4-fuzzy subalgebra of $X$. Let $\beta_{I}$ and $\beta_{S} \in[0,1]$ be such that $U\left(\mathcal{I}[I]_{\text {inf }} ; \beta_{I}\right)$ and $L\left(\mathcal{I}[I]_{\text {sup }} ; \beta_{S}\right)$ are nonempty. Let $x, y \in U\left(\mathcal{I}[I]_{\text {inf }} ; \beta_{I}\right)$. Then, $\mathcal{I}[I]_{\text {inf }}(x) \geq \beta_{I}$ and $\mathcal{I}[I]_{\mathrm{inf}}(y) \geq \beta_{I}$. It follows that

$$
\mathcal{I}[I]_{\mathrm{inf}}(x * y) \geq \max \left\{\mathcal{I}[I]_{\mathrm{inf}}(x), \mathcal{I}[I]_{\mathrm{inf}}(y)\right\} \geq \beta_{I}
$$

and so $x * y \in U\left(\mathcal{I}[I]_{\mathrm{inf}} ; \beta_{I}\right)$. Thus, $U\left(\mathcal{I}[I]_{\mathrm{inf}} ; \beta_{I}\right)$ is a subalgebra of $(X, *, 0)$. If $x, y \in L\left(\mathcal{I}[I]_{\mathrm{inf}} ; \beta_{S}\right)$, then $\mathcal{I}[I]_{\mathrm{inf}}(x) \leq \beta_{S}$ and $\mathcal{I}[I]_{\mathrm{inf}}(y) \leq \beta_{S}$. Hence,

$$
\mathcal{I}[I]_{\mathrm{inf}}(x * y) \leq \max \left\{\mathcal{I}[I]_{\mathrm{inf}}(x), \mathcal{I}[I]_{\mathrm{inf}}(y)\right\} \leq \beta_{S}
$$

and so $x * y \in L\left(\mathcal{I}[I]_{\mathrm{inf}} ; \beta_{S}\right)$. Thus, $L\left(\mathcal{I}[I]_{\mathrm{inf}} ; \beta_{S}\right)$ is a subalgebra of $(X, *, 0)$. Similarly, we can show that $U\left(\mathcal{I}[T]_{\text {inf }} ; \alpha_{I}\right), L\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right), U\left(\mathcal{I}[F]_{\text {inf }} ; \gamma_{I}\right)$ and $L\left(\mathcal{I}[F]_{\text {sup }} ; \gamma_{S}\right)$ are either empty or subalgebra of $(X, *, 0)$ for all $\alpha_{I}, \alpha_{S}, \gamma_{I}, \gamma_{S} \in[0,1]$.

Since every 2-fuzzy subalgebra is a 4-fuzzy subalgebra, we have the following corollary.
Corollary 1. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(i, 2), I(i, 2), F(i, 2))$-interval neutrosophic subalgebra of $(X, *, 0)$ for $i \in\{1,3\}$, then $U\left(\mathcal{I}[T]_{\text {inf }} ; \alpha_{I}\right), L\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right), U\left(\mathcal{I}[I]_{\text {inf }} ; \beta_{I}\right)$, $L\left(\mathcal{I}[I]_{\text {sup }} ; \beta_{S}\right), U\left(\mathcal{I}[F]_{\text {inf }} ; \gamma_{I}\right)$ and $L\left(\mathcal{I}[F]_{\text {sup }} ; \gamma_{S}\right)$ are either empty or subalgebra of $(X, *, 0)$ for all $\alpha_{I}, \alpha_{S}, \beta_{I}$, $\beta_{S}, \gamma_{I}, \gamma_{S} \in[0,1]$.

By a similar way to the proof of Theorem 1, we have the following theorems.
Theorem 2. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(i, 4), I(i, 4), F(i, 4))$-interval neutrosophic subalgebra of $(X, *, 0)$ for $i \in\{2,4\}$, then $L\left(\mathcal{I}[T]_{\text {inf }} ; \alpha_{I}\right), L\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right), L\left(\mathcal{I}[I]_{\text {inf }} ; \beta_{I}\right)$, $L\left(\mathcal{I}[I]_{\text {sup }} ; \beta_{S}\right), L\left(\mathcal{I}[F]_{\text {inf }} ; \gamma_{I}\right)$ and $L\left(\mathcal{I}[F]_{\text {sup }} ; \gamma_{S}\right)$ are either empty or subalgebra of $(X, *, 0)$ for all $\alpha_{I}, \alpha_{S}, \beta_{I}$, $\beta_{S}, \gamma_{I}, \gamma_{S} \in[0,1]$.

Corollary 2. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(i, 2), I(i, 2), F(i, 2))$-interval neutrosophic subalgebra of $(X, *, 0)$ for $i \in\{2,4\}$, then $L\left(\mathcal{I}[T]_{\text {inf }} ; \alpha_{I}\right), L\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right), L\left(\mathcal{I}[I]_{\text {inf }} ; \beta_{I}\right)$, $L\left(\mathcal{I}[I]_{\text {sup }} ; \beta_{S}\right), L\left(\mathcal{I}[F]_{\text {inf }} ; \gamma_{I}\right)$ and $L\left(\mathcal{I}[F]_{\text {sup }} ; \gamma_{S}\right)$ are either empty or subalgebra of $(X, *, 0)$ for all $\alpha_{I}, \alpha_{S}, \beta_{I}$, $\beta_{S}, \gamma_{I}, \gamma_{S} \in[0,1]$.

Theorem 3. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(k, 1), I(k, 1), F(k, 1))$-interval neutrosophic subalgebra of $(X, *, 0)$ for $k \in\{1,3\}$, then $U\left(\mathcal{I}[T]_{\text {inf }} ; \alpha_{I}\right), U\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right), U\left(\mathcal{I}[I]_{\text {inf }} ; \beta_{I}\right)$, $U\left(\mathcal{I}[I]_{\text {sup }} ; \beta_{S}\right), U\left(\mathcal{I}[F]_{\text {inf }} ; \gamma_{I}\right)$ and $U\left(\mathcal{I}[F]_{\text {sup }} ; \gamma_{S}\right)$ are either empty or subalgebra of $(X, *, 0)$ for all $\alpha_{I}, \alpha_{S}$, $\beta_{I}, \beta_{S}, \gamma_{I}, \gamma_{S} \in[0,1]$.

Corollary 3. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(k, 3), I(k, 3)$, $F(k, 3))$-interval neutrosophic subalgebra of $(X, *, 0)$ for $k \in\{1,3\}$, then $U\left(\mathcal{I}[T]_{\text {inf }} ; \alpha_{I}\right), U\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right)$, $U\left(\mathcal{I}[I]_{\text {inf }} ; \beta_{I}\right), U\left(\mathcal{I}[I]_{\text {sup }} ; \beta_{S}\right), U\left(\mathcal{I}[F]_{\text {inf }} ; \gamma_{I}\right)$ and $U\left(\mathcal{I}[F]_{\text {sup }} ; \gamma_{S}\right)$ are either empty or subalgebra of $(X, *, 0)$ for all $\alpha_{I}, \alpha_{S}, \beta_{I}, \beta_{S}, \gamma_{I}, \gamma_{S} \in[0,1]$.

Theorem 4. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(k, 1), I(k, 1), F(k, 1))$-interval neutrosophic subalgebra of $(X, *, 0)$ for $k \in\{2,4\}$, then $L\left(\mathcal{I}[T]_{\text {inf }} ; \alpha_{I}\right), U\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right), L\left(\mathcal{I}[I]_{\text {inf }} ; \beta_{I}\right)$, $U\left(\mathcal{I}[I]_{\text {sup }} ; \beta_{S}\right), L\left(\mathcal{I}[F]_{\text {inf }} ; \gamma_{I}\right)$ and $U\left(\mathcal{I}[F]_{\text {sup }} ; \gamma_{S}\right)$ are either empty or subalgebra of $(X, *, 0)$ for all $\alpha_{I}, \alpha_{S}$, $\beta_{I}, \beta_{S}, \gamma_{I}, \gamma_{S} \in[0,1]$.

Corollary 4. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(k, 3), I(k, 3)$, $F(k, 3))$-interval neutrosophic subalgebra of $(X, *, 0)$ for $k \in\{2,4\}$, then $L\left(\mathcal{I}[T]_{\text {inf }} ; \alpha_{I}\right), U\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right)$, $L\left(\mathcal{I}[I]_{\text {inf }} ; \beta_{I}\right), U\left(\mathcal{I}[I]_{\text {sup }} ; \beta_{S}\right), L\left(\mathcal{I}[F]_{\text {inf }} ; \gamma_{I}\right)$ and $U\left(\mathcal{I}[F]_{\text {sup }} ; \gamma_{S}\right)$ are either empty or subalgebra of $(X, *, 0)$ for all $\alpha_{I}, \alpha_{S}, \beta_{I}, \beta_{S}, \gamma_{I}, \gamma_{S} \in[0,1]$.

Theorem 5. Let $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ be an interval neutrosophic set in $X$ in which $U\left(\mathcal{I}[T]_{\mathrm{inf}} ; \alpha_{I}\right)$, $L\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right), U\left(\mathcal{I}[I]_{\text {inf }} ; \beta_{I}\right), L\left(\mathcal{I}[I]_{\text {sup }} ; \beta_{S}\right), U\left(\mathcal{I}[F]_{\text {inf }} ; \gamma_{I}\right)$ and $L\left(\mathcal{I}[F]_{\text {sup }} ; \gamma_{S}\right)$ are nonempty subalgebra of $(X, *, 0)$ for all $\alpha_{I}, \alpha_{S}, \beta_{I}, \beta_{S}, \gamma_{I}, \gamma_{S} \in[0,1]$. Then, $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ is a $(T(1,4), I(1,4)$, $F(1,4))$-interval neutrosophic subalgebra of $(X, *, 0)$.

Proof. Suppose that $\left(X, \mathcal{I}[T]_{\text {inf }}\right)$ is not a 1-fuzzy subalgebra of $(X, *, 0)$. Then, there exists $x, y \in X$ such that

$$
\mathcal{I}[T]_{\mathrm{inf}}(x * y)<\min \left\{\mathcal{I}[T]_{\mathrm{inf}}(x), \mathcal{I}[T]_{\mathrm{inf}}(y)\right\} .
$$

If we take $\alpha_{I}=\min \left\{\mathcal{I}[T]_{\mathrm{inf}}(x), \mathcal{I}[T]_{\mathrm{inf}}(y)\right\}$, then $x, y \in U\left(\mathcal{I}[T]_{\mathrm{inf}} ; \alpha_{I}\right)$, but $x * y \notin U\left(\mathcal{I}[T]_{\mathrm{inf}} ; \alpha_{I}\right)$. This is a contradiction, and so $\left(X, \mathcal{I}[T]_{\text {inf }}\right)$ is a 1-fuzzy subalgebra of $(X, *, 0)$. If $\left(X, \mathcal{I}[T]_{\text {sup }}\right)$ is not a 4 -fuzzy subalgebra of $(X, *, 0)$, then

$$
\mathcal{I}[T]_{\sup }(a * b)>\max \left\{\mathcal{I}[T]_{\sup }(a), \mathcal{I}[T]_{\sup }(b)\right\}
$$

for some $a, b \in X$, and so $a, b \in L\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right)$ and $a * b \notin L\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right)$ by taking

$$
\alpha_{S}:=\max \left\{\mathcal{I}[T]_{\sup }(a), \mathcal{I}[T]_{\sup }(b)\right\}
$$

This is a contradiction, and therefore $\left(X, \mathcal{I}[T]_{\text {sup }}\right)$ is a 4-fuzzy subalgebra of $(X, *, 0)$. Similarly, we can verify that $\left(X, \mathcal{I}[I]_{\text {inf }}\right)$ is a 1-fuzzy subalgebra of $(X, *, 0)$ and $\left(X, \mathcal{I}[I]_{\text {sup }}\right)$ is a 4 -fuzzy subalgebra of $(X, *, 0)$; and $\left(X, \mathcal{I}[F]_{\text {inf }}\right)$ is a 1-fuzzy subalgebra of $(X, *, 0)$ and $\left(X, \mathcal{I}[F]_{\text {sup }}\right)$ is a 4-fuzzy subalgebra of $(X, *, 0)$. Consequently, $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ is a $(T(1,4), I(1,4), F(1,4))$-interval neutrosophic subalgebra of $(X, *, 0)$.

Using the similar method to the proof of Theorem 5, we get the following theorems.
Theorem 6. Let $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ be an interval neutrosophic set in $X$ in which $L\left(\mathcal{I}[T]_{\mathrm{inf}} ; \alpha_{I}\right)$, $U\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right), L\left(\mathcal{I}[I]_{\text {inf }} ; \beta_{I}\right), U\left(\mathcal{I}[I]_{\text {sup }} ; \beta_{S}\right), L\left(\mathcal{I}[F]_{\text {inf }} ; \gamma_{I}\right)$ and $U\left(\mathcal{I}[F]_{\text {sup }} ; \gamma_{S}\right)$ are nonempty subalgebra of $(X, *, 0)$ for all $\alpha_{I}, \alpha_{S}, \beta_{I}, \beta_{S}, \gamma_{I}, \gamma_{S} \in[0,1]$. Then, $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ is a $(T(4,1), I(4,1)$, $F(4,1)$ )-interval neutrosophic subalgebra of $(X, *, 0)$.

Theorem 7. Let $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ be an interval neutrosophic set in $X$ in which $L\left(\mathcal{I}[T]_{\mathrm{inf}} ; \alpha_{I}\right)$, $L\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right), L\left(\mathcal{I}[I]_{\text {inf }} ; \beta_{I}\right), L\left(\mathcal{I}[I]_{\text {sup }} ; \beta_{S}\right), L\left(\mathcal{I}[F]_{\text {inf }} ; \gamma_{I}\right)$ and $L\left(\mathcal{I}[F]_{\text {sup }} ; \gamma_{S}\right)$ are nonempty subalgebra of $(X, *, 0)$ for all $\alpha_{I}, \alpha_{S}, \beta_{I}, \beta_{S}, \gamma_{I}, \gamma_{S} \in[0,1]$. Then, $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ is a $(T(4,4), I(4,4)$, $F(4,4))$-interval neutrosophic subalgebra of $(X, *, 0)$.

Theorem 8. Let $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ be an interval neutrosophic set in $X$ in which $U\left(\mathcal{I}[T]_{\mathrm{inf}} ; \alpha_{I}\right)$, $U\left(\mathcal{I}[T]_{\text {sup }} ; \alpha_{S}\right), U\left(\mathcal{I}[I]_{\text {inf }} ; \beta_{I}\right), U\left(\mathcal{I}[I]_{\text {sup }} ; \beta_{S}\right), U\left(\mathcal{I}[F]_{\text {inf }} ; \gamma_{I}\right)$ and $U\left(\mathcal{I}[F]_{\text {sup }} ; \gamma_{S}\right)$ are nonempty subalgebra of $(X, *, 0)$ for all $\alpha_{I}, \alpha_{S}, \beta_{I}, \beta_{S}, \gamma_{I}, \gamma_{S} \in[0,1]$. Then, $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ is a $(T(1,1), I(1,1)$, $F(1,1)$ )-interval neutrosophic subalgebra of $(X, *, 0)$.

## 4. Interval Neutrosophic Lengths

Definition 4. Given an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$, we define the interval neutrosophic length of $\mathcal{I}$ as an ordered triple $\mathcal{I}_{\ell}:=\left(\mathcal{I}[T]_{\ell}, \mathcal{I}[I]_{\ell}, \mathcal{I}[F]_{\ell}\right)$ where

$$
\begin{array}{r}
\mathcal{I}[T]_{\ell}: X \rightarrow[0,1], x \mapsto \mathcal{I}[T]_{\sup }(x)-\mathcal{I}[T]_{\inf }(x), \\
\mathcal{I}[I]_{\ell}: X \rightarrow[0,1], x \mapsto \mathcal{I}[I]_{\sup }(x)-\mathcal{I}[I]_{\inf }(x),
\end{array}
$$

and

$$
\mathcal{I}[F]_{\ell}: X \rightarrow[0,1], x \mapsto \mathcal{I}[F]_{\sup }(x)-\mathcal{I}[F]_{\mathrm{inf}}(x)
$$

which are called interval neutrosophic T-length, interval neutrosophic I-length and interval neutrosophic $F$-length of $\mathcal{I}$, respectively.

Example 3. Consider the interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$, which is given in Example 2. Then, the interval neutrosophic length of $\mathcal{I}$ is given by Table 3.

Table 3. Interval neutrosophic length of $\mathcal{I}$.

| $\boldsymbol{X}$ | $\mathcal{I}[\boldsymbol{T}]_{\ell}$ | $\mathcal{I}[\boldsymbol{I}]_{\ell}$ | $\mathcal{I}[\boldsymbol{F}]_{\ell}$ |
| :---: | :---: | :---: | :---: |
| 0 | 0.6 | 0.45 | 0.3 |
| $a$ | 0.2 | 0.05 | 0.2 |
| $b$ | 0.1 | 0.05 | 0.1 |
| $c$ | 0.3 | 0.05 | 0.2 |

Theorem 9. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(i, 3), I(i, 3), F(i, 3))$-interval neutrosophic subalgebra of $(X, *, 0)$ for $i \in\{2,4\}$, then $\left(X, \mathcal{I}[T]_{\ell}\right),\left(X, \mathcal{I}[I]_{\ell}\right)$ and $\left(X, \mathcal{I}[F]_{\ell}\right)$ are 3-fuzzy subalgebra of $(X, *, 0)$.

Proof. Assume that $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ is a $(T(2,3), I(2,3), F(2,3))$-interval neutrosophic subalgebra of $(X, *, 0)$. Then, $\left(X, \mathcal{I}[T]_{\text {inf }}\right),\left(X, \mathcal{I}[I]_{\text {inf }}\right)$ and $\left(X, \mathcal{I}[F]_{\text {inf }}\right)$ are 2-fuzzy subalgebra of $X$, and $\left(X, \mathcal{I}[T]_{\text {sup }}\right),\left(X, \mathcal{I}[I]_{\text {sup }}\right)$ and $\left(X, \mathcal{I}[F]_{\text {sup }}\right)$ are 3-fuzzy subalgebra of $X$. Thus,

$$
\begin{aligned}
& \mathcal{I}[T]_{\mathrm{inf}}(x * y) \leq \min \left\{\mathcal{I}[T]_{\mathrm{inf}}(x), \mathcal{I}[T]_{\mathrm{inf}}(y)\right\}, \\
& \mathcal{I}[I]_{\mathrm{inf}}(x * y) \leq \min \left\{\mathcal{I}[I]_{\mathrm{inf}}(x), \mathcal{I}[I]_{\mathrm{inf}}(y)\right\}, \\
& \mathcal{I}[F]_{\mathrm{inf}}(x * y) \leq \min \left\{\mathcal{I}[F]_{\mathrm{inf}}(x), \mathcal{I}[F]_{\mathrm{inf}}(y)\right\},
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathcal{I}[T]_{\sup }(x * y) \geq \max \left\{\mathcal{I}[T]_{\sup }(x), \mathcal{I}[T]_{\sup }(y)\right\}, \\
& \mathcal{I}[I]_{\sup }(x * y) \geq \max \left\{\mathcal{I}[I]_{\sup }(x), \mathcal{I}[I]_{\sup }(y)\right\}, \\
& \mathcal{I}[F]_{\sup }(x * y) \geq \max \left\{\mathcal{I}[F]_{\sup }(x), \mathcal{I}[F]_{\sup }(y)\right\},
\end{aligned}
$$

for all $x, y \in X$. It follows that

$$
\begin{aligned}
& \mathcal{I}[T]_{\ell}(x * y)=\mathcal{I}[T]_{\sup }(x * y)-\mathcal{I}[T]_{\inf }(x * y) \geq \mathcal{I}[T]_{\sup }(x)-\mathcal{I}[T]_{\inf }(x)=\mathcal{I}[T]_{\ell}(x), \\
& \mathcal{I}[T]_{\ell}(x * y)=\mathcal{I}[T]_{\sup }(x * y)-\mathcal{I}[T]_{\inf }(x * y) \geq \mathcal{I}[T]_{\sup }(y)-\mathcal{I}[T]_{\inf }(y)=\mathcal{I}[T]_{\ell}(y), \\
& \mathcal{I}[I]_{\ell}(x * y)=\mathcal{I}[I]_{\sup }(x * y)-\mathcal{I}[I]_{\inf }(x * y) \geq \mathcal{I}[I]_{\sup }(x)-\mathcal{I}[I]_{\inf }(x)=\mathcal{I}[I]_{\ell}(x), \\
& \mathcal{I}[I]_{\ell}(x * y)=\mathcal{I}[I]_{\sup }(x * y)-\mathcal{I}[I]_{\inf }(x * y) \geq \mathcal{I}[I]_{\sup }(y)-\mathcal{I}[I]_{\inf }(y)=\mathcal{I}[I]_{\ell}(y),
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathcal{I}[F]_{\ell}(x * y)=\mathcal{I}[F]_{\text {sup }}(x * y)-\mathcal{I}[F]_{\inf }(x * y) \geq \mathcal{I}[F]_{\text {sup }}(x)-\mathcal{I}[F]_{\inf }(x)=\mathcal{I}[F]_{\ell}(x), \\
& \mathcal{I}[F]_{\ell}(x * y)=\mathcal{I}[F]_{\text {sup }}(x * y)-\mathcal{I}[F]_{\inf }(x * y) \geq \mathcal{I}[F]_{\text {sup }}(y)-\mathcal{I}[F]_{\inf }(y)=\mathcal{I}[F]_{\ell}(y) .
\end{aligned}
$$

Hence,

$$
\begin{array}{r}
\mathcal{I}[T]_{\ell}(x * y) \geq \max \left\{\mathcal{I}[T]_{\ell}(x), \mathcal{I}[T]_{\ell}(y)\right\} \\
\mathcal{I}[I]_{\ell}(x * y) \geq \max \left\{\mathcal{I}[I]_{\ell}(x), \mathcal{I}[I]_{\ell}(y)\right\},
\end{array}
$$

and

$$
\mathcal{I}[F]_{\ell}(x * y) \geq \max \left\{\mathcal{I}[F]_{\ell}(x), \mathcal{I}[F]_{\ell}(y)\right\}
$$

for all $x, y \in X$. Therefore, $\left(X, \mathcal{I}[T]_{\ell}\right),\left(X, \mathcal{I}[I]_{\ell}\right)$ and $\left(X, \mathcal{I}[F]_{\ell}\right)$ are 3-fuzzy subalgebra of $(X, *, 0)$.
Suppose that $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ is a $(T(4,3), I(4,3), F(4,3))$-interval neutrosophic subalgebra of $(X, *, 0)$. Then, $\left(X, \mathcal{I}[T]_{\text {inf }}\right),\left(X, \mathcal{I}[I]_{\text {inf }}\right)$ and $\left(X, \mathcal{I}[F]_{\text {inf }}\right)$ are 4 -fuzzy subalgebra of $X$, and $\left(X, \mathcal{I}[T]_{\text {sup }}\right),\left(X, \mathcal{I}[I]_{\text {sup }}\right)$ and $\left(X, \mathcal{I}[F]_{\text {sup }}\right)$ are 3-fuzzy subalgebra of $X$. Hence,

$$
\begin{align*}
& \mathcal{I}[T]_{\mathrm{inf}}(x * y) \leq \max \left\{\mathcal{I}[T]_{\inf }(x), \mathcal{I}[T]_{\inf }(y)\right\}, \\
& \mathcal{I}[I]_{\mathrm{inf}}(x * y) \leq \max \left\{\mathcal{I}[I]_{\mathrm{inf}}(x), \mathcal{I}[I]_{\inf }(y)\right\},  \tag{5}\\
& \mathcal{I}[F]_{\mathrm{inf}}(x * y) \leq \max \left\{\mathcal{I}[F]_{\mathrm{inf}}(x), \mathcal{I}[F]_{\mathrm{inf}}(y)\right\},
\end{align*}
$$

and

$$
\begin{aligned}
& \mathcal{I}[T]_{\text {sup }}(x * y) \geq \max \left\{\mathcal{I}[T]_{\text {sup }}(x), \mathcal{I}[T]_{\text {sup }}(y)\right\}, \\
& \mathcal{I}[I]_{\text {sup }}(x * y) \geq \max \left\{\mathcal{I}[I]_{\text {sup }}(x), \mathcal{I}[I]_{\text {sup }}(y)\right\}, \\
& \mathcal{I}[F]_{\text {sup }}(x * y) \geq \max \left\{\mathcal{I}[F]_{\text {sup }}(x), \mathcal{I}[F]_{\text {sup }}(y)\right\},
\end{aligned}
$$

for all $x, y \in X$. Label (5) implies that

$$
\begin{aligned}
& \mathcal{I}[T]_{\mathrm{inf}}(x * y) \leq \mathcal{I}[T]_{\mathrm{inf}}(x) \text { or } \mathcal{I}[T]_{\mathrm{inf}}(x * y) \leq \mathcal{I}[T]_{\mathrm{inf}}(y), \\
& \mathcal{I}[I]_{\mathrm{inf}}(x * y) \leq \mathcal{I}[I]_{\mathrm{inf}}(x) \text { or } \mathcal{I}[I]_{\mathrm{inf}}(x * y) \leq \mathcal{I}[I]_{\mathrm{inf}}(y), \\
& \mathcal{I}[F]_{\mathrm{inf}}(x * y) \leq \mathcal{I}[F]_{\mathrm{inf}}(x) \text { or } \mathcal{I}[F]_{\mathrm{inf}}(x * y) \leq \mathcal{I}[F]_{\mathrm{inf}}(y)
\end{aligned}
$$

If $\mathcal{I}[T]_{\mathrm{inf}}(x * y) \leq \mathcal{I}[T]_{\mathrm{inf}}(x)$, then

$$
\mathcal{I}[T]_{\ell}(x * y)=\mathcal{I}[T]_{\sup }(x * y)-\mathcal{I}[T]_{\inf }(x * y) \geq \mathcal{I}[T]_{\sup }(x)-\mathcal{I}[T]_{\inf }(x)=\mathcal{I}[T]_{\ell}(x) .
$$

If $\mathcal{I}[T]_{\mathrm{inf}}(x * y) \leq \mathcal{I}[T]_{\mathrm{inf}}(y)$, then

$$
\mathcal{I}[T]_{\ell}(x * y)=\mathcal{I}[T]_{\sup }(x * y)-\mathcal{I}[T]_{\inf }(x * y) \geq \mathcal{I}[T]_{\sup }(y)-\mathcal{I}[T]_{\inf }(y)=\mathcal{I}[T]_{\ell}(y)
$$

It follows that $\mathcal{I}[T]_{\ell}(x * y) \geq \max \left\{\mathcal{I}[T]_{\ell}(x), \mathcal{I}[T]_{\ell}(y)\right\}$. Therefore, $\left(X, \mathcal{I}[T]_{\ell}\right)$ is a 3-fuzzy subalgebra of $(X, *, 0)$. Similarly, we can show that $\left(X, \mathcal{I}[I]_{\ell}\right)$ and $\left(X, \mathcal{I}[F]_{\ell}\right)$ are 3-fuzzy subalgebra of ( $X, *, 0$ ).

Corollary 5. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(i, 3), I(i, 3), F(i, 3))$-interval neutrosophic subalgebra of $(X, *, 0)$ for $i \in\{2,4\}$, then $\left(X, \mathcal{I}[T]_{\ell}\right),\left(X, \mathcal{I}[I]_{\ell}\right)$ and $\left(X, \mathcal{I}[F]_{\ell}\right)$ are 1-fuzzy subalgebra of $(X, *, 0)$.

Theorem 10. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(3,4), I(3,4)$, $F(3,4))$-interval neutrosophic subalgebra of $(X, *, 0)$, then $\left(X, \mathcal{I}[T]_{\ell}\right),\left(X, \mathcal{I}[I]_{\ell}\right)$ and $\left(X, \mathcal{I}[F]_{\ell}\right)$ are 4-fuzzy subalgebra of $(X, *, 0)$.

Proof. Let $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ be a $(T(3,4), I(3,4), F(3,4))$-interval neutrosophic subalgebra of $(X, *, 0)$. Then, $\left(X, \mathcal{I}[T]_{\text {inf }}\right),\left(X, \mathcal{I}[I]_{\text {inf }}\right)$ and $\left(X, \mathcal{I}[F]_{\text {inf }}\right)$ are 3 -fuzzy subalgebra of $X$, and $\left(X, \mathcal{I}[T]_{\text {sup }}\right)$, $\left(X, \mathcal{I}[I]_{\text {sup }}\right)$ and $\left(X, \mathcal{I}[F]_{\text {sup }}\right)$ are 4-fuzzy subalgebra of $X$. Thus,

$$
\begin{aligned}
& \mathcal{I}[T]_{\mathrm{inf}}(x * y) \geq \max \left\{\mathcal{I}[T]_{\mathrm{inf}}(x), \mathcal{I}[T]_{\mathrm{inf}}(y)\right\}, \\
& \mathcal{I}[I]_{\mathrm{inf}}(x * y) \geq \max \left\{\mathcal{I}[I]_{\mathrm{inf}}(x), \mathcal{I}[I]_{\mathrm{inf}}(y)\right\}, \\
& \mathcal{I}[F]_{\mathrm{inf}}(x * y) \geq \max \left\{\mathcal{I}[F]_{\mathrm{inf}}(x), \mathcal{I}[F]_{\mathrm{inf}}(y)\right\},
\end{aligned}
$$

and

$$
\begin{align*}
& \mathcal{I}[T]_{\text {sup }}(x * y) \leq \max \left\{\mathcal{I}[T]_{\sup }(x), \mathcal{I}[T]_{\text {sup }}(y)\right\}, \\
& \mathcal{I}[I]_{\text {sup }}(x * y) \leq \max \left\{\mathcal{I}[I]_{\text {sup }}(x), \mathcal{I}[I]_{\sup }(y)\right\},  \tag{6}\\
& \mathcal{I}[F]_{\sup }(x * y) \leq \max \left\{\mathcal{I}[F]_{\sup }(x), \mathcal{I}[F]_{\sup }(y)\right\},
\end{align*}
$$

for all $x, y \in X$. It follows from Label (6) that

$$
\begin{aligned}
& \mathcal{I}[T]_{\text {sup }}(x * y) \leq \mathcal{I}[T]_{\text {sup }}(x) \text { or } \mathcal{I}[T]_{\text {sup }}(x * y) \leq \mathcal{I}[T]_{\text {sup }}(y), \\
& \mathcal{I}[I]_{\text {sup }}(x * y) \leq \mathcal{I}[I]_{\text {sup }}(x) \text { or } \mathcal{I}[I]_{\text {sup }}(x * y) \leq \mathcal{I}[I]_{\text {sup }}(y), \\
& \mathcal{I}[F]_{\text {sup }}(x * y) \leq \mathcal{I}[F]_{\text {sup }}(x) \text { or } \mathcal{I}[F]_{\text {sup }}(x * y) \leq \mathcal{I}[F]_{\text {sup }}(y) .
\end{aligned}
$$

Assume that $\mathcal{I}[T]_{\sup }(x * y) \leq \mathcal{I}[T]_{\text {sup }}(x)$. Then,

$$
\mathcal{I}[T]_{\ell}(x * y)=\mathcal{I}[T]_{\sup }(x * y)-\mathcal{I}[T]_{\mathrm{inf}}(x * y) \leq \mathcal{I}[T]_{\sup }(x)-\mathcal{I}[T]_{\mathrm{inf}}(x)=\mathcal{I}[T]_{\ell}(x)
$$

If $\mathcal{I}[T]_{\text {sup }}(x * y) \leq \mathcal{I}[T]_{\sup }(y)$, then

$$
\mathcal{I}[T]_{\ell}(x * y)=\mathcal{I}[T]_{\sup }(x * y)-\mathcal{I}[T]_{\inf }(x * y) \leq \mathcal{I}[T]_{\sup }(y)-\mathcal{I}[T]_{\inf }(y)=\mathcal{I}[T]_{\ell}(y)
$$

Hence, $\mathcal{I}[T]_{\ell}(x * y) \leq \max \left\{\mathcal{I}[T]_{\ell}(x), \mathcal{I}[T]_{\ell}(y)\right\}$ for all $x, y \in X$. By a similar way, we can prove that

$$
\mathcal{I}[I]_{\ell}(x * y) \leq \max \left\{\mathcal{I}[I]_{\ell}(x), \mathcal{I}[I]_{\ell}(y)\right\}
$$

and

$$
\mathcal{I}[F]_{\ell}(x * y) \leq \max \left\{\mathcal{I}[F]_{\ell}(x), \mathcal{I}[F]_{\ell}(y)\right\}
$$

for all $x, y \in X$. Therefore, $\left(X, \mathcal{I}[T]_{\ell}\right),\left(X, \mathcal{I}[I]_{\ell}\right)$ and $\left(X, \mathcal{I}[F]_{\ell}\right)$ are 4-fuzzy subalgebra of $(X, *, 0)$.
Theorem 11. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(3,2), I(3,2)$, $F(3,2))$-interval neutrosophic subalgebra of $(X, *, 0)$, then $\left(X, \mathcal{I}[T]_{\ell}\right),\left(X, \mathcal{I}[I]_{\ell}\right)$ and $\left(X, \mathcal{I}[F]_{\ell}\right)$ are 2-fuzzy subalgebra of $(X, *, 0)$.

Proof. Assume that $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ is a $(T(3,2), I(3,2), F(3,2))$-interval neutrosophic subalgebra of $(X, *, 0)$. Then, $\left(X, \mathcal{I}[T]_{\text {inf }}\right),\left(X, \mathcal{I}[I]_{\text {inf }}\right)$ and $\left(X, \mathcal{I}[F]_{\text {inf }}\right)$ are 3-fuzzy subalgebra of $X$, and $\left(X, \mathcal{I}[T]_{\text {sup }}\right),\left(X, \mathcal{I}[I]_{\text {sup }}\right)$ and $\left(X, \mathcal{I}[F]_{\text {sup }}\right)$ are 2-fuzzy subalgebra of $X$. Hence,

$$
\begin{aligned}
& \mathcal{I}[T]_{\mathrm{inf}}(x * y) \geq \max \left\{\mathcal{I}[T]_{\mathrm{inf}}(x), \mathcal{I}[T]_{\inf }(y)\right\}, \\
& \mathcal{I}[I]_{\mathrm{inf}}(x * y) \geq \max \left\{\mathcal{I}[I]_{\mathrm{inf}}(x), \mathcal{I}[I]_{\inf }(y)\right\}, \\
& \mathcal{I}[F]_{\mathrm{inf}}(x * y) \geq \max \left\{\mathcal{I}[F]_{\mathrm{inf}}(x), \mathcal{I}[F]_{\mathrm{inf}}(y)\right\},
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathcal{I}[T]_{\sup }(x * y) \leq \min \left\{\mathcal{I}[T]_{\sup }(x), \mathcal{I}[T]_{\sup }(y)\right\} \\
& \mathcal{I}[I]_{\sup }(x * y) \leq \min \left\{\mathcal{I}[I]_{\sup }(x), \mathcal{I}[I]_{\sup }(y)\right\} \\
& \mathcal{I}[F]_{\sup }(x * y) \leq \min \left\{\mathcal{I}[F]_{\sup }(x), \mathcal{I}[F]_{\sup }(y)\right\}
\end{aligned}
$$

for all $x, y \in X$, which imply that

$$
\begin{aligned}
& \mathcal{I}[T]_{\ell}(x * y)=\mathcal{I}[T]_{\sup }(x * y)-\mathcal{I}[T]_{\inf }(x * y) \leq \mathcal{I}[T]_{\sup }(x)-\mathcal{I}[T]_{\inf }(x)=\mathcal{I}[T]_{\ell}(x), \\
& \mathcal{I}[T]_{\ell}(x * y)=\mathcal{I}[T]_{\sup }(x * y)-\mathcal{I}[T]_{\inf }(x * y) \leq \mathcal{I}[T]_{\sup }(y)-\mathcal{I}[T]_{\inf }(y)=\mathcal{I}[T]_{\ell}(y), \\
& \mathcal{I}[I]_{\ell}(x * y)=\mathcal{I}[I]_{\sup }(x * y)-\mathcal{I}[I]_{\inf }(x * y) \leq \mathcal{I}[I]_{\sup }(x)-\mathcal{I}[I]_{\inf }(x)=\mathcal{I}[I]_{\ell}(x), \\
& \mathcal{I}[I]_{\ell}(x * y)=\mathcal{I}[I]_{\sup }(x * y)-\mathcal{I}[I]_{\inf }(x * y) \leq \mathcal{I}[I]_{\sup }(y)-\mathcal{I}[I]_{\inf }(y)=\mathcal{I}[I]_{\ell}(y),
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathcal{I}[F]_{\ell}(x * y)=\mathcal{I}[F]_{\sup }(x * y)-\mathcal{I}[F]_{\inf }(x * y) \leq \mathcal{I}[F]_{\sup }(x)-\mathcal{I}[F]_{\inf }(x)=\mathcal{I}[F]_{\ell}(x), \\
& \mathcal{I}[F]_{\ell}(x * y)=\mathcal{I}[F]_{\text {sup }}(x * y)-\mathcal{I}[F]_{\inf }(x * y) \leq \mathcal{I}[F]_{\sup }(y)-\mathcal{I}[F]_{\inf }(y)=\mathcal{I}[F]_{\ell}(y) .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\mathcal{I}[T]_{\ell}(x * y) & \leq \min \left\{\mathcal{I}[T]_{\ell}(x), \mathcal{I}[T]_{\ell}(y)\right\}, \\
\mathcal{I}[I]_{\ell}(x * y) & \leq \min \left\{\mathcal{I}[I]_{\ell}(x), \mathcal{I}[I]_{\ell}(y)\right\},
\end{aligned}
$$

and

$$
\mathcal{I}[F]_{\ell}(x * y) \leq \min \left\{\mathcal{I}[F]_{\ell}(x), \mathcal{I}[F]_{\ell}(y)\right\}
$$

for all $x, y \in X$. Hence, $\left(X, \mathcal{I}[T]_{\ell}\right),\left(X, \mathcal{I}[I]_{\ell}\right)$ and $\left(X, \mathcal{I}[F]_{\ell}\right)$ are 2-fuzzy subalgebra of $(X, *, 0)$.
Corollary 6. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(3,2), I(3,2)$, $F(3,2))$-interval neutrosophic subalgebra of $(X, *, 0)$, then $\left(X, \mathcal{I}[T]_{\ell}\right),\left(X, \mathcal{I}[I]_{\ell}\right)$ and $\left(X, \mathcal{I}[F]_{\ell}\right)$ are 4-fuzzy subalgebra of $(X, *, 0)$.

Theorem 12. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(i, 3), I(3,4)$, $F(3,2)$ )-interval neutrosophic subalgebra of $(X, *, 0)$ for $i \in\{2,4\}$, then
(1) $\left(X, \mathcal{I}[T]_{\ell}\right)$ is a 3-fuzzy subalgebra of $(X, *, 0)$.
(2) $\left(X, \mathcal{I}[I]_{\ell}\right)$ is a 4 -fuzzy subalgebra of $(X, *, 0)$.
(3) $\left(X, \mathcal{I}[F]_{\ell}\right)$ is a 2-fuzzy subalgebra of $(X, *, 0)$.

Proof. Assume that $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ is a $(T(4,3), I(3,4), F(3,2))$-interval neutrosophic subalgebra of $(X, *, 0)$. Then, $\left(X, \mathcal{I}[T]_{\text {inf }}\right)$ is a 4-fuzzy subalgebra of $X,\left(X, \mathcal{I}[T]_{\text {sup }}\right)$ is a 3 -fuzzy subalgebra of $X,\left(X, \mathcal{I}[I]_{\mathrm{inf}}\right)$ is a 3-fuzzy subalgebra of $X,\left(X, \mathcal{I}[I]_{\text {sup }}\right)$ is a 4-fuzzy subalgebra of $X$, $\left(X, \mathcal{I}[F]_{\text {inf }}\right)$ is a 3-fuzzy subalgebra of $X$, and $\left(X, \mathcal{I}[F]_{\text {sup }}\right)$ is a 2-fuzzy subalgebra of $X$. Hence,

$$
\begin{align*}
\mathcal{I}[T]_{\mathrm{inf}}(x * y) & \leq \max \left\{\mathcal{I}[T]_{\mathrm{inf}}(x), \mathcal{I}[T]_{\mathrm{inf}}(y)\right\},  \tag{7}\\
\mathcal{I}[T]_{\sup }(x * y) & \geq \max \left\{\mathcal{I}[T]_{\sup }(x), \mathcal{I}[T]_{\sup }(y)\right\},  \tag{8}\\
\mathcal{I}[I]_{\mathrm{inf}}(x * y) & \geq \max \left\{\mathcal{I}[I]_{\mathrm{inf}}(x), \mathcal{I}[I]_{\mathrm{inf}}(y)\right\},  \tag{9}\\
\mathcal{I}[I]_{\sup }(x * y) & \leq \max \left\{\mathcal{I}[I]_{\sup }(x), \mathcal{I}[I]_{\sup }(y)\right\},  \tag{10}\\
\mathcal{I}[F]_{\mathrm{inf}}(x * y) & \geq \max \left\{\mathcal{I}[F]_{\mathrm{inf}}(x), \mathcal{I}[F]_{\mathrm{inf}}(y)\right\}, \tag{11}
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{I}[F]_{\sup }(x * y) \leq \min \left\{\mathcal{I}[F]_{\sup }(x), \mathcal{I}[F]_{\sup }(y)\right\} \tag{12}
\end{equation*}
$$

for all $x, y \in X$. Then,

$$
\mathcal{I}[T]_{\mathrm{inf}}(x * y) \leq \mathcal{I}[T]_{\mathrm{inf}}(x) \text { or } \mathcal{I}[T]_{\mathrm{inf}}(x * y) \leq \mathcal{I}[T]_{\mathrm{inf}}(y)
$$

by Label (7). It follows from Label (8) that

$$
\mathcal{I}[T]_{\ell}(x * y)=\mathcal{I}[T]_{\sup }(x * y)-\mathcal{I}[T]_{\inf }(x * y) \geq \mathcal{I}[T]_{\sup }(x)-\mathcal{I}[T]_{\inf }(x)=\mathcal{I}[T]_{\ell}(x)
$$

or

$$
\mathcal{I}[T]_{\ell}(x * y)=\mathcal{I}[T]_{\sup }(x * y)-\mathcal{I}[T]_{\mathrm{inf}}(x * y) \geq \mathcal{I}[T]_{\sup }(y)-\mathcal{I}[T]_{\mathrm{inf}}(y)=\mathcal{I}[T]_{\ell}(y)
$$

and so that $\mathcal{I}[T]_{\ell}(x * y) \geq \max \left\{\mathcal{I}[T]_{\ell}(x), \mathcal{I}[T]_{\ell}(y)\right\}$ for all $x, y \in X$. Thus, $\left(X, \mathcal{I}[T]_{\ell}\right)$ is a 3-fuzzy subalgebra of $(X, *, 0)$. The condition (10) implies that

$$
\begin{equation*}
\mathcal{I}[I]_{\sup }(x * y) \leq \mathcal{I}[I]_{\sup }(x) \text { or } \mathcal{I}[I]_{\sup }(x * y) \leq \mathcal{I}[I]_{\sup }(y) \tag{13}
\end{equation*}
$$

Combining Labels (9) and (13), we have

$$
\mathcal{I}[I]_{\ell}(x * y)=\mathcal{I}[I]_{\sup }(x * y)-\mathcal{I}[I]_{\inf }(x * y) \leq \mathcal{I}[I]_{\sup }(x)-\mathcal{I}[I]_{\inf }(x)=\mathcal{I}[I]_{\ell}(x)
$$

or

$$
\mathcal{I}[I]_{\ell}(x * y)=\mathcal{I}[I]_{\sup }(x * y)-\mathcal{I}[I]_{\inf }(x * y) \leq \mathcal{I}[I]_{\sup }(y)-\mathcal{I}[I]_{\inf }(y)=\mathcal{I}[I]_{\ell}(y)
$$

It follows that $\mathcal{I}[I]_{\ell}(x * y) \leq \max \left\{\mathcal{I}[I]_{\ell}(x), \mathcal{I}[I]_{\ell}(y)\right\}$ for all $x, y \in X$. Thus, $\left(X, \mathcal{I}[I]_{\ell}\right)$ is a 4-fuzzy subalgebra of $(X, *, 0)$. Using Labels (11) and (12), we have

$$
\mathcal{I}[F]_{\ell}(x * y)=\mathcal{I}[F]_{\sup }(x * y)-\mathcal{I}[F]_{\mathrm{inf}}(x * y) \leq \mathcal{I}[F]_{\mathrm{sup}}(x)-\mathcal{I}[F]_{\mathrm{inf}}(x)=\mathcal{I}[F]_{\ell}(x)
$$

and

$$
\mathcal{I}[F]_{\ell}(x * y)=\mathcal{I}[F]_{\sup }(x * y)-\mathcal{I}[F]_{\mathrm{inf}}(x * y) \leq \mathcal{I}[F]_{\sup }(y)-\mathcal{I}[F]_{\inf }(y)=\mathcal{I}[F]_{\ell}(y)
$$

and so $\mathcal{I}[F]_{\ell}(x * y) \leq \min \left\{\mathcal{I}[F]_{\ell}(x), \mathcal{I}[F]_{\ell}(y)\right\}$ for all $x, y \in X$. Therefore, $\left(X, \mathcal{I}[F]_{\ell}\right)$ is a 2-fuzzy subalgebra of $(X, *, 0)$. Similarly, we can prove the desired results for $i=2$.

Corollary 7. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(i, 3), I(3,4), F(3,2))$-interval neutrosophic subalgebra of $(X, *, 0)$ for $i \in\{2,4\}$, then
(1) $\left(X, \mathcal{I}[T]_{\ell}\right)$ is a 1-fuzzy subalgebra of $(X, *, 0)$.
(2) $\left(X, \mathcal{I}[I]_{\ell}\right)$ and $\left(X, \mathcal{I}[F]_{\ell}\right)$ are 4-fuzzy subalgebra of $(X, *, 0)$.

By a similar way to the proof of Theorem 12, we have the following theorems.
Theorem 13. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(i, 3), I(3,2)$, $F(3,2)$ )-interval neutrosophic subalgebra of $(X, *, 0)$ for $i \in\{2,4\}$, then
(1) $\left(X, \mathcal{I}[T]_{\ell}\right)$ is a 3-fuzzy subalgebra of $(X, *, 0)$.
(2) $\left(X, \mathcal{I}[I]_{\ell}\right)$ and $\left(X, \mathcal{I}[F]_{\ell}\right)$ are 2-fuzzy subalgebra of $(X, *, 0)$.

Corollary 8. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(i, 3), I(3,2), F(3,2))$-interval neutrosophic subalgebra of $(X, *, 0)$ for $i \in\{2,4\}$, then
(1) $\quad\left(X, \mathcal{I}[T]_{\ell}\right)$ is a 1-fuzzy subalgebra of $(X, *, 0)$.
(2) $\left(X, \mathcal{I}[I]_{\ell}\right)$ and $\left(X, \mathcal{I}[F]_{\ell}\right)$ are 4-fuzzy subalgebra of $(X, *, 0)$.

Theorem 14. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(i, 3), I(3,2)$, $F(2,3))$-interval neutrosophic subalgebra of $(X, *, 0)$ for $i \in\{2,4\}$, then
(1) $\quad\left(X, \mathcal{I}[T]_{\ell}\right)$ and $\left(X, \mathcal{I}[F]_{\ell}\right)$ are 3-fuzzy subalgebra of $(X, *, 0)$.
(2) $\left(X, \mathcal{I}[I]_{\ell}\right)$ is a 2 -fuzzy subalgebra of $(X, *, 0)$.

Corollary 9. If an interval neutrosophic set $\mathcal{I}:=(\mathcal{I}[T], \mathcal{I}[I], \mathcal{I}[F])$ in $X$ is a $(T(i, 3), I(3,2), F(2,3))$-interval neutrosophic subalgebra of $(X, *, 0)$ for $i \in\{2,4\}$, then
(1) $\left(X, \mathcal{I}[T]_{\ell}\right)$ and $\left(X, \mathcal{I}[F]_{\ell}\right)$ are 1-fuzzy subalgebra of $(X, *, 0)$.
(2) $\left(X, \mathcal{I}[I]_{\ell}\right)$ is a 4 -fuzzy subalgebra of $(X, *, 0)$.
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#### Abstract

The bipolar neutrosophic set is an important extension of the bipolar fuzzy set. The bipolar neutrosophic set is a hybridization of the bipolar fuzzy set and neutrosophic set. Every element of a bipolar neutrosophic set consists of three independent positive membership functions and three independent negative membership functions. In this paper, we develop cross entropy measures of bipolar neutrosophic sets and prove their basic properties. We also define cross entropy measures of interval bipolar neutrosophic sets and prove their basic properties. Thereafter, we develop two novel multi-attribute decision-making strategies based on the proposed cross entropy measures. In the decision-making framework, we calculate the weighted cross entropy measures between each alternative and the ideal alternative to rank the alternatives and choose the best one. We solve two illustrative examples of multi-attribute decision-making problems and compare the obtained result with the results of other existing strategies to show the applicability and effectiveness of the developed strategies. At the end, the main conclusion and future scope of research are summarized.
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## 1. Introduction

Shannon and Weaver [1] and Shannon [2] proposed the entropy measure which dealt formally with communication systems at its inception. According to Shannon and Weaver [1] and Shannon [2], the entropy measure is an important decision-making apparatus for computing uncertain information. Shannon [2] introduced the concept of the cross entropy strategy in information theory.

The measure of a quantity of fuzzy information obtained from a fuzzy set or fuzzy system is termed fuzzy entropy. However, the meaning of fuzzy entropy is quite different from the classical Shannon entropy because it is defined based on a nonprobabilistic concept [3-5], while Shannon entropy is defined based on a randomness (probabilistic) concept. In 1968, Zadeh [6] extended the Shannon entropy to fuzzy entropy on a fuzzy subset with respect to the concerned probability distribution. In 1972, De Luca and Termini [7] proposed fuzzy entropy based on Shannon's function and introduced the axioms with which the fuzzy entropy should comply. Sander [8] presented Shannon fuzzy entropy and proved that the properties sharpness, valuation, and general additivity have to be imposed on fuzzy entropy. Xie and Bedrosian [9] proposed another form of total fuzzy entropy.

To overcome the drawbacks of total entropy [8,9], Pal and Pal [10] introduced hybrid entropy that can be used as an objective measure for a proper defuzzification of a certain fuzzy set. Hybrid entropy [10] considers both probabilistic entropies in the absence of fuzziness. In the same study, Pal and Pal [10] defined higher-order entropy. Kaufmann and Gupta [11] studied the degree of fuzziness of a fuzzy set by a metric distance between its membership function and the membership function (characteristic function) of its nearest crisp set. Yager [12,13] introduced a fuzzy entropy card as a fuzziness measure by observing that the intersection of a fuzzy set and its complement is not the void set. Kosko [14,15] studied the fuzzy entropy of a fuzzy set based on the fuzzy set geometry and distances between them. Parkash et al. [16] proposed two new measures of weighted fuzzy entropy.

Burillo and Bustince [17] presented an axiomatic definition of an intuitionistic fuzzy entropy measure. Szmidt and Kacprzyk [18] developed a new entropy measure based on a geometric interpretation of the intuitionistic fuzzy set (IFS). Wei et al. [19] proposed an entropy measure for interval-valued intuitionistic fuzzy sets (IVIFSs) and employed it in pattern recognition and multi criteria decision-making (MCDM). Li [20] presented a new multi-attribute decision-making (MADM) strategy combining entropy and technique for order of preference by similarity to ideal solution (TOPSIS) in the IVIFS environment.

Shang and Jiang [21] developed cross entropy in the fuzzy environment. Vlachos and Sergiadis [22] presented intuitionistic fuzzy cross entropy by extending fuzzy cross entropy [21]. Ye [23] proposed a new cross entropy in the IVIFS environment and developed an optimal decision-making strategy. Xia and Xu [24] defined a new entropy and a cross entropy and presented multi-attribute group decision-making (MAGDM) strategy in the IFS environment. Tong and Yu [25] defined cross entropy in the IVIFS environment and employed it to solve MADM problems.

Smarandache [26] introduced the neutrosophic set, which is a generalization of the fuzzy set [27] and intuitionistic fuzzy set [28]. The single-valued neutrosophic set (SVNS) [29], an instance of the neutrosophic set, has caught the attention of researchers due to its applicability in decision-making [30-61], conflict resolution [62], educational problems [63,64], image processing [65-67], cluster analysis [68,69], social problems [70,71], etc.

Majumdar and Samanta [72] proposed an entropy measure and presented an MCDM strategy in the SVNS environment. Ye [73] defined cross entropy for SVNS and proposed an MCDM strategy which bears undefined phenomena. To overcome the undefined phenomena, Ye [74] defined improved cross entropy measures for SVNSs and interval neutrosophic sets (INSs) [75], which are straightforward symmetric, and employed them to solve MADM problems. Since MADM strategies [73,74] are suitable for single-decision-maker-oriented problems, Pramanik et al. [76] defined NS-cross entropy and developed an MAGDM strategy which is straightforward symmetric and free from undefined phenomena and suitable for group decision making problem. Şahin [77] proposed two techniques to convert the interval neutrosophic information to single-valued neutrosophic information and fuzzy information. In the same study, Şahin [77] defined an interval neutrosophic cross entropy measure by utilizing two reduction methods and an MCDM strategy. Tian et al. [78] developed a transformation operator to convert interval neutrosophic numbers to single-valued neutrosophic numbers and defined cross entropy measures for two SVNSs. In the same study, Tian et al. [78] developed an MCDM strategy based on cross entropy and TOPSIS [79] where the weight of the criterion is incomplete. Tian et al. [78] defined a cross entropy for INSs and developed an MCDM strategy based on the cross entropy and TOPSIS. The MCDM strategies proposed by Sahin [77] and Tian et al. [78] are applicable for a single decision maker only. Therefore, multiple decision-makers cannot participate in the strategies in [77,78]. To tackle the problem, Dalapati et al. [80] proposed IN-cross entropy and weighted IN-cross entropy and developed an MAGDM strategy.

Deli et al. [81] proposed bipolar neutrosophic set (BNS) by hybridizing the concept of bipolar fuzzy sets $[82,83]$ and neutrosophic sets [26]. A BNS has two fully independent parts, which are positive membership degree $T^{+} \rightarrow[0,1], I^{+} \rightarrow[0,1], F^{+} \rightarrow[0,1]$, and negative membership degree $T^{-} \rightarrow[-1,0]$, $I^{-} \rightarrow[-1,0], F^{-} \rightarrow[-1,0]$, where the positive membership degrees $T^{+}, I^{+}, F^{+}$represent truth
membership degree, indeterminacy membership degree, and false membership degree, respectively, of an element and the negative membership degrees $T^{-}, I^{-}, F^{-}$represent truth membership degree, indeterminacy membership degree, and false membership degree, respectively, of an element to some implicit counter property corresponding to a BNS. Deli et al. [81] defined some operations, namely, score, accuracy, and certainty functions, to compare BNSs and provided some operators in order to aggregate BNSs. Deli and Subas [84] defined a correlation coefficient similarity measure for dealing with MCDM problems in a single-valued bipolar neutrosophic setting. Şahin et al. [85] proposed a Jaccard vector similarity measure for MCDM problems with single-valued neutrosophic information. Uluçay et al. [86] introduced a Dice similarity measure, weighted Dice similarity measure, hybrid vector similarity measure, and weighted hybrid vector similarity measure for BNSs and established an MCDM strategy. Dey et al. [87] investigated a TOPSIS strategy for solving multi-attribute decision-making (MADM) problems with bipolar neutrosophic information where the weights of the attributes are completely unknown to the decision-maker. Pramanik et al. [88] defined projection, bidirectional projection, and hybrid projection measures for BNSs and proved their basic properties. In the same study, Pramanik et al. [88] developed three new MADM strategies based on the proposed projection, bidirectional projection, and hybrid projection measures with bipolar neutrosophic information. Wang et al. [89] defined Frank operations of bipolar neutrosophic numbers (BNNs) and proposed Frank bipolar neutrosophic Choquet Bonferroni mean operators by combining Choquet integral operators and Bonferroni mean operators based on Frank operations of BNNs. In the same study, Wang et al. [89] established an MCDM strategy based on Frank Choquet Bonferroni operators of BNNs in a bipolar neutrosophic environment. Pramanik et al. [90] developed a Tomada de decisao interativa e multicritévio (TODIM) strategy for MAGDM in a bipolar neutrosophic environment. An MADM strategy based on cross entropy for BNSs is yet to appear in the literature.

Mahmood et al. [91] and Deli et al. [92] introduced the hybridized structure called interval bipolar neutrosophic sets (IBNSs) by combining BNSs and INSs and defined some operations and operators for IBNSs. An MADM strategy based on cross entropy for IBNSs is yet to appear in the literature.

## Research gap:

An MADM strategy based on cross entropy for BNSs and an MADM strategy based on cross entropy for IBNSs.

## This paper answers the following research questions:

i. Is it possible to define a new cross entropy measure for BNSs?
ii. Is it possible to define a new weighted cross entropy measure for BNSs?
iii. Is it possible to develop a new MADM strategy based on the proposed cross entropy measure in a BNS environment?
iv. Is it possible to develop a new MADM strategy based on the proposed weighted cross entropy measure in a BNS environment?
v. Is it possible to define a new cross entropy measure for IBNSs?
vi. Is it possible to define a new weighted cross entropy measure for IBNSs?
vii. Is it possible to develop a new MADM strategy based on the proposed cross entropy measure in an IBNS environment?
viii. Is it possible to develop a new MADM strategy based on the proposed weighted cross entropy measure in an IBNS environment?

## Motivation:

The above-mentioned analysis presents the motivation behind proposing a cross-entropy-based strategy for tackling MADM in BNS and IBNS environments. This study develops two novel cross-entropy-based MADM strategies.

The objectives of the paper are:

1. To define a new cross entropy measure and prove its basic properties.
2. To define a new weighted cross measure and prove its basic properties.
3. To develop a new MADM strategy based on the weighted cross entropy measure in a BNS environment.
4. To develop a new MADM strategy based on the weighted cross entropy measure in an IBNS environment.

To fill the research gap, we propose a cross-entropy-based MADM strategy in the BNS environment and the IBNS environment.

## The main contributions of this paper are summarized below:

1. We propose a new cross entropy measure in the BNS environment and prove its basic properties.
2. We propose a new weighted cross entropy measure in the IBNS environment and prove its basic properties.
3. We develop a new MADM strategy based on weighted cross entropy to solve MADM problems in a BNS environment.
4. We develop a new MADM strategy based on weighted cross entropy to solve MADM problems in an IBNS environment.
5. Two illustrative numerical examples are solved and a comparison analysis is provided.

The rest of the paper is organized as follows. In Section 2, we present some concepts regarding SVNSs, INSs, BNSs, and IBNSs. Section 3 proposes cross entropy and weighted cross entropy measures for BNSs and investigates their properties. In Section 4, we extend the cross entropy measures for BNSs to cross entropy measures for IBNSs and discuss their basic properties. Two novel MADM strategies based on the proposed cross entropy measures in bipolar and interval bipolar neutrosophic settings are presented in Section 5. In Section 6, two numerical examples are solved and a comparison with other existing methods is provided. In Section 7, conclusions and the scope of future work are provided.

## 2. Preliminary

In this section, we provide some basic definitions regarding SVNSs, INSs, BNSs, and IBNSs.

### 2.1. Single-Valued Neutrosophic Sets

An SVNS [29] $S$ in $U$ is characterized by a truth membership function $T_{S}(x)$, an indeterminate membership function $I_{S}(x)$, and a falsity membership function $F_{S}(x)$. An SVNS $S$ over $U$ is defined by

$$
S=\left\{x,\left\langle T_{S}(x), I_{S}(x), F_{S}(x)\right\rangle \mid x \in U\right\}
$$

where, $T_{S}(x), I_{S}(x), F_{S}(x): U \rightarrow[0,1]$ and $0 \leqslant T_{S}(x)+I_{S}(x)+F_{S}(x) \leqslant 3$ for each point $x \in U$.

### 2.2. Interval Neutrosophic Set

An interval neutrosophic set [75] $P$ in $U$ is expressed as given below:

$$
\begin{aligned}
P & =\left\{x,\left\langle T_{P}(x), I_{P}(x), F_{P}(x)\right\rangle \mid x \in U\right\} \\
& =\left\{x,\left[\inf T_{p}(x), \sup T_{p}(x)\right] ;\left[\inf I_{p}(x), \sup I_{p}(x)\right] ;\left[\inf F_{p}(x) \sup F_{p}(x)\right] \mid x \in U\right\}
\end{aligned}
$$

where $T_{P}(x), I_{P}(x), F_{P}(x)$ are the truth membership function, indeterminacy membership function, and falsity membership function, respectively. For each point $x$ in $U, T_{P}(x), I_{P}(x), F_{P}(x) \subseteq[0,1]$ satisfying the condition $0 \leqslant \sup T_{P}(x)+\sup I_{P}(x)+\sup F_{P}(x) \leqslant 3$.

### 2.3. Bipolar Neutrosophic Set

A BNS [81] $E$ in $U$ is presented as given below:

$$
E=\left\{x,\left\langle T_{E}^{+}(x), I_{E}^{+}(x), F_{E}^{+}(x), T_{E}^{-}(x), I_{E}^{-}(x), F_{E}^{-}(x)\right\rangle \mid x \in U\right\}
$$

where $T_{E}^{+}(x), I_{E}^{+}(x), F_{E}^{+}(x): U \rightarrow[0,1]$ and $T_{E}^{-}(x), I_{E}^{-}(x), F_{E}^{-}(x): U \rightarrow[-1,0]$. Here, $T_{E}^{+}(x), I_{E}^{+}(x)$, $F_{E}^{+}(x)$ denote the truth membership, indeterminate membership, and falsity membership functions corresponding to BNS $E$ on an element $x \in U$, and $T_{E}^{-}(x), I_{E}^{-}(x), F_{E}^{-}(x)$ denote the truth membership, indeterminate membership, and falsity membership of an element $x \in U$ to some implicit counter property corresponding to $E$.

Definition 1. Ref. [81]: Let, $E_{1}=\left\{x,\left\langle T_{E_{1}}^{+}(x), I_{E_{1}}^{+}(x), F_{E_{1}}^{+}(x), T_{E_{1}}^{-}(x), I_{E_{1}}^{-}(x), F_{E_{1}}^{-}(x)\right\rangle \mid x \in U\right\}$ and $E_{2}=\left\{x,\left\langle T_{E_{2}}^{+}(x), I_{E_{2}}^{+}(x), F_{E_{2}}^{+}(x), T_{E_{2}}^{-}(x), I_{E_{2}}^{-}(x), F_{E_{2}}^{-}(x)\right\rangle \mid x \in X\right\}$ be any two BNSs. Then

- $E_{1} \subseteq E_{2}$ if, and only if,

$$
T_{E_{1}}^{+}(x) \leqslant T_{E_{2}}^{+}(x), I_{E_{1}}^{+}(x) \leqslant I_{E_{2}}^{+}(x), F_{E_{1}}^{+}(x) \geqslant F_{E_{2}}^{+}(x) ; T_{E_{1}}^{-}(x) \geqslant T_{E_{2}}^{-}(x), I_{E_{1}}^{-}(x) \geqslant I_{E_{2}}^{-}(x), F_{E_{1}}^{-}(x) \leqslant F_{E_{2}}^{-}(x)
$$

for all $x \in U$.

- $E_{1}=E_{2}$ if, and only if,

$$
T_{E_{1}}^{+}(x)=T_{E_{2}}^{+}(x), I_{E_{1}}^{+}(x)=I_{E_{2}}^{+}(x), F_{E_{1}}^{+}(x)=F_{E_{2}}^{+}(x) ; T_{E_{1}}^{-}(x)=T_{E_{2}}^{-}(x), I_{E_{1}}^{-}(x)=I_{E_{2}}^{-}(x), F_{E_{1}}^{-}(x)=F_{E_{2}}^{-}(x)
$$

for all $x \in U$.

- The complement of $E$ is $E^{c}=\left\{x,\left\langle T_{E^{c}}^{+}(x), I_{E^{c}}^{+}(x), F_{E^{c}}^{+}(x), T_{E^{c}}^{-}(x), I_{E^{c}}^{-}(x), F_{E^{c}}^{-}(x)\right\rangle \mid x \in U\right\}$
where

$$
\begin{gathered}
T_{E^{c}}^{+}(x)=F_{E}^{+}(x), I_{E^{c}}^{+}(x)=1-I_{E}^{+}(x), F_{E^{c}}^{+}(x)=T_{E}^{+}(x) \\
T_{E^{c}}^{-}(x)=F_{E}^{-}(x), I_{E^{c}}^{-}(x)=-1-I_{E}^{-}(x), F_{E^{c}}^{-}(x)=T_{E}^{-}(x) .
\end{gathered}
$$

- The union $E_{1} \cup E_{2}$ is defined as follows:
$E_{1} \cup E_{2}=\left\{\operatorname{Max}\left(T_{E_{1}}^{+}(x), T_{E_{2}}^{+}(x)\right), \operatorname{Min}\left(I_{E_{1}}^{+}(x), I_{E_{2}}^{+}(x)\right), \operatorname{Min}\left(F_{E_{1}}^{+}(x), F_{E_{2}}^{+}(x)\right), \operatorname{Min}\left(T_{E_{1}}^{-}(x), T_{E_{2}}^{-}(x)\right)\right.$, $\left.\operatorname{Max}\left(I_{E_{1}}^{-}(x), I_{E_{2}}^{-}(x)\right), \operatorname{Max}\left(F_{E_{1}}^{-}(x), F_{E_{2}}^{-}(x)\right)\right\}, \forall x \in U$.
- The intersection $E_{1} \cap E_{2}$ [88] is defined as follows:
$E_{1} \cap E_{2}=\left\{\operatorname{Min}\left(T_{E_{1}}^{+}(x), T_{E_{2}}^{+}(x)\right), \operatorname{Max}\left(I_{E_{1}}^{+}(x), I_{E_{2}}^{+}(x)\right), \operatorname{Max}\left(F_{E_{1}}^{+}(x), F_{E_{2}}^{+}(x)\right), \operatorname{Max}\left(T_{E_{1}}^{-}(x), T_{E_{2}}^{-}(x)\right)\right.$, $\left.\operatorname{Min}\left(I_{E_{1}}^{-}(x), I_{E_{2}}^{-}(x)\right), \operatorname{Min}\left(F_{E_{1}}^{-}(x), F_{E_{2}}^{-}(x)\right)\right\}, \forall x \in U$.


### 2.4. Interval Bipolar Neutrosophic Sets

An IBNS $[91,92] R=\left\{x,<\left[\inf T_{R}^{+}(x), \sup T_{R}^{+}(x)\right] ;\left[\inf I_{R}^{+}(x), \sup I_{R}^{+}(x)\right] ;\left[\inf F_{R}^{+}(x), \sup F_{R}^{+}(x)\right] ;\right.$ $\left.\left[\inf T_{R}^{-}(x), \sup T_{R}^{-}(x)\right] ;\left[\inf I_{R}^{-}(x), \sup I_{R}^{-}(x)\right] ;\left[\inf F_{R}^{-}(x), \sup F_{R}^{-}(x)\right]>\mid x \in U\right\}$ is characterized by positive and negative truth membership functions $T_{R}^{+}(x), T_{R}^{-}(x)$, respectively; positive and negative indeterminacy membership functions $I_{R}^{+}(x), I_{R}^{-}(x)$, respectively; and positive and negative falsity membership functions $F_{R}^{+}(x), F_{R}^{-}(x)$, respectively. Here, for any $x \in U, T_{R}^{+}(x), I_{R}^{+}(x), F_{R}^{+}(x) \subseteq[0,1]$ and $T_{R}^{-}(x), I_{R}^{-}(x), F_{R}^{-}(x) \subseteq[-1,0]$ with the conditions $0 \leqslant \sup T_{R}^{+}(x)+\sup I_{R}^{+}(x)+\sup F_{R}^{+}(x) \leqslant 3$ and $-3 \leqslant \sup T_{R}^{-}(x)+\sup I_{R}^{-}(x)+\sup F_{R}^{-}(x) \leqslant 0$.

Definition 2. Ref. $[91,92]: \operatorname{Let} R=\left\{x,<\left[\inf T_{R}^{+}(x), \sup T_{R}^{+}(x)\right] ;\left[\inf I_{R}^{+}(x), \sup I_{R}^{+}(x)\right] ;\left[\inf F_{R}^{+}(x), \sup F_{R}^{+}(x)\right] ;\right.$ $\left.\left[\inf T_{R}^{-}(x), \sup T_{R}^{-}(x)\right] ;\left[\inf I_{R}^{-}(x), \sup I_{R}^{-}(x)\right] ;\left[\inf F_{R}^{-}(x), \sup F_{R}^{-}(x)\right]>\mid x \in U\right\}$ and $S=\left\{x,<\inf T_{S}^{+}(x)\right.$, $\left.\sup T_{S}^{+}(x)\right] ;\left[\inf I_{S}^{+}(x), \sup I_{S}^{+}(x)\right] ;\left[\inf F_{S}^{+}(x), \sup F_{S}^{+}(x)\right] ;\left[\inf T_{S}^{-}(x), \sup _{S}^{-}(x)\right] ;\left[\inf I_{S}^{-}(x), \sup I_{S}^{-}(x)\right] ;$ $\left.\left[\inf F_{S}^{-}(x), \sup F_{S}^{-}(x)\right]>\mid x \in U\right\}$ be two IBNSs in U. Then

- $R \subseteq S$ if, and only if,
$\inf T_{R}^{+}(x) \leqslant \inf T_{S}^{+}(x), \sup T_{R}^{+}(x) \leqslant \sup T_{S}^{+}(x)$,
$\inf I_{R}^{+}(x) \geqslant \inf I_{S}^{+}(x), \sup I_{R}^{+}(x) \geqslant \sup I_{S}^{+}(x)$,
$\inf F_{R}^{+}(x) \geqslant \inf F_{S}^{+}(x), \sup F_{R}^{+}(x) \geqslant \sup F_{S}^{+}(x)$,
$\inf T_{R}^{-}(x) \geqslant \inf T_{S}^{-}(x), \sup T_{R}^{-}(x) \geqslant \sup T_{S}^{-}(x)$,
$\inf I_{R}^{-}(x) \leqslant \inf I_{S}^{-}(x), \sup I_{R}^{-}(x) \leqslant \sup I_{S}^{-}(x)$,
$\inf F_{R}^{-}(x) \leqslant \inf F_{S}^{-}(x), \sup F_{R}^{-}(x) \leqslant \sup F_{S}^{-}(x)$,
for all $x \in U$.
- $R=S$ if, and only if,
$\inf T_{R}^{+}(x)=\inf T_{S}^{+}(x), \sup T_{R}^{+}(x)=\sup T_{S}^{+}(x), \inf I_{R}^{+}(x)=\inf I_{S}^{+}(x), \sup I_{R}^{+}(x)=\sup I_{S}^{+}(x)$,
$\inf F_{R}^{+}(x)=\inf F_{S}^{+}(x), \sup F_{R}^{+}(x)=\sup F_{S}^{+}(x), \inf T_{R}^{-}(x)=\inf T_{S}^{-}(x), \sup T_{R}^{-}(x)=\sup T_{S}^{-}(x)$,
$\inf I_{R}^{-}(x)=\inf I_{S}^{-}(x), \sup I_{R}^{-}(x)=\operatorname{supI} I_{S}^{-}(x), \inf F_{R}^{-}(x)=\inf F_{S}^{-}(x), \sup F_{R}^{-}(x)=\sup F_{S}^{-}(x)$,
for all $x \in U$.
- The complement of $R$ is defined as The complement of $R$ is defined as $R^{C}=\left\{x,<\left[\inf T_{R^{C}}^{+}(x)\right.\right.$, $\left.\sup T_{R^{C}}^{+}(x)\right] ;\left[\inf I_{R^{C}}^{+}(x), \sup I_{R^{C}}^{+}(x)\right] ;\left[\inf F_{R^{C}}^{+}(x), \sup F_{R^{C}}^{+}(x)\right] ;\left[\inf T_{R^{C}}^{-}(x), \sup T_{R^{C}}^{-}(x)\right] ;\left[\inf I_{R^{C}}^{-}(x)\right.$, $\left.\left.\sup I_{R^{C}}^{-}(x)\right] ;\left[\inf F_{R^{C}}^{-}(x), \sup F_{R^{C}}^{-}(x)\right]>\mid x \in U\right\}$ where
$\inf T_{R^{C}}^{+}(x)=\inf F_{R}^{+}(x), \sup T_{R^{C}}^{+}(x)=\sup F_{R}^{+}(x)$
$\inf I_{R^{C}}^{+}(x)=1-\sup I_{R}^{+}(x), \sup I_{R^{C}}^{+}(x)=1-\inf I_{R}^{+}(x)$
$\inf F_{R^{C}}^{+}(x)=\inf T_{R}^{+}, \sup F_{R^{C}}^{+}(x)=\sup T_{R}^{+}$
$\inf T_{R^{C}}^{-}(x)=\inf F_{R}^{-}, \sup T_{R^{C}}^{-}(x)=\sup F_{R}^{-}$
$\inf I_{R^{C}}^{-}(x)=-1-\sup I_{R}^{-}(x), \sup I_{R^{C}}^{-}(x)=-1-\inf I_{R}^{-}(x)$
$\inf F_{R^{C}}^{-}(x)=\inf T_{R}^{-}(x), \sup F_{R^{C}}^{-}(x)=\sup T_{R}^{-}(x)$
for all $x \in U$.


## 3. Cross Entropy Measures of Bipolar Neutrosophic Sets

In this section we define a cross entropy measure between two BNSs and establish some of its basic properties.

Definition 3. For any two BNSs $M$ and $N$ in $U$, the cross entropy measure can be defined as follows.
$C_{B}(M, N)=\sum_{i=1}^{n}\left[\begin{array}{l}\sqrt{\frac{T_{M}^{+}\left(x_{i}\right)+T_{N}^{+}\left(x_{i}\right)}{2}}-\left(\frac{\sqrt{T_{M}^{+}\left(x_{i}\right)}+\sqrt{T_{N}^{+}\left(x_{i}\right)}}{2}\right)+\sqrt{\frac{I_{M}^{+}\left(x_{i}\right)+I_{N}^{+}\left(x_{i}\right)}{2}}-\left(\frac{\sqrt{I_{M}^{+}\left(x_{i}\right)}+\sqrt{I_{N}^{+}\left(x_{i}\right)}}{2}\right)+ \\ \sqrt{\frac{\left(1-I_{M}^{+}\left(x_{i}\right)\right)+\left(1-I_{N}^{+}\left(x_{i}\right)\right)}{2}}-\left(\frac{\sqrt{\left(1-I_{M}^{+}\left(x_{i}\right)\right)}+\sqrt{\left(1-I_{N}^{+}\left(x_{i}\right)\right)}}{2}\right)+\sqrt{\frac{F_{M}^{+}\left(x_{i}\right)+F_{N}^{+}\left(x_{i}\right)}{2}}-\left(\frac{\sqrt{F_{M}^{+}\left(x_{i}\right)}+\sqrt{F_{N}^{+}\left(x_{i}\right)}}{2}\right.\end{array}\right)+, ~\left(\frac{-\left(T_{M}^{-}\left(x_{i}\right)+T_{N}^{-}\left(x_{i}\right)\right)}{2}-\left(\frac{\sqrt{\left(-T_{M}^{-}\left(x_{i}\right)\right)}+\sqrt{\left(-T_{N}^{-}\left(x_{i}\right)\right)}}{2}\right)+\sqrt{\frac{-\left(I_{M}^{-}\left(x_{i}\right)+I_{N}^{-}\left(x_{i}\right)\right)}{2}}-\left(\frac{\sqrt{\left(-I_{M}^{-}\left(x_{i}\right)\right)}+\sqrt{\left(-I_{N}^{-}\left(x_{i}\right)\right)}}{2}\right)+\right.$.

Theorem 1. If $M=<T_{M}^{+}\left(x_{i}\right), I_{M}^{+}\left(x_{i}\right), F_{M}^{+}\left(x_{i}\right), T_{M}^{-}\left(x_{i}\right), I_{M}^{-}\left(x_{i}\right), F_{M}^{-}\left(x_{i}\right)>$ and $N<T_{N}^{+}\left(x_{i}\right), I_{N}^{+}\left(x_{i}\right), F_{N}^{+}\left(x_{i}\right)$, $T_{N}^{-}\left(x_{i}\right), I_{N}^{-}\left(x_{i}\right), F_{N}^{-}\left(x_{i}\right)>$ are two BNSs in $U$, then the cross entropy measure $C_{B}(M, N)$ satisfies the following properties:
(1) $C_{B}(M, N) \geqslant 0$;
(2) $C_{B}(M, N)=0$ if, and only if, $T_{M}^{+}\left(x_{i}\right)=T_{N}^{+}\left(x_{i}\right), I_{M}^{+}\left(x_{i}\right)=I_{N}^{+}\left(x_{i}\right), F_{M}^{+}\left(x_{i}\right)=F_{N}^{+}\left(x_{i}\right), T_{M}^{-}\left(x_{i}\right)=T_{N}^{-}\left(x_{i}\right)$, $I_{M}^{-}\left(x_{i}\right)=I_{N}^{-}\left(x_{i}\right), F_{M}^{-}\left(x_{i}\right)=F_{N}^{-}\left(x_{i}\right), \forall x \in U ;$
(3) $C_{B}(M, N)=C_{B}(N, M)$;
(4) $C_{B}(M, N)=C_{B}\left(M^{C}, N^{C}\right)$.

## Proof

(1) We have the inequality $\left(\frac{a+b}{2}\right)^{\frac{1}{2}} \geqslant \frac{a^{\frac{1}{2}}+b^{\frac{1}{2}}}{2}$ for all positive numbers $a$ and $b$. From the inequality we can easily obtain $C_{B}(M, N) \geqslant 0$.
(2) The inequality $\left(\frac{a+b}{2}\right)^{\frac{1}{2}} \geqslant \frac{a^{\frac{1}{2}}+b^{\frac{1}{2}}}{2}$ becomes the equality $\left(\frac{a+b}{2}\right)^{\frac{1}{2}}=\frac{a^{\frac{1}{2}}+b^{\frac{1}{2}}}{2}$ if, and only if, $a=b$ and therefore $C_{B}(M, N)=0$ if, and only if, $M=N$, i.e., $T_{M}^{+}\left(x_{i}\right)=T_{N}^{+}\left(x_{i}\right), I_{M}^{+}\left(x_{i}\right)=I_{N}^{+}\left(x_{i}\right), F_{M}^{+}\left(x_{i}\right)=F_{N}^{+}\left(x_{i}\right)$, $T_{M}^{-}\left(x_{i}\right)=T_{N}^{-}\left(x_{i}\right), I_{M}^{-}\left(x_{i}\right)=I_{N}^{-}\left(x_{i}\right), F_{M}^{-}\left(x_{i}\right)=F_{N}^{-}\left(x_{i}\right) \forall x \in U$.


$$
\left.=\sum_{i=1}^{n}\left[\begin{array}{l}
\sqrt{\frac{T_{N}^{+}\left(x_{i}\right)+T_{M}^{+}\left(x_{i}\right)}{2}}-\left(\frac{\sqrt{T_{N}^{+}\left(x_{i}\right)}+\sqrt{T_{M}^{+}\left(x_{i}\right)}}{2}\right)+\sqrt{\frac{I_{N}^{+}\left(x_{i}\right)+I_{M}^{+}\left(x_{i}\right)}{2}}-\left(\frac{\sqrt{I_{N}^{+}\left(x_{i}\right)}+\sqrt{I_{M}^{+}\left(x_{i}\right)}}{2}\right)+ \\
\sqrt{\frac{\left(1-I_{N}^{+}\left(x_{i}\right)\right)+\left(1-I_{M}^{+}\left(x_{i}\right)\right)}{2}}-\left(\frac{\left.\sqrt{\left(1-I_{N}^{+}\left(x_{i}\right)\right.}\right)+\sqrt{\left(1-I_{M}^{I}\left(x_{i}\right)\right)}}{2}\right)+\sqrt{\frac{F_{N}^{+}\left(x_{i}\right)+F_{M}^{+}\left(x_{i}\right)}{2}}-\left(\frac{\sqrt{F_{N}^{+}\left(x_{i}\right)}+\sqrt{F_{M}^{+}\left(x_{i}\right)}}{2}\right)+ \\
\sqrt{\frac{\left(T_{N}^{-}\left(x_{i}\right)+T_{M}^{-}\left(x_{i}\right)\right)}{2}}-\left(\frac{\sqrt{\left(-T_{N}^{-}\left(x_{i}\right)\right)}+\sqrt{\left(-T_{M}^{-}\left(x_{i}\right)\right)}}{2}\right)+\sqrt{\frac{-\left(I_{N}^{-}\left(x_{i}\right)+I_{M}^{-}\left(x_{i}\right)\right)}{2}}-\left(\frac{\sqrt{\left(I_{N}^{-}\left(x_{i}\right)\right)}+\sqrt{\left(-I_{M}^{-}\left(x_{i}\right)\right)}}{2}\right)+ \\
\sqrt{\frac{\left(1+I_{N}^{-}\left(x_{i}\right)\right)+\left(1+I_{M}^{-}\left(x_{i}\right)\right)}{2}}-\left(\frac{\sqrt{1+I_{N}^{-}\left(x_{i}\right)}+\sqrt{1+I_{M}^{-}\left(x_{i}\right)}}{2}\right.
\end{array}\right)+\sqrt{\frac{-\left(F_{N}^{\left.-\left(x_{i}\right)+F_{M}^{-}\left(x_{i}\right)\right)}\right.}{2}}-\left(\frac{\sqrt{\left(-F_{N}^{-}\left(x_{i}\right)\right)}+\sqrt{\left(-F_{M}^{-}\left(x_{i}\right)\right)}}{2}\right)\right]=C_{B}(N, M) .
$$

(4) $C_{B}\left(M^{C}, N^{C}\right)$


The proof is completed.

Example 1. Suppose that $M=<0.7,0.3,0.4,-0.3,-0.5,-0.1>$ and $N=<0.5,0.2,0.5,-0.3,-0.3,-0.2>$ are two $B N S$ s; then the cross entropy between $M$ and $N$ is calculated as follows:

$$
C_{B}(M, N)=\left[\begin{array}{l}
\sqrt{\frac{0.7+0.5}{2}}-\left(\frac{\sqrt{0.7}+\sqrt{0.5}}{2}\right)+\sqrt{\frac{0.3+0.2}{2}}-\left(\frac{\sqrt{0.3}+\sqrt{0.2}}{2}\right)+\sqrt{\frac{(1-0.3)+(1-0.2)}{2}}-\left(\frac{\sqrt{1-0.3}+\sqrt{1-0.2}}{2}\right)+\sqrt{\frac{0.4+0.5}{2}}- \\
\left(\frac{\sqrt{0.4}+\sqrt{0.5}}{2}\right)+\sqrt{\frac{-(-0.3-0.3)}{2}}-\left(\frac{\sqrt{-(-0.3)}+\sqrt{-(-0.3)}}{2}\right)+\sqrt{\frac{-(-0.5-0.3)}{2}}-\left(\frac{\sqrt{-(-0.5)}+\sqrt{-(-0.3)}}{2}\right) \\
+\sqrt{\frac{(1-0.5)+(1-0.3)}{2}}-\left(\frac{\sqrt{1-0.5}+\sqrt{[1-0.3]}}{2}\right)+\sqrt{\frac{-(-0.1-0.2)}{2}}-\left(\frac{\sqrt{-(-0.1)}+\sqrt{-(-0.2)}}{2}\right)
\end{array}\right]=0.01738474 .
$$

Definition 4. Suppose that $w_{i}$ is the weight of each element $x_{i}, i=1,2, \ldots, n$, where $w_{i} \in[0,1]$ and $\sum_{i=1}^{n} w_{i}=1$; then the weighted cross entropy measure between any two BNSs $M$ and $N$ in $U$ can be defined as follows.

Theorem 2. If $M=<T_{M}^{+}\left(x_{i}\right), I_{M}^{+}\left(x_{i}\right), F_{M}^{+}\left(x_{i}\right), T_{M}^{-}\left(x_{i}\right), I_{M}^{-}\left(x_{i}\right), F_{M}^{-}\left(x_{i}\right)>$ and $N<T_{N}^{+}\left(x_{i}\right), I_{N}^{+}\left(x_{i}\right), F_{N}^{+}\left(x_{i}\right)$, $T_{N}^{-}\left(x_{i}\right), I_{N}^{-}\left(x_{i}\right), F_{N}^{-}\left(x_{i}\right)>$ are two BNSs in $U$, then the weighted cross entropy measure $C_{B}(M, N)_{w}$ satisfies the following properties:
(1) $C_{B}(M, N)_{w} \geqslant 0$;
(2) $C_{B}(M, N)_{w}=0$ if, and only if, $T_{M}^{+}\left(x_{i}\right)=T_{N}^{+}\left(x_{i}\right), I_{M}^{+}\left(x_{i}\right)=I_{N}^{+}\left(x_{i}\right), F_{M}^{+}\left(x_{i}\right)=F_{N}^{+}\left(x_{i}\right), T_{M}^{-}\left(x_{i}\right)=T_{N}^{-}\left(x_{i}\right)$, $I_{M}^{-}\left(x_{i}\right)=I_{N}^{-}\left(x_{i}\right), F_{M}^{-}\left(x_{i}\right)=F_{N}^{-}\left(x_{i}\right), \forall x \in U ;$
(3) $C_{B}(M, N)_{w}=C_{B}(N, M)_{w}$;
(4) $C_{B}\left(M^{C}, N^{C}\right)_{w}=C_{B}(M, N)_{w}$.

Proof is given in Appendix A.
Example 2. Suppose that $M=<0.7,0.3,0.4,-0.3,-0.5,-0.1>$ and $N=<0.5,0.2,0.5,-0.3,-0.3,-0.2>$ are two BNSs and $w=0.4$; then the weighted cross entropy between $M$ and $N$ is calculated as given below.

$$
C_{B}(M, N)_{w}=0.4 \times\left[\begin{array}{l}
\sqrt{\frac{0.7+0.5}{2}}-\left(\frac{\sqrt{0.7}+\sqrt{0.5}}{2}\right)+\sqrt{\frac{0.3+0.2}{2}}-\left(\frac{\sqrt{0.3}+\sqrt{0.2}}{2}\right)+\sqrt{\frac{(1-0.3)+(1-0.2)}{2}}-\left(\frac{\sqrt{1-0.3}+\sqrt{1-0.2}}{2}\right) \\
+\sqrt{\frac{0.4+0.5}{2}}-\left(\frac{\sqrt{0.4}+\sqrt{0.5}}{2}\right)+\sqrt{\frac{-(-0.3-0.3)}{2}}-\left(\frac{\sqrt{-(-0.3}+\sqrt{-(-0.3)}}{2}\right)+\sqrt{\frac{-(-0.5-0.3)}{2}}-\left(\frac{\sqrt{-(-0.5)}+\sqrt{-(-0.3)}}{2}\right) \\
+\sqrt{\frac{(1-0.5+(1-0.3)}{2}}-\left(\frac{\sqrt{1-0.5}+\sqrt{1-0.3}}{2}\right)+\sqrt{\frac{-(-0.1-0.2)}{2}}-\left(\frac{\sqrt{-(-0.1)}+\sqrt{-(-0.2)}}{2}\right)
\end{array}\right]=0.006953896 .
$$

## 4. Cross Entropy Measure of IBNSs

This section extends the concepts of cross entropy and weighted cross entropy measures of BNSs to IBNSs.

Definition 5. The cross entropy measure between any two IBNSs $R=<\left[\inf T_{R}^{+}\left(x_{i}\right), \sup T_{R}^{+}\left(x_{i}\right)\right]$, $\left[\inf I_{R}^{+}\left(x_{i}\right), \sup I_{R}^{+}\left(x_{i}\right)\right],\left[\inf F_{R}^{+}\left(x_{i}\right), \sup F_{R}^{+}\left(x_{i}\right)\right],\left[\inf T_{R}^{-}\left(x_{i}\right), \sup T_{R}^{-}\left(x_{i}\right)\right],\left[\inf I_{R}^{-}\left(x_{i}\right), \sup I_{R}^{-}\left(x_{i}\right)\right],\left[\inf F_{R}^{-}\left(x_{i}\right)\right.$,
$\left.\sup F_{R}^{-}\left(x_{i}\right)\right]>$ and $S=<\left[\inf T_{S}^{+}\left(x_{i}\right), \sup _{S}^{+}\left(x_{i}\right)\right],\left[\inf I_{S}^{+}\left(x_{i}\right), \sup I_{S}^{+}\left(x_{i}\right)\right],\left[\inf F_{S}^{+}\left(x_{i}\right), \operatorname{supF}_{S}^{+}\left(x_{i}\right)\right],\left[\inf T_{S}^{-}\left(x_{i}\right)\right.$, $\left.\sup T_{S}^{-}\left(x_{i}\right)\right],\left[\inf I_{S}^{-}\left(x_{i}\right), \sup I_{S}^{-}\left(x_{i}\right)\right],\left[\inf F_{S}^{-}\left(x_{i}\right), \sup F_{S}^{-}\left(x_{i}\right)\right]>$ in $U$ can be defined as follows.


Theorem 3. If $R=<\left[\inf T_{R}^{+}\left(x_{i}\right), \sup T_{R}^{+}\left(x_{i}\right)\right],\left[\inf , \sup I_{R}^{+}\left(x_{i}\right)\right],\left[\inf F_{R}^{+}\left(x_{i}\right), \sup F_{R}^{+}\left(x_{i}\right)\right],\left[\inf T_{R}^{-}\left(x_{i}\right)\right.$, $\left.\sup T_{R}^{-}\left(x_{i}\right)\right], \quad\left[\inf I_{R}^{-}\left(x_{i}\right), \sup I_{R}^{-}\left(x_{i}\right)\right], \quad\left[\inf F_{R}^{-}\left(x_{i}\right), \sup F_{R}^{-}\left(x_{i}\right)\right]>$ and $\left.S=<\inf T_{S}^{+}\left(x_{i}\right), \sup T_{S}^{+}\left(x_{i}\right)\right]$, $\left[\inf I_{S}^{+}\left(x_{i}\right), \sup I_{S}^{+}\left(x_{i}\right)\right],\left[\inf F_{S}^{+}\left(x_{i}\right), \sup F_{S}^{+}\left(x_{i}\right)\right],\left[\inf T_{S}^{-}\left(x_{i}\right), \sup T_{S}^{-}\left(x_{i}\right)\right],\left[\inf I_{S}^{-}\left(x_{i}\right), \sup I_{S}^{-}\left(x_{i}\right)\right],\left[\inf F_{S}^{-}\left(x_{i}\right)\right.$, $\left.\sup F_{S}^{-}\left(x_{i}\right)\right]>$ are two IBNSs in $U$, then the cross entropy measure $C_{I B}(R, S)$ satisfies the following properties:
(1) $\quad C_{I B}(R, S) \geqslant 0$;
(2) $C_{I B}(R, S)=0$ for $R=S$ i.e., inf $T_{R}^{+}\left(x_{i}\right)=\inf T_{S}^{+}\left(x_{i}\right), \sup T_{R}^{+}\left(x_{i}\right)=\sup T_{S}^{+}\left(x_{i}\right), \inf I_{R}^{+}\left(x_{i}\right)=\inf I_{S}^{+}\left(x_{i}\right)$, $\sup _{R}^{+}\left(x_{i}\right)=\sup I_{S}^{+}\left(x_{i}\right), \inf F_{R}^{+}\left(x_{i}\right)=\inf F_{S}^{+}\left(x_{i}\right), \sup F_{R}^{+}\left(x_{i}\right)=\sup F_{S}^{+}\left(x_{i}\right), \inf T_{R}^{-}\left(x_{i}\right)=\inf T_{S}^{-}\left(x_{i}\right)$, $\sup T_{R}^{-}\left(x_{i}\right)=\sup T_{S}^{-}\left(x_{i}\right), \inf I_{R}^{-}\left(x_{i}\right)=\inf I_{S}^{-}\left(x_{i}\right), \operatorname{supI} I_{R}^{-}\left(x_{i}\right)=\sup I_{S}^{-}\left(x_{i}\right), \inf F_{R}^{-}\left(x_{i}\right)=\inf F_{S}^{-}\left(x_{i}\right)$, $\sup F_{R}^{-}\left(x_{i}\right)=\sup F_{S}^{-}\left(x_{i}\right) \forall x \in U ;$
(3) $C_{I B}(R, S)=C_{I B}(S, R)$;
(4) $C_{I B}\left(R^{C}, S^{C}\right)=C_{I B}(R, S)$.

## Proof

(1) From the inequality stated in Theorem 1 , we can easily get $C_{I B}(R, S) \geqslant 0$.
(2) $\operatorname{Since} \inf _{R}^{+}\left(x_{i}\right)=\inf T_{S}^{+}\left(x_{i}\right), \sup T_{R}^{+}\left(x_{i}\right)=\sup T_{S}^{+}\left(x_{i}\right), \inf I_{R}^{+}\left(x_{i}\right)=\inf I_{S}^{+}\left(x_{i}\right), \sup I_{R}^{+}\left(x_{i}\right)=\sup I_{S}^{+}\left(x_{i}\right)$, $\inf F_{R}^{+}\left(x_{i}\right)=\inf F_{S}^{+}\left(x_{i}\right), \sup F_{R}^{+}\left(x_{i}\right)=\sup F_{S}^{+}\left(x_{i}\right), \inf T_{R}^{-}\left(x_{i}\right)=\inf T_{S}^{-}\left(x_{i}\right), \sup T_{R}^{-}\left(x_{i}\right)=\sup T_{S}^{-}\left(x_{i}\right)$, $\inf I_{R}^{-}\left(x_{i}\right)=\inf I_{S}^{-}\left(x_{i}\right), \sup I_{R}^{-}\left(x_{i}\right)=\sup I_{S}^{-}\left(x_{i}\right), \inf F_{R}^{-}\left(x_{i}\right)=\inf F_{S}^{-}\left(x_{i}\right), \sup F_{R}^{-}\left(x_{i}\right)=\sup F_{S}^{-}\left(x_{i}\right) \forall$ $x \in U$, we have $C_{I B}(R, S)=0$.
(3) $C_{I B}(R, S)=\frac{1}{2} \sum_{i=1}^{n}$

(4) $C_{I B}\left(R^{C}, S^{C}\right)=$


Example 3. Suppose that $R=<[0.5,0.8],[0.4,0.6],[0.2,0.6],[-0.3,-0.1],[-0.5,-0.1],[-0.5,-0.2]>$ and $S=<[0.5,0.9],[0.4,0.5],[0.1,0.4],[-0.5,-0.3],[-0.7,-0.3],[-0.6,-0.3]>$ are two IBNSs; the cross entropy between $R$ and $S$ is computed as follows:
$C_{I B}(R, S)=\frac{1}{2}\left[\begin{array}{l}\sqrt{\frac{0.5+0.5}{2}}-\left(\frac{\sqrt{0.5}+\sqrt{0.5}}{2}\right)+\sqrt{\frac{0.8+0.9}{2}}-\left(\frac{\sqrt{0.8}+\sqrt{0.9}}{2}\right)+\sqrt{\frac{0.4+0.4}{2}}-\left(\frac{\sqrt{0.4}+\sqrt{0.4}}{2}\right)+\sqrt{\frac{0.6+0.5}{2}}-\left(\frac{\sqrt{0.6}+\sqrt{0.5}}{2}\right)+ \\ \sqrt{\frac{[1-0.4]+[1-0.4]}{2}}-\left(\frac{\sqrt{1-0.4}+\sqrt{[1-0.4]}}{2}\right)+\sqrt{\frac{[1-0.6]+[1-0.5]}{2}}-\left(\frac{\sqrt{1-0.6}+\sqrt{[1-0.5]}}{2}\right)+\sqrt{\frac{0.2+0.1}{2}}-\left(\frac{\sqrt{0.2}+\sqrt{0.1}}{2}\right)+ \\ \sqrt{\frac{0.6+0.4}{2}}-\left(\frac{\sqrt{0.6}+\sqrt{0.4}}{2}\right)+\sqrt{\frac{-(-0.3-0.5)}{2}}-\left(\frac{\sqrt{-(-0.3)}+\sqrt{-(-0.5)}}{2}\right)+\sqrt{\frac{-(-0.1-0.3)}{2}}-\left(\frac{\sqrt{-(-0.1)}+\sqrt{-(-0.3)}}{2}\right)+ \\ \sqrt{\frac{-(-0.5-0.7)}{2}}-\left(\frac{\sqrt{-(-0.5)}+\sqrt{-(-0.7)}}{2}\right)+\sqrt{\frac{-(-0.1-0.3)}{2}}-\left(\frac{\sqrt{-(-0.1)}+\sqrt{-(-0.3)}}{2}\right)+\sqrt{\frac{[1-0.5]+[1-0.7]}{2}}- \\ \left(\frac{\sqrt{1-0.5}+\sqrt{[1-0.7]}}{2}\right)+\sqrt{\frac{[1-0.1]+[1-0.3]}{2}}-\left(\frac{\sqrt{1-0.1}+\sqrt{[1-0.3]}}{2}\right)+\sqrt{\frac{-(-0.5-0.6)}{2}}-\left(\frac{\sqrt{-(-0.5)}+\sqrt{-(-0.6)}}{2}\right)+ \\ \sqrt{\frac{-(-0.2-0.3)}{2}}-\left(\frac{\sqrt{-(-0.2)}+\sqrt{-(-0.3)}}{2}\right)\end{array}\right]=0.02984616$.

Definition 6. Let $w_{i}$ be the weight of each element $x_{i}, i=1,2, \ldots, n$, and $w_{i} \in[0,1]$ with $\sum_{i=1}^{n} w_{i}=1$; then the weighted cross entropy measure between any two IBNSs $R=<\left[\inf T_{R}^{+}\left(x_{i}\right), \sup T_{R}^{+}\left(x_{i}\right)\right],\left[\inf I_{R}^{+}\left(x_{i}\right), \sup I_{R}^{+}\left(x_{i}\right)\right]$, $\left[\inf F_{R}^{+}\left(x_{i}\right), \sup F_{R}^{+}\left(x_{i}\right)\right],\left[\inf T_{R}^{-}\left(x_{i}\right), \sup T_{R}^{-}\left(x_{i}\right)\right],\left[\inf I_{R}^{-}\left(x_{i}\right), \sup I_{R}^{-}\left(x_{i}\right)\right],\left[\inf F_{R}^{-}\left(x_{i}\right), \sup F_{R}^{-}\left(x_{i}\right)\right]>$ and $S=<\left[\inf T_{S}^{+}\left(x_{i}\right), \sup T_{S}^{+}\left(x_{i}\right)\right],\left[\inf I_{S}^{+}\left(x_{i}\right), \sup I_{S}^{+}\left(x_{i}\right)\right],\left[\inf F_{S}^{+}\left(x_{i}\right), \sup F_{S}^{+}\left(x_{i}\right)\right],\left[\inf T_{S}^{-}\left(x_{i}\right), \sup T_{S}^{-}\left(x_{i}\right)\right]$, [inf $I_{S}^{-}\left(x_{i}\right)$, $\left.\sup I_{S}^{-}\left(x_{i}\right)\right]$, $\inf F_{S}^{-}\left(x_{i}\right)$, sup $\left.F_{S}^{-}\left(x_{i}\right)\right]>$ in $U$ can be defined as follows.


Theorem 4. For any two IBNSs $R=<\left[\inf T_{R}^{+}\left(x_{i}\right)\right.$, sup $\left.T_{R}^{+}\left(x_{i}\right)\right],\left[\inf I_{R}^{+}\left(x_{i}\right), \sup I_{R}^{+}\left(x_{i}\right)\right],\left[\inf F_{R}^{+}\left(x_{i}\right)\right.$, $\left.\sup F_{R}^{+}\left(x_{i}\right)\right],\left[\inf T_{R}^{-}\left(x_{i}\right), \sup T_{R}^{-}\left(x_{i}\right)\right],\left[\inf I_{R}^{-}\left(x_{i}\right), \sup I_{R}^{-}\left(x_{i}\right)\right],\left[\inf F_{R}^{-}\left(x_{i}\right), \sup F_{R}^{-}\left(x_{i}\right)\right]>$ and $S=<\inf T_{S}^{+}\left(x_{i}\right)$, $\left.\sup T_{S}^{+}\left(x_{i}\right)\right],\left[\inf I_{S}^{+}\left(x_{i}\right), \sup I_{S}^{+}\left(x_{i}\right)\right],\left[\inf F_{S}^{+}\left(x_{i}\right), \sup F_{S}^{+}\left(x_{i}\right)\right],\left[\inf T_{S}^{-}\left(x_{i}\right), \sup T_{S}^{-}\left(x_{i}\right)\right],\left[\inf I_{S}^{-}\left(x_{i}\right)\right.$, $\left.\sup I_{S}^{-}\left(x_{i}\right)\right],\left[\inf F_{S}^{-}\left(x_{i}\right), \sup F_{S}^{-}\left(x_{i}\right)\right]>$ in $U$, the weighted cross entropy measure $C_{I B}(R, S)_{w}$ also satisfies the following properties:
(1) $C_{I B}(R, S)_{w} \geqslant 0$;
(2) $C_{I B}(R, S)_{w}=0$ if, and only if, $R=$ S i.e., inf $T_{R}^{+}\left(x_{i}\right)=\inf T_{S}^{+}\left(x_{i}\right), \sup T_{R}^{+}\left(x_{i}\right)=\sup T_{S}^{+}\left(x_{i}\right), \inf I_{R}^{+}\left(x_{i}\right)$ $=\inf I_{S}^{+}\left(x_{i}\right), \sup I_{R}^{+}\left(x_{i}\right)=\sup I_{S}^{+}\left(x_{i}\right), \inf F_{R}^{+}\left(x_{i}\right)=\operatorname{infF_{S}^{+}}\left(x_{i}\right), \sup F_{R}^{+}\left(x_{i}\right)=\sup F_{S}^{+}\left(x_{i}\right), \inf T_{R}^{-}\left(x_{i}\right)$ $=\inf T_{S}^{-}\left(x_{i}\right), \sup T_{R}^{-}\left(x_{i}\right)=\sup T_{S}^{-}\left(x_{i}\right), \inf I_{R}^{-}\left(x_{i}\right)=\inf I_{S}^{-}\left(x_{i}\right), \sup I_{R}^{-}\left(x_{i}\right)=\sup I_{S}^{-}\left(x_{i}\right), \inf F_{R}^{-}\left(x_{i}\right)=$ $\inf F_{S}^{-}\left(x_{i}\right), \sup F_{R}^{-}\left(x_{i}\right)=\sup F_{S}^{-}\left(x_{i}\right) \forall x \in U$;
(3) $C_{I B}(R, S)_{w}=C_{I B}(S, R)_{w}$;
(4) $C_{I B}\left(R^{C}, S^{C}\right)_{w}=C_{I B}(R, S)_{w}$.

The proofs are presented in Appendix B.

Example 4. Consider the two IBNSs $R=<[0.5,0.8],[0.4,0.6],[0.2,0.6],[-0.3,-0.1],[-0.5,-0.1]$, $[-05,-0.2]>$ and $S=<[0.5,0.9],[0.4,0.5],[0.1,0.4],[-0.5,-0.3],[-0.7,-0.3],[-0.6,-0.3]>$, and let $w=0.3$; then the weighted cross entropy between $R$ and $S$ is calculated as follows:

$$
C_{I B}(R, S)=\frac{1}{2} \times 0.3 \times\left[\begin{array}{l}
\sqrt{\frac{0.5+0.5}{2}}-\left(\frac{\sqrt{0.5}+\sqrt{0.5}}{2}\right)+\sqrt{\frac{0.8+0.9}{2}}-\left(\frac{\sqrt{0.8}+\sqrt{0.9}}{2}\right)+\sqrt{\frac{0.4+0.4}{2}}-\left(\frac{\sqrt{0.4}+\sqrt{0.4}}{2}\right)+\sqrt{\frac{0.6+0.5}{2}}-\left(\frac{\sqrt{0.6}+\sqrt{0.5}}{2}\right)+ \\
\sqrt{\frac{[1-0.4]+[1-0.4]}{2}}-\left(\frac{\sqrt{1-0.4}+\sqrt{[1-0.4]}}{2}\right)+\sqrt{\frac{[1-0.6]+[1-0.5]}{2}}-\left(\frac{\sqrt{1-0.6}+\sqrt{[1-0.5]}}{2}\right)+\sqrt{\frac{0.2+0.1}{2}}-\left(\frac{\sqrt{0.2}+\sqrt{0.1}}{2}\right)+ \\
\sqrt{\frac{0.6+0.4}{2}}-\left(\frac{\sqrt{0.6}+\sqrt{0.4}}{2}\right)+\sqrt{\frac{-(-0.3-0.5)}{2}}-\left(\frac{\sqrt{-(-0.3)}+\sqrt{-(-0.5)}}{2}\right)+\sqrt{\frac{-(-0.1-0.3)}{2}}-\left(\frac{\sqrt{-(-0.1)}+\sqrt{-(-0.3)}}{2}\right)+ \\
\sqrt{\frac{-(-0.5-0.7)}{2}}-\left(\frac{\sqrt{-(-0.5)}+\sqrt{-(-0.7)}}{2}\right)+\sqrt{\frac{-(-0.1-0.3)}{2}}-\left(\frac{\sqrt{-(-0.1)}+\sqrt{-(-0.3)}}{2}\right)+\sqrt{\frac{[1-0.5]+[1-0.7]}{2}}- \\
\left(\frac{\sqrt{1-0.5}+\sqrt{[1-0.7]}}{2}\right)+\sqrt{\frac{[1-0.1]+[1-0.3]}{2}}-\left(\frac{\sqrt{1-0.1}+\sqrt{11-0.3]}}{2}\right)+\sqrt{\frac{-(-0.5-0.6)}{2}}-\left(\frac{\sqrt{-(-0.5)}+\sqrt{-(-0.6)}}{2}\right)+ \\
\sqrt{\frac{-(-0.2-0.3)}{2}}-\left(\frac{\sqrt{-(-0.2)}+\sqrt{-(-0.3)}}{2}\right)
\end{array}\right]=0.00895385 .
$$

## 5. MADM Strategies Based on Cross Entropy Measures

In this section, we propose two new MADM strategies based on weighted cross entropy measures in bipolar neutrosophic and interval bipolar neutrosophic environments. Let $B=\left\{B_{1}, B_{2}, \ldots, B_{m}\right\}$ ( $m \geqslant 2$ ) be a discrete set of $m$ feasible alternatives which are to be evaluated based on $n$ attributes $C=\left\{C_{1}, C_{2}, \ldots, C_{n}\right\}(n \geqslant 2)$ and let $w_{j}$ be the weight vector of the attributes such that $0 \leqslant w_{j} \leqslant 1$ and $\sum_{j=1}^{n} w_{j}=1$.

### 5.1. MADM Strategy Based on Weighted Cross Entropy Measures of BNS

The procedure for solving MADM problems in a bipolar neutrosophic environment is presented in the following steps:

Step 1. The rating of the performance value of alternative $B_{i}(i=1,2, \ldots, m)$ with respect to the predefined attribute $C_{j}(j=1,2, \ldots, n)$ can be expressed in terms of bipolar neutrosophic information as follows:

$$
B_{i}=\left\{C_{j},<T_{B_{i}}^{+}\left(C_{j}\right), I_{B_{i}}^{+}\left(C_{j}\right), F_{B_{i}}^{+}\left(C_{j}\right), T_{B_{i}}^{-}\left(C_{j}\right), I_{B_{i}}^{-}\left(C_{j}\right), F_{B_{i}}^{-}\left(C_{j}\right)>\mid C_{j} \in C_{j}, j=1,2, \ldots, n\right\},
$$

where $0 \leqslant T_{B_{i}}^{+}\left(C_{j}\right)+I_{B_{i}}^{+}\left(C_{j}\right)+F_{B_{i}}^{+}\left(C_{j}\right) \leqslant 3$ and $-3 \leqslant T_{B_{i}}^{-}\left(C_{j}\right)+I_{B_{i}}^{-}\left(C_{j}\right)+F_{B_{i}}^{-}\left(C_{j}\right) \leqslant 0, i=1,2, \ldots, m ; j=1$, $2, \ldots$, $n$.

Assume that $\tilde{d}_{i j}=<T_{i j}^{+}, I_{i j}^{+}, F_{i j}^{+}, T_{i j}^{-}, I_{i j}^{-}, F_{i j}^{-}>$is the bipolar neutrosophic decision matrix whose entries are the rating values of the alternatives with respect to the attributes provided by the expert or decision-maker. The bipolar neutrosophic decision matrix $\left[\widetilde{d}_{i j}\right]_{m \times n}$ can be expressed as follows:

$$
\left[\widetilde{d}_{i j}\right]_{m \times n}=\begin{gathered}
\\
B_{1} \\
B_{2} \\
\cdot \\
\cdot \\
B_{m}
\end{gathered}\left(\begin{array}{cccc}
C_{1} & C_{2} & \ldots & C_{n} \\
d_{11} & d_{12} & \ldots & d_{1 n} \\
d_{21} & d_{22} & \ldots & d_{2 n} \\
\cdot & \cdot & \ldots & \cdot \\
\cdot & \cdot & \ldots & . \\
d_{m 1} & d_{m 2} & \ldots & d_{m n}
\end{array}\right) .
$$

Step 2. The positive ideal solution (PIS) $<p^{*}=\left(d_{1}^{*}, d_{2}^{*}, \ldots, d_{n}^{*}\right)>$ of the bipolar neutrosophic information is obtained as follows:

$$
\begin{aligned}
& p_{j}^{*}=\left\langle T_{j}^{*+}, I_{j}^{*+}, F_{j}^{*+}, T_{j}^{*-}, I_{j}^{*-}, F_{j}^{*-}\right\rangle=<\left[\left\{\operatorname{Max}_{i}\left(T_{i j}^{+}\right) \mid j \in H_{1}\right\} ;\left\{\underset{i}{\operatorname{Min}}\left(T_{i j}^{+}\right) \mid j \in H_{2}\right\}\right], \\
& {\left[\left\{\operatorname{Min}_{i}\left(I_{i j}^{+}\right) \mid j \in H_{1}\right\} ;\left\{\underset{i}{\operatorname{Max}}\left(I_{i j}^{+}\right) \mid j \in H_{2}\right\}\right],\left[\left\{\operatorname{Min}_{i}\left(F_{i j}^{+}\right) \mid j \in H_{1}\right\} ;\left\{\underset{i}{\operatorname{Max}}\left(F_{i j}^{+}\right) \mid j \in H_{2}\right\}\right],} \\
& {\left[\left\{\operatorname{Min}_{i}\left(T_{i j}^{-}\right) \mid j \in H_{1}\right\} ;\left\{\operatorname{Max}_{i}\left(T_{i j}^{-}\right) \mid j \in H_{2}\right\}\right],\left[\left\{\operatorname{Max}_{i}\left(I_{i j}^{-}\right) \mid j \in H_{1}\right\} ;\left\{\underset{i}{\left.\left.\operatorname{Min}\left(I_{i j}^{-}\right) \mid j \in H_{2}\right\}\right],}\right.\right.} \\
& {\left[\left\{\operatorname{Max}_{i}\left(F_{i j}^{-}\right) \mid j \in H_{1}\right\} ;\left\{\operatorname{Min}_{i}\left(F_{i j}^{-}\right) \mid j \in H_{2}\right\}\right]>, j=1,2, \ldots, n ;}
\end{aligned}
$$

where $H_{1}$ and $H_{2}$ represent benefit and cost type attributes, respectively.
Step 3. The weighted cross entropy between an alternative $B_{i}, i=1,2, \ldots, m$, and the ideal alternative $p^{*}$ is determined by

$$
C_{B}\left(B_{i}, p *\right)_{w}=\sum_{i=1}^{n} w_{i}\left[\begin{array}{l}
\sqrt{\frac{T_{i j}^{+}+T_{j}^{*+}}{2}}-\left(\frac{\sqrt{T_{i j}^{+}}+\sqrt{T_{j}^{*+}}}{2}\right)+\sqrt{\frac{I_{i j}^{+}+I_{j}^{*+}}{2}}-\left(\frac{\sqrt{I_{i j}^{+-}}+\sqrt{I_{j}^{*+}}}{2}\right)+\sqrt{\frac{\left[1-I_{i j}^{+}\right]+\left[1-I_{j}^{*+}\right]}{2}}  \tag{5}\\
\left(\frac{\sqrt{1-I_{j}^{+}}+\sqrt{\left[1-I_{j}^{*+]}\right.}}{2}\right)+\sqrt{\frac{F_{i j}^{++}+F_{j}^{*+}}{2}}-\left(\frac{\sqrt{F_{i j}^{+}}+\sqrt{F_{j}^{*+}}}{2}\right)+\sqrt{\frac{-\left(T_{i j}^{--}+T_{i}^{*-}\right)}{2}}- \\
\left(\frac{\sqrt{\left(-T_{i j}^{-}\right)}+\sqrt{\left(-T_{j}^{*-}\right)}}{2}\right)+\sqrt{\left.\frac{-\left(I_{i j}^{-}+I_{j}^{*-}\right.}{2}\right)}-\left(\frac{\sqrt{\left(-I_{i j}^{-}\right)}+\sqrt{\left(-I_{j}^{*-}\right)}}{2}\right)+\sqrt{\frac{\left[1+I_{i j}^{-}\right]+\left[1+I_{j}^{*-}\right]}{2}} \\
-\left(\frac{\sqrt{1+I_{i j}^{-}}+\sqrt{\left[1+I_{j}^{*-]}\right.}}{2}\right)+\sqrt{\frac{-\left(F_{i j}^{--F_{j}^{*--}}\right.}{2}}-\left(\frac{\sqrt{\left(-F_{i j}^{-}\right)}+\sqrt{\left(-F_{j}^{*-}\right)}}{2}\right)
\end{array} .\right.
$$

Step 4. A smaller value of $C_{B}\left(B_{i}, p^{*}\right)_{z w}, i=1,2, \ldots, m$ represents that an alternative $B_{i}, i=1,2, \ldots, m$ is closer to the PIS $p^{*}$. Therefore, the alternative with the smallest weighted cross entropy measure is the best alternative.

### 5.2. MADM Strategy Based on Weighted Cross Entropy Measures of IBNSs

The steps for solving MADM problems with interval bipolar neutrosophic information are presented as follows.

Step 1. In an interval bipolar neutrosophic environment, the rating of the performance value of alternative $B_{i}(i=1,2, \ldots, m)$ with respect to the predefined attribute $C_{j}(j=1,2, \ldots, n)$ can be represented as follows:

$$
\begin{aligned}
& B_{i}=\left\{C_{j},<\left[\inf _{B_{i}}^{+}\left(C_{j}\right), \sup T_{B_{i}}^{+}\left(C_{j}\right)\right],\left[\inf I_{B_{i}}^{+}\left(C_{j}\right), \sup I_{B_{i}}^{+}\left(C_{j}\right)\right],\left[\inf _{B_{B_{i}}^{+}}^{+}\left(C_{j}\right), \sup F_{B_{i}}^{+}\left(C_{j}\right)\right],\right. \\
& {\left[\inf ^{-} T_{B_{i}}^{-}\left(C_{j}\right), \sup T_{B_{i}}^{-}\left(C_{j}\right)\right],\left[\inf I_{B_{i}}^{-}\left(C_{j}\right), \sup I_{B_{i}}^{-}\left(C_{j}\right)\right],\left[\inf F_{B_{i}}^{-}\left(C_{j}\right), \sup F_{B_{i}}^{-}\left(C_{j}\right)\right]>\mid C_{j} \in C_{j},} \\
& j=1,2, \ldots, n\}
\end{aligned}
$$

where $0 \leqslant \sup T_{B_{i}}^{+}\left(C_{j}\right)+\sup I_{B_{i}}^{+}\left(C_{j}\right)+\sup F_{B_{i}}^{+}\left(C_{j}\right) \leqslant 3$ and $-3 \leqslant \sup T_{B_{i}}^{-}\left(C_{j}\right)+\sup I_{B_{i}}^{-}\left(C_{j}\right)+\sup F_{B_{i}}^{-}\left(C_{j}\right) \leqslant 0$; $j=1,2, \ldots, n$. Let $\widetilde{g}_{i j}=<\left[{ }^{L} T_{i j}^{+},{ }^{U} T_{i j}^{+}\right],\left[{ }^{L} I_{i j}^{+},{ }^{U} I_{i j}^{+}\right],\left[{ }^{L} F_{i j}^{+},{ }^{U} F_{i j}^{+}\right],\left[{ }^{L} T_{i j}^{-},{ }^{U} T_{i j}^{-}\right],\left[{ }^{L} I_{i j}^{-},{ }^{U} I_{i j}^{-}\right],\left[{ }^{L} F_{i j}^{-},{ }^{U} F_{i j}^{-}\right]>$ be the bipolar neutrosophic decision matrix whose entries are the rating values of the alternatives with respect to the attributes provided by the expert or decision-maker. The interval bipolar neutrosophic decision matrix $\left[\widetilde{g}_{i j}\right]_{m \times n}$ can be presented as follows:

$$
\left[\widetilde{g}_{i j}\right]_{m \times n}=\begin{gathered}
\\
B_{1} \\
B_{2} \\
\cdot \\
\cdot \\
B_{m}
\end{gathered}\left(\begin{array}{ccccc}
C_{1} & C_{2} & \ldots & C_{n} \\
g_{11} & g_{12} & \ldots & g_{1 n} \\
g_{21} & g_{22} & \ldots & g_{2 n} \\
\cdot & \cdot & \ldots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
g_{m 1} & g_{m 2} & \cdots & g_{m n}
\end{array}\right) .
$$

Step 2. The PIS $<q^{*}=\left(g_{1}^{*}, g_{2}^{*}, \ldots, g_{n}^{*}\right)>$ of the interval bipolar neutrosophic information is obtained as follows:

$$
\begin{aligned}
& q_{j}^{*}=<\left[{ }^{L} T_{i j}^{*+}, U_{T_{i j}^{*+}}\right],\left[{ }^{L} I_{i j}^{*+}, U_{I_{i j}^{*+}}\right],\left[{ }^{L} F_{i j}^{*+}, U_{F_{i j}^{*+}}\right],\left[{ }^{L} T_{i j}^{*-}, U_{T_{i j}^{*-}}\right],\left[{ }^{L} I_{i j}^{*-}, U_{I_{i j}^{*-}}\right],\left[{ }^{L} F_{i j}^{*-},{ }^{U} F_{i j}^{*-}\right]>, \\
& =<\left[\left\{\operatorname{Max}_{i}\left({ }^{L} T_{i j}^{+}\right) \mid j \in H_{1}\right\} ;\left\{\operatorname{Min}\left({ }^{L} T_{i j}^{+}\right) \mid j \in H_{2}\right\},\left\{\operatorname{Max}_{i}\left({ }^{U} T_{i j}^{+}\right) \mid j \in H_{1}\right\} ;\left\{\operatorname{Min}\left({ }^{U} T_{i j}^{+}\right) \mid j \in H_{2}\right\}\right] \text {, } \\
& {\left[\left\{\operatorname{Min}_{i}\left({ }^{L} I_{i j}^{+}\right) \mid j \in H_{1}\right\} ;\left\{\operatorname{Max}\left({ }^{L} I_{i j}^{+}\right) \mid j \in H_{2}\right\},\left\{\operatorname{Min}_{i}\left({ }^{U} I_{i j}^{+}\right) \mid j \in H_{1}\right\} ;\left\{\operatorname{Max}\left({ }^{u} I_{i j}^{+}\right) \mid j \in H_{2}\right\}\right] \text {, }} \\
& {\left[\left\{\operatorname{Min}_{i}\left({ }^{L} F_{i j}^{+}\right) \mid j \in H_{1}\right\} ;\left\{\operatorname{Max}_{i}\left({ }^{L} F_{i j}^{+}\right) \mid j \in H_{2}\right\},\left\{\operatorname{Min}_{i}\left({ }^{U} F_{i j}^{+}\right) \mid j \in H_{1}\right\} ;\left\{\operatorname{Max}_{i}\left({ }^{U} F_{i j}^{+}\right) \mid j \in H_{2}\right\}\right] \text {, }} \\
& {\left[\left\{\operatorname{Min}_{i}\left({ }^{L} T_{i j}^{-}\right) \mid j \in H_{1}\right\} ;\left\{\operatorname{Max}_{i}\left({ }^{L} T_{i j}^{-}\right) \mid j \in H_{2}\right\},\left\{\operatorname{Min}\left({ }^{U} T_{i j}^{-}\right) \mid j \in H_{1}\right\} ;\left\{\operatorname{Max}_{i}\left({ }^{U} T_{i j}^{-}\right) \mid j \in H_{2}\right\}\right] \text {, }} \\
& {\left[\left\{\operatorname{Max}_{i}\left({ }^{L} I_{i j}^{-}\right) \mid j \in H_{1}\right\} ;\left\{\operatorname{Min}\left({ }^{L} I_{i j}^{-}\right) \mid j \in H_{2}\right\},\left\{\operatorname{Max}\left({ }^{U} I_{i j}^{-}\right) \mid j \in H_{1}\right\} ;\left\{\operatorname{Min}\left({ }^{U} I_{i j}^{-}\right) \mid j \in H_{2}\right\}\right] \text {, }} \\
& {\left[\left\{\operatorname{Max}_{i}\left({ }^{L} F_{i j}^{-}\right) \mid j \in H_{1}\right\} ;\left\{\operatorname{Min}_{i}\left({ }^{L} F_{i j}^{-}\right) \mid j \in H_{2}\right\},\left\{\operatorname{Max}_{i}\left({ }^{U} F_{i j}^{-}\right) \mid j \in H_{1}\right\} ;\left\{\operatorname{Min}_{i}\left({ }^{U} F_{i j}^{-}\right) \mid j \in H_{2}\right\}\right]>,} \\
& j=1,2, \ldots, n
\end{aligned}
$$

where $H_{1}$ and $H_{2}$ stand for benefit and cost type attributes, respectively.
Step 3. The weighted cross entropy between an alternative $B_{i}, i=1,2, \ldots, m$, and the ideal alternative $q^{*}$ under an interval bipolar neutrosophic setting is computed as follows:


Step 4. A smaller value of $C_{I B}\left(B_{i}, p^{*}\right)_{w}, i=1,2, \ldots, m$ indicates that an alternative $B_{i}, i=1,2, \ldots, m$ is closer to the PIS $q^{*}$. Hence, the alternative with the smallest weighted cross entropy measure will be identified as the best alternative.

A conceptual model of the proposed strategy is shown in Figure 1.


Figure 1. Conceptual model of the proposed strategy.

## 6. Illustrative Example

In this section we solve two numerical MADM problems and a comparison with other existing strategies is presented to verify the applicability and effectiveness of the proposed strategies in bipolar neutrosophic and interval bipolar neutrosophic environments.

### 6.1. Car Selection Problem with Bipolar Neutrosophic Information

Consider the problem discussed in [81,86-88] where a buyer wants to purchase a car based on some predefined attributes. Suppose that four types of cars (alternatives) $B_{i},(i=1,2,3,4)$ are available in the market. Four attributes are taken into consideration in the decision-making environment, namely, Fuel economy $\left(C_{1}\right)$, Aerod $\left(C_{2}\right)$, Comfort $\left(C_{3}\right)$, Safety $\left(C_{4}\right)$, to select the most desirable car. Assume that the weight vector for the four attributes is known and given by $w=\left(w_{1}, w_{2}, w_{3}, w_{4}\right)=(0.5,0.25,0.125$, $0.125)$. Therefore, the bipolar neutrosophic decision matrix $\left\langle d_{i j}\right\rangle_{4 \times 4}$ can be obtained as given below.

The bipolar neutrosophic decision matrix $\left[\widetilde{d}_{i j}\right]_{4 \times 4}=$

|  | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $B_{1}$ | $<0.5,0.7,0.2,-0.7,-0.3,-0.6>$ | $<0.4,0.4,0.5,-0.7,-0.8,-0.4>$ | $<0.7,0.7,0.5,-0.8,-0.7,-0.6>$ | $<0.1,0.5,0.7,-0.5,-0.2,-0.8>$ |
| $B_{2}$ | $<0.9,0.7,0.5,-0.7,-0.7,-0.1>$ | $<0.7,0.6,0.8,-0.7,-0.5,-0.1>$ | $<0.9,0.4,0.6,-0.1,-0.7,-0.5>$ | $<0.5,0.2,0.7,-0.5,-0.1,-0.9>$ |
| $B_{3}$ | $<0.3,0.4,0.2,-0.6,-0.3,-0.7>$ | $<0.2,0.2,0.2,-0.4,-0.7,-0.4>$ | $<0.9,0.5,0.5,-0.6,-0.5,-0.2>$ | $<0.7,0.5,0.3,-0.4,-0.2,-0.2>$ |
| $B_{4}$ | $<0.9,0.7,0.2,-0.8,-0.6,-0.1>$ | $<0.3,0.5,0.2,-0.5,-0.5,-0.2>$ | $<0.5,0.4,0.5,-0.1,-0.7,-0.2>$ | $<0.2,0.4,0.8,-0.5,-0.5,-0.6>$ |

The positive ideal bipolar neutrosophic solutions are computed from $\left[\widetilde{d}_{i j}\right]_{4 \times 4}$ as follows:

$$
\begin{aligned}
p^{*} & =[<0.9,0.4,0.2,-0.8,-0.3,-0.1>,<0.7,0.2,0.2,-0.7,-0.5,-0.1>, \\
& <0.9,0.4,0.5,-0.8,-0.5,-0.2>,<0.7,0.2,0.3,-0.5,-0.1,-0.2>] .
\end{aligned}
$$

Using Equation (5), the weighted cross entropy measure $C_{B}\left(B_{i}, p^{*}\right)_{w}$ is obtained as follows:

$$
\begin{equation*}
C_{B}\left(B_{1}, p^{*}\right)_{w}=0.0734, C_{B}\left(B_{2}, p^{*}\right)_{w}=0.0688, C_{B}\left(B_{3}, p^{*}\right)_{w}=0.0642, C_{B}\left(B_{4}, p^{*}\right)_{w}=0.0516 . \tag{7}
\end{equation*}
$$

According to the weighted cross entropy measure $C_{B}\left(B_{i}, p^{*}\right)_{w}$, the order of the four alternatives is $B_{4}<B_{3}<B_{2}<B_{1}$; therefore, $B_{4}$ is the best car.

We compare our obtained result with the results of other existing strategies (see Table 1), where the known weight of the attributes is given by $w=\left(w_{1}, w_{2}, w_{3}, w_{4}\right)=(0.5,0.25,0.125,0.125)$. It is to be noted that the ranking results obtained from the other existing strategies are different from the result of the proposed strategies in some cases. The reason is that the different authors adopted different decision-making strategies and thereby obtained different ranking results. However, the proposed strategies are simple and straightforward and can effectively solve decision-making problems with bipolar neutrosophic information.

Table 1. The results of the car selection problem obtained from different methods.

| Methods | Ranking Results | Best Option |
| :---: | :---: | :---: |
| The proposed weighted cross entropy measure | $B_{4}<B_{3}<B_{2}<B_{1}$ | $B_{4}$ |
| Dey et al.'s TOPSIS strategy [87] | $B_{1}<B_{3}<B_{2}<B_{4}$ | $B_{4}$ |
| Deli et al.'s strategy [81] | $B_{1}<B_{2}<B_{4}<B_{3}$ | $B_{3}$ |
| Projection measure [88] | $B_{3}<B_{4}<B_{1}<B_{2}$ | $B_{2}$ |
| Bidirectional projection measure [88] | $B_{2}<B_{1}<B_{4}<B_{3}$ | $B_{3}$ |
| Hybrid projection measure [88] with $\rho=0.25$ | $B_{2}<B_{1}<B_{3}<B_{4}$ | $B_{4}$ |
| Hybrid projection measure [88] with $\rho=0.50$ | $B_{3}<B_{2}<B_{1}<B_{4}$ | $B_{4}$ |
| Hybrid projection measure [88] with $\rho=0.75$ | $B_{1}<B_{3}<B_{4}<B_{2}$ | $B_{2}$ |
| Hybrid projection measure [88] with $\rho=0.90$ | $B_{3}<B_{4}<B_{2}<B_{1}$ | $B_{1}$ |
| Hybrid similarity measure [88] with $\rho=0.25$ | $B_{2}<B_{4}<B_{1}<B_{3}$ | $B_{3}$ |
| Hybrid similarity measure [88] with $\rho=0.30$ | $B_{2}<B_{4}<B_{1}<B_{3}$ | $B_{3}$ |
| Hybrid similarity measure [88] with $\rho=0.60$ | $B_{2}<B_{4}<B_{1}<B_{3}$ | $B_{3}$ |
| Hybrid similarity measure [88] with $\rho=0.90$ | $B_{2}<B_{4}<B_{3}<B_{1}$ | $B_{1}$ |

### 6.2. Interval Bipolar Neutrosophic MADM Investment Problem

Consider an interval bipolar neutrosophic MADM problem studied in [91] with four possible alternatives with the aim to invest a sum of money in the best choice. The four alternatives are:
$>$ a food company $\left(B_{1}\right)$,
$>$ a car company ( $B_{2}$ ),
$>$ an arms company $\left(B_{3}\right)$, and
$>$ a computer company $\left(B_{4}\right)$.
The investment company selects the best option based on three predefined attributes, namely, growth analysis $\left(C_{1}\right)$, risk analysis $\left(C_{2}\right)$, and environment analysis $\left(C_{3}\right)$. We consider $C_{1}$ and $C_{2}$ to be benefit type attributes and $C_{3}$ to be a cost type attribute based on Ye [93]. Assume that the weight vector [91] of $C_{1}, C_{2}$, and $C_{3}$ is given by $w=\left(w_{1}, w_{2}, w_{3}\right)=(0.35,0.25,0.4)$. The interval bipolar neutrosophic decision matrix $\left[\widetilde{g}_{i j}\right]_{4 \times 3}$ presented by the decision-maker or expert is as follows.

Interval bipolar neutrosophic decision matrix $\left[\widetilde{g}_{i j}\right]_{4 \times 3}=$
$C_{1}$

$$
\begin{gathered}
\left(\begin{array}{cc}
B_{1} & {[[0.4,0.5],[0.2,0.3],[0.3,0.4],[-0.3,-0.2],[-0.4,-0.3],[-0.5,-0.4]]} \\
B_{2} & {[[0.6,0.7],[0.1,0.2],[0.2,0.3],[-0.2,-0.1],[-0.3,-0.2],[-0.7,-0.6]]} \\
B_{3} & {[[0.3,0.6],[0.2,0.3],[0.3,0.4],[-0.3,-0.2],[-0.4,-0.3],[-0.6,-0.3]]} \\
B_{4} & {[[0.7,0.8],[0.0,0.1],[0.1,0.2],[-0.1,-0.0],[-0.2,-0.1],[-0.8,-0.7]]}
\end{array}\right) \\
C_{2} \\
\left(\begin{array}{cc}
B_{1} & {[[0.4,0.6],[0.1,0.3],[0.2,0.4],[-0.3,-0.1],[-0.4,-0.2],[-0.6,-0.4]]} \\
B_{2} & {[[0.6,0.7],[0.1,0.2],[0.2,0.3],[-0.2,-0.1],[-0.3,-0.2],[-0.7,-0.6]]} \\
B_{3} & {[[0.5,0.6],[0.2,0.3],[0.3,0.4],[-0.3,-0.2],[-0.4,-0.3],[-0.6,-0.5]]} \\
B_{4} & {[[0.6,0.7],[0.1,0.2],[0.1,0.3],[-0.2-0.1],[-0.3,-0.1],[-0.7,-0.6]]}
\end{array}\right) \\
\\
\left(\begin{array}{cc}
B_{1} & {[[0.7,0.9],[0.2,0.3],[0.4,0.5],[-0.3,-0.2],[-0.5,-0.4],[-0.9,-0.7]]} \\
B_{2} & {[[0.3,0.6],[0.3,0.5],[0.8,0.9],[-0.5,-0.3],[-0.9,-0.8],[-0.6,-0.3]]} \\
B_{3} & {[[0.4,0.5],[0.2,0.4],[0.7,0.9],[-0.4,-0.2],[-0.9,-0.7],[-0.5,-0.4]]} \\
B_{4} & {[[0.6,0.7],[0.3,0.4],[0.8,0.9],[-0.4,-0.3],[-0.9,-0.8],[-0.7,-0.6]]}
\end{array}\right)
\end{gathered}
$$

From the matrix $\left[\widetilde{g}_{i j}\right]_{4 \times 3}$, we determine the positive ideal interval bipolar neutrosophic solution ( $q^{*}$ ) by using Equation (6) as follows:

$$
\begin{aligned}
q^{*} & =<[0.7,0.8],[0.0,0.1],[0.1,0.2],[-0.3,-0.2],[-0.2,-0.1],[-0.5,-0.3]>; \\
& <[0.6,0.7],[0.1,0.2],[0.1,0.3],[-0.3,-0.2],[-0.3,-0.1],[-0.6,-0.4]>; \\
& <[0.3,0.5],[0.3,0.5],[0.8,0.9],[-0.3,-0.2],[-0.9,-0.8],[-0.9,-0.7]>
\end{aligned}
$$

The weighted cross entropy between an alternative $B_{i}, i=1,2, \ldots, m$, and the ideal alternative $q^{*}$ can be obtained as given below:

$$
C_{I B}\left(B_{1}, q^{*}\right)_{w}=0.0606, C_{I B}\left(B_{2}, q^{*}\right)_{w}=0.0286, C_{I B}\left(B_{3}, q^{*}\right)_{w}=0.0426, C_{I B}\left(B_{4}, q^{*}\right)_{w}=0.0423
$$

On the basis of the weighted cross entropy measure $C_{I B}\left(B_{i}, q^{*}\right)_{w}$, the order of the four alternatives is $B_{2}<B_{4}<B_{3}<B_{1}$; therefore, $B_{2}$ is the best choice.

Next, the comparison of the results obtained from different methods is presented in Table 2 where the weight vector of the attribute is given by $w=\left(w_{1}, w_{2}, w_{3}\right)=(0.35,0.25,0.4)$. We observe that $B_{2}$ is the best option obtained using the proposed method and $B_{4}$ is the best option obtained using the method of Mahmood et al. [91]. The reason for this may be that we use the interval bipolar neutrosophic
cross entropy method whereas Mahmood et al. [91] derived the most desirable alternative based on a weighted arithmetic average operator in an interval bipolar neutrosophic setting.

Table 2. The results of the investment problem obtained from different methods.

| Methods | Ranking Results | Best Option |
| :---: | :---: | :---: |
| The proposed weighted cross entropy measure | $B_{2}<B_{4}<B_{3}<B_{1}$ | $B_{2}$ |
| Mahmood et al.'s strategy [91] | $B_{2}<B_{3}<B_{1}<B_{4}$ | $B_{4}$ |

## 7. Conclusions

In this paper we defined cross entropy and weighted cross entropy measures for bipolar neutrosophic sets and proved their basic properties. We also extended the proposed concept to the interval bipolar neutrosophic environment and proved its basic properties. The proposed cross entropy measures were then employed to develop two new multi-attribute decision-making strategies. Two illustrative numerical examples were solved and comparisons with existing strategies were provided to demonstrate the feasibility, applicability, and efficiency of the proposed strategies. We hope that the proposed cross entropy measures can be effective in dealing with group decision-making, data analysis, medical diagnosis, selection of a suitable company to build power plants [94], teacher selection [95], quality brick selection [96], weaver selection [97,98], etc. In future, the cross entropy measures can be extended to other neutrosophic hybrid environments, such as bipolar neutrosophic soft expert sets, bipolar neutrosophic refined sets, etc.
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## Appendix A

## Proof of Theorem 2

(1) From the inequality stated in Theorem 1 , we can easily obtain $C_{B}(M, N)_{w} \geqslant 0$.
(2) $C_{B}(M, N)_{w}=0$ if, and only if, $M=N$, i.e., $T_{M}^{+}\left(x_{i}\right)=T_{N}^{+}\left(x_{i}\right), I_{M}^{+}\left(x_{i}\right)=I_{N}^{+}\left(x_{i}\right), F_{M}^{+}\left(x_{i}\right)=F_{N}^{+}\left(x_{i}\right)$, $T_{M}^{-}\left(x_{i}\right)=T_{N}^{-}\left(x_{i}\right), I_{M}^{-}\left(x_{i}\right)=I_{N}^{-}\left(x_{i}\right), F_{M}^{-}\left(x_{i}\right)=F_{N}^{-}\left(x_{i}\right) \forall x \in U$.
(3)

(4) $\quad C_{B}\left(M^{C}, N^{C}\right)_{w}=$

$$
\sum_{i=1}^{n}\left[\begin{array}{l}
\sqrt{\frac{F_{M}^{+}\left(x_{i}\right)+F_{N}^{+}\left(x_{i}\right)}{2}}-\left(\frac{\sqrt{F_{M}^{+}\left(x_{i}\right)}+\sqrt{F_{N}^{+}\left(x_{i}\right)}}{2}\right)+\sqrt{\frac{\left(1-I_{M}^{+}\left(x_{i}\right)\right)+\left(1-I_{N}^{+}\left(x_{i}\right)\right)}{2}}-\left(\frac{\sqrt{\left(1-I_{M}^{+}\left(x_{i}\right)\right)}+\sqrt{\left.1-I_{N}^{+}\left(x_{i}\right)\right)}}{2}\right)+ \\
\sqrt{\frac{1-\left(1-I_{M}^{+}\left(x_{i}\right)\right)+1-\left(1-I_{N}^{+}\left(x_{i}\right)\right)}{2}}-\left(\frac{\sqrt{1-\left(1-I_{M}^{+}\left(x_{i}\right)\right)}+\sqrt{1-\left(1-I_{N}^{+}\left(x_{i}\right)\right)}}{2}\right)+\sqrt{\frac{T_{M}^{+}\left(x_{i}\right)+T_{N}^{+}\left(x_{i}\right)}{2}}-\left(\frac{\sqrt{T_{M}^{+}\left(x_{i}\right)}+\sqrt{T_{N}^{+}\left(x_{i}\right)}}{2}\right)+ \\
\sqrt{\frac{-\left(F_{M}^{-}\left(x_{i}\right)+F_{N}^{-}\left(x_{i}\right)\right)}{2}}-\left(\frac{\sqrt{\left(-F_{M}^{-}\left(x_{i}\right)\right)}+\sqrt{\left(-F_{N}^{-}\left(x_{i}\right)\right)}}{2}\right)+\sqrt{\frac{-\left(-1-I_{M}^{-}\left(x_{i}\right)\right)-\left(-1-I_{N}^{-}\left(x_{i}\right)\right)}{2}}-\left(\frac{\sqrt{-\left(-1-I_{M}^{-}\left(x_{i}\right)\right)}+\sqrt{-\left(-1-I_{N}^{-}\left(x_{i}\right)\right)}}{2}\right.
\end{array}\right)+.
$$

$$
=\sum_{i=1}^{n} w_{i} i\left[\begin{array}{l}
\sqrt{\frac{T_{M}^{+}\left(x_{i}\right)+T_{N}^{+}\left(x_{i}\right)}{2}}-\left(\frac{\sqrt{T_{M}^{+}\left(x_{i}\right)}+\sqrt{T_{N}^{+}\left(x_{i}\right)}}{2}\right)+\sqrt{\frac{I_{M}^{+}\left(x_{i}\right)+I_{N}^{+}\left(x_{i}\right)}{2}}-\left(\frac{\sqrt{I_{M}^{+}\left(x_{i}\right)}+\sqrt{I_{N}^{+}\left(x_{i}\right)}}{2}\right)+ \\
\sqrt{\frac{\left(1-I_{M}^{+}\left(x_{i}\right)\right)+\left(1-I_{N}^{+}\left(x_{i}\right)\right)}{2}}-\left(\frac{\sqrt{1-I_{M}^{+}\left(x_{i}\right)}+\sqrt{1-I_{N}^{+}\left(x_{i}\right)}}{2}\right)+\sqrt{\frac{F_{M}^{+}\left(x_{i}\right)+F_{N}^{+}\left(x_{i}\right)}{2}}-\left(\frac{\sqrt{F_{M}^{+}\left(x_{i}\right)}+\sqrt{F_{N}^{+}\left(x_{i}\right)}}{2}\right)+ \\
\sqrt{\frac{-\left(T_{M}^{-}\left(x_{i}\right)+T_{N}^{-}\left(x_{i}\right)\right)}{2}}-\left(\frac{\sqrt{\left(-T_{M}^{-}\left(x_{i}\right)\right)}+\sqrt{\left(-T_{N}^{-}\left(x_{i}\right)\right)}}{2}\right)+\sqrt{\frac{-\left(I_{M}^{-}\left(x_{i}\right)+I_{N}^{-}\left(x_{i}\right)\right)}{2}}-\left(\frac{\sqrt{\left(-I_{M}^{-}\left(x_{i}\right)\right)}+\sqrt{\left(-I_{N}^{-}\left(x_{i}\right)\right)}}{2}\right)+ \\
\sqrt{\frac{\left(1+I_{M}^{-}\left(x_{i}\right)\right)+\left(1+I_{N}^{-}\left(x_{i}\right)\right)}{2}}-\left(\frac{\sqrt{1+I_{M}^{-}\left(x_{i}\right)}+\sqrt{1+I_{N}^{-}\left(x_{i}\right)}}{2}\right)+\sqrt{\frac{-\left(F_{M}^{-}\left(x_{i}\right)+F_{N}^{-}\left(x_{i}\right)\right)}{2}}-\left(\frac{\sqrt{\left(-F_{M}^{-}\left(x_{i}\right)\right)}+\sqrt{\left(-F_{N}^{-}\left(x_{i}\right)\right)}}{2}\right)
\end{array}\right]
$$

$$
=C_{B}\left(M^{C}, N^{C}\right)_{w}
$$

## Appendix B

## Proof of Theorem 4

(1) Obviously, we can easily get $C_{I B}(R, S)_{w} \geqslant 0$.
(2) If $C_{I B}(R, S)_{w}=0$ then $R=S$, and if $\inf T_{R}^{+}\left(x_{i}\right)=\inf T_{S}^{+}\left(x_{i}\right), \sup T_{R}^{+}\left(x_{i}\right)=\sup T_{S}^{+}\left(x_{i}\right), \inf I_{R}^{+}\left(x_{i}\right)$ $=\inf I_{S}^{+}\left(x_{i}\right), \sup I_{R}^{+}\left(x_{i}\right)=\sup I_{S}^{+}\left(x_{i}\right), \inf F_{R}^{+}\left(x_{i}\right)=\inf F_{S}^{+}\left(x_{i}\right), \sup F_{R}^{+}\left(x_{i}\right)=\sup F_{S}^{+}\left(x_{i}\right), \inf T_{R}^{-}\left(x_{i}\right)$ $=\inf T_{S}^{-}\left(x_{i}\right), \sup T_{R}^{-}\left(x_{i}\right)=\sup T_{S}^{-}\left(x_{i}\right), \inf I_{R}^{-}\left(x_{i}\right)=\inf I_{S}^{-}\left(x_{i}\right), \sup I_{R}^{-}\left(x_{i}\right)=\sup I_{S}^{-}\left(x_{i}\right), \inf F_{R}^{-}\left(x_{i}\right)=$ $\inf F_{S}^{-}\left(x_{i}\right), \sup F_{R}^{-}\left(x_{i}\right)=\sup F_{S}^{-}\left(x_{i}\right) \forall x \in U$, then we obtain $C_{I B}(R, S)_{w}=0$.
(3) $C_{I B}(R, S)_{w}=\frac{1}{2} \sum_{i=1}^{n} w_{i}$

$$
=C_{I B}(S, R)_{w} .
$$

(4) $C_{I B}\left(R^{C}, S^{C}\right)_{w}=$



This completes the proof.
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## 1. Introduction

Smarandache [1] initiated the concept of neutrosophic set (NS). Smarandache's NS is characterized by three parts: truth, indeterminacy, and falsity. Truth, indeterminacy and falsity membership values behave independently and deal with the problems of having uncertain, indeterminant and imprecise data. Wang et al. [2] gave a new concept of single valued neutrosophic set (SVNS) and defined the set of theoretic operators in an instance of NS called SVNS. Ye [3-5] studied the correlation coefficient and improved correlation coefficient of NSs, and also determined that, in NSs, the cosine similarity measure is a special case of the correlation coefficient. Peng et al. [6] discussed the operations of simplified neutrosophic numbers and introduced an outranking idea of simplified neutrosophic numbers.

Molodtsov [7] introduced the notion of soft set as a novel mathematical approach for handling uncertainties. Molodtsov's soft sets give us new technique for dealing with uncertainty from the viewpoint of parameters. Maji et al. [8-10] introduced neutrosophic soft sets (NSSs), intuitionistic fuzzy soft sets (IFSSs) and fuzzy soft sets (FSSs). Babitha and Sunil gave the idea of soft set relations [11]. In [12], Sahin and Kucuk presented NSS in the form of neutrosophic relation.

Rough set theory was initiated by Pawlak [13] in 1982. Rough set theory is used to study the intelligence systems containing incomplete, uncertain or inexact information. The lower and upper approximation operators of RSs are used for managing hidden information in a system. Therefore, many hybrid models have been built such as soft rough sets (SRSs), rough fuzzy sets (RFSs), fuzzy rough sets (FRSs), soft fuzzy rough sets (SFRSs), soft rough fuzzy sets (SRFSs), intuitionistic fuzzy soft rough sets (IFSRS), neutrosophic rough sets (NRSs), and rough neutrosophic sets (RNSs) for handling uncertainty and incomplete information effectively. Soft set theory and RS theory are two different mathematical tools to deal with uncertainty. Evidently, there is no direct relationship between these two mathematical tools, but efforts have been made to define some kind of relation [14,15]. Feng et al. [15] took a significant step to introduce parametrization tools in RSs. They introduced SRSs,
in which parameterized subsets of universal sets are elementary building blocks for approximation operators of a subset. Shabir et al. [16] introduced another approach to study roughness through SSs, and this approach is known as modified SRSs (MSR-sets). In MSR-sets, some results proved to be valid that failed to hold in SRSs. Feng et al. [17] introduced a modification of Pawlak approximation space known as soft approximation space (SAS) in which SAS SRSs were proposed. Moreover, they introduced soft rough fuzzy approximation operators in SAS and initiated a idea of SRFSs, which is an extension of RFSs introduced by Dubois and Prade [18] . Meng et al. [19] provide further discussion of the combination of SSs, RSs and FSs. In various decision-making problems, RSs have been used. The existing results of RSs and other extended RSs such as RFSs, generalized RFSs, SFRSs and IFRSs based decision-making models have their advantages and limitations [20,21]. In a different way, RS approximations have been constructed into the IF environment and are known as IFRSs, RIFSs and generalized IFRSs [22-24]. Zhang et al. [25,26] presented the notions of SRSs, SRIFSs, and IFSRSs, its application in decision-making, and also introduced generalized IFSRSs. Broumi et al. [27,28] developed a hybrid structure by combining RSs and NSs, called RNSs. They also presented interval valued neutrosophic soft rough sets by combining interval valued neutrosophic soft sets and RSs. Yang et al. [29] proposed single valued neutrosophic rough sets (SVNRSs) by combining SVNSs and RSs, and established an algorithm for decision-making problems based on SVNRSs in two universes. For some papers related to NSs and multi-criteria decision-making (MCDM), the readers are referred to [30-38]. The notion of SRNSs is a extension of SRSs, SRIFSs, IFSRSs, introduced by Zhang et al. motivated by the idea of single valued neutrosophic rough sets (SVNRSs) introduced, we extend the single valued neutrosophic rough sets' lower and upper approximations to the case of a neutrosophic soft rough set. The concept of a neutrosophic soft rough set is introduced by coupling both the neutrosophic soft sets and rough sets. In this research paper, we introduce the notions of SRNSs and NSRSs as hybrid models for soft computing. Approximation operators of SRNSs and NSRSs are described and their relevant properties are investigated in detail. We describe a mathematical approach to handle decision-making problems in view of NSRSs. We also present an efficient algorithm of our proposed hybrid model to solve decision-making problems.

## 2. Construction of Soft Rough Neutrosophic Sets

In this section, we introduce the notions of SRNSs by combining soft sets with RNSs and soft rough neutrosophic relations (SRNRs). Soft rough neutrosophic sets consist of two basic components, namely neutrosophic sets and soft relations, which are the mathematical basis of SRNSs. The basic idea of soft rough neutrosophic sets is based on the approximation of sets by a couple of sets known as the lower soft rough neutrosophic approximation and the upper soft rough neutrosophic approximation of a set. Here, the lower and upper approximation operators are based on an arbitrary soft relation. The concept of soft rough neutrosophic sets is an extension of the crisp set, rough set for the study of intelligent systems characterized by inexact, uncertain or insufficient information. It is a useful tool for dealing with uncertainty or imprecision information. The concept of neutrosophic soft sets is powerful logic to handle indeterminate and inconsistent situations, and the theory of rough neutrosophic sets is also powerful mathematical logic to handle incompleteness. We introduce the notions of soft rough neutrosophic sets (SRNSs) and neutrosophic soft rough sets (NSRSs) as hybrid models for soft computing. The rating of all alternatives is expressed with the upper soft rough neutrosophic approximation and lower soft rough neutrosophic approximation operator and the pair of neutrosophic sets that are characterized by truth-membership degree, indeterminacy-membership degree, and falsity-membership degree from the view point of parameters.

Definition 1. Let $Y$ be an initial universal set and $M$ a universal set of parameters. For an arbitrary soft relation $P$ over $Y \times M$, let $P_{s}: Y \rightarrow \mathcal{N}(M)$ be a set-valued function defined as $P_{s}(u)=\{k \in M \mid(u, k) \in P\}, u \in Y$. Let $(Y, M, P)$ be an SAS. For any $N S C=\left\{\left(k, T_{C}(k), I_{C}(k), F_{C}(k)\right) \mid k \in M\right\} \in \mathcal{N}(M)$, where $\mathcal{N}(M)$ is a neutrosophic power set of parameter set $M$, the lower soft rough neutrosophic approximation (LSRNA) and
the upper soft rough neutrosophic approximation (USRNA) operators of $C$ w.r.t $(Y, M, P)$ denoted by $\underline{P}(C)$ and $\bar{P}(C)$, are, respectively, defined as follows:

$$
\begin{aligned}
& \bar{P}(C)=\left\{\left(u, T_{\bar{P}(C)}(u), I_{\bar{P}(C)}(u), F_{\bar{P}(C)}(u)\right) \mid u \in Y\right\}, \\
& \underline{P}(C)=\left\{\left(u, T_{\underline{P}(C)}(u), I_{\underline{P}(C)}(u), F_{\underline{P}(C)}(u)\right) \mid u \in Y\right\},
\end{aligned}
$$

where

$$
\begin{aligned}
& T_{\bar{P}(C)}(u)=\bigvee_{k \in P_{s}(u)} T_{C}(k), \quad I_{\bar{P}(C)}(u)=\bigwedge_{k \in P_{s}(u)} I_{C}(k), \quad F_{\bar{P}(C)}(u)=\bigwedge_{k \in P_{s}(u)} F_{C}(k), \\
& T_{\underline{P}(C)}(u)=\bigwedge_{k \in P_{s}(u)} T_{C}(k), \quad I_{\underline{P}(C)}(u)=\bigvee_{k \in P_{s}(u)} I_{C}(k), \quad F_{\underline{P}(C)}(u)=\bigvee_{k \in P_{s}(u)} F_{C}(k) .
\end{aligned}
$$

It is observed that $\bar{P}(C)$ and $\underline{P}(C)$ are two NSs on $Y, \underline{P}(C), \bar{P}(C): \mathcal{N}(M) \rightarrow \mathcal{P}(Y)$ are referred to as the LSRNA and the USRNA operators, respectively. The pair $(\underline{P}(C), \bar{P}(C))$ is called SRNS of $C$ w.r.t $(Y, M, P)$.

Remark 1. Let $(Y, M, P)$ be an SAS. If $C \in \operatorname{IF}(M)$ and $C \in \mathcal{P}(M)$, where $\operatorname{IF}(M)$ and $\mathcal{P}(M)$ are intuitionistic fuzzy power set and crisp power set of $M$, respectively. Then, the above SRNA operators $\underline{P}(C)$ and $\bar{P}(C)$ degenerate to SRIFA and SRA operators, respectively. Hence, SRNA operators are an extension of SRIFA and $S R A$ operators.

Example 1. Suppose that $Y=\left\{w_{1}, w_{2}, w_{3}, w_{4}, w_{5}\right\}$ is the set of five careers under observation, and Mr. $X$ wants to select best suitable career. Let $M=\left\{k_{1}, k_{2}, k_{3}, k_{4}\right\}$ be a set of decision parameters. The parameters $k_{1}, k_{2}, k_{3}$ and $k_{4}$ stand for "aptitude", "work value", "skill" and "recent advancement", respectively. Mr. X describes the "most suitable career" by defining a soft relation P from $Y$ to $M$, which is a crisp soft set as shown in Table 1.

Table 1. Crisp soft relation $P$.

| $P$ | $w_{1}$ | $w_{2}$ | $w_{3}$ | $w_{4}$ | $w_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $k_{1}$ | 1 | 1 | 0 | 1 | 0 |
| $k_{2}$ | 0 | 1 | 1 | 0 | 1 |
| $k_{3}$ | 0 | 1 | 0 | 0 | 0 |
| $k_{4}$ | 1 | 1 | 1 | 0 | 1 |

$P_{S}: Y \rightarrow \mathcal{N}(M)$ is a set valued function, and we have $P_{s}\left(w_{1}\right)=\left\{k_{1}, k_{4}\right\}, P_{s}\left(w_{2}\right)=$ $\left\{k_{1}, k_{2}, k_{3}, k_{4}\right\}, P_{s}\left(w_{3}\right)=\left\{k_{2}, k_{4}\right\}, P_{s}\left(w_{4}\right)=\left\{k_{1}\right\}$ and $P_{s}\left(w_{5}\right)=\left\{k_{2}, k_{4}\right\}$. Mr. X gives most the favorable parameter object $C$, which is an NS defined as follows:

$$
C=\left\{\left(k_{1}, 0.2,0.5,0.6\right),\left(k_{2}, 0.4,0.3,0.2\right),\left(k_{3}, 0.2,0.4,0.5\right),\left(k_{4}, 0.6,0.2,0.1\right)\right\}
$$

From the Definition 1, we have

$$
\begin{gathered}
T_{\bar{P}(C)}\left(w_{1}\right)=\bigvee_{k \in P_{s}\left(w_{1}\right)} T_{C}(k)=\bigvee\{0.2,0.6\}=0.6, \\
I_{\bar{P}(C)}\left(w_{1}\right)=\bigwedge_{k \in P_{s}\left(w_{1}\right)} I_{C}(k)=\bigwedge\{0.5,0.2\}=0.2, \\
F_{\bar{P}(C)}\left(w_{1}\right)=\bigwedge_{k \in P_{s}\left(w_{1}\right)} F_{C}(k)=\bigwedge\{0.6,0.1\}=0.1, \\
T_{\bar{P}(C)}\left(w_{2}\right)=0.6, \quad I_{\bar{P}(C)}\left(w_{2}\right)=0.2, \quad F_{\bar{P}(C)}\left(w_{2}\right)=0.1, \\
T_{\bar{P}(C)}\left(w_{3}\right)=0.6, \quad I_{\bar{P}(C)}\left(w_{3}\right)=0.2, \quad F_{\bar{P}(C)}\left(w_{3}\right)=0.1,
\end{gathered}
$$

$$
\begin{array}{lll}
T_{\bar{P}(C)}\left(w_{4}\right)=0.2, & I_{\bar{P}(C)}\left(w_{4}\right)=0.5, & F_{\bar{P}(C)}\left(w_{4}\right)=0.6, \\
T_{\bar{P}(C)}\left(w_{5}\right)=0.6, & I_{\bar{P}(C)}\left(w_{5}\right)=0.2, & F_{\bar{P}(C)}\left(w_{5}\right)=0.1 .
\end{array}
$$

Similarly,

$$
\begin{aligned}
& T_{\underline{P}(C)}\left(w_{1}\right)=\bigwedge_{k \in P_{s}\left(w_{1}\right)} T_{C}(k)=\bigwedge\{0.2,0.6\}=0.2, \\
& I_{\underline{P}(C)}\left(w_{1}\right)=\bigvee_{k \in P_{s}\left(w_{1}\right)} I_{C}(k)=\bigvee\{0.5,0.2\}=0.5, \\
& F_{\underline{P}(C)}\left(w_{1}\right)=\bigvee_{k \in P_{s}\left(w_{1}\right)} F_{C}(k)=\bigvee\{0.6,0.1\}=0.6, \\
& T_{\underline{P}(C)}\left(w_{2}\right)=0.2, \quad I_{\underline{P}(C)}\left(w_{2}\right)=0.5, \quad F_{\underline{P}(C)}\left(w_{2}\right)=0.6, \\
& T_{\underline{P}(C)}\left(w_{3}\right)=0.4, \quad I_{\underline{P}(C)}\left(w_{3}\right)=0.3, \quad F_{\underline{P}(C)}\left(w_{3}\right)=0.2, \\
& T_{\underline{P}(C)}\left(w_{4}\right)=0.2, \quad I_{\underline{P}(C)}\left(w_{4}\right)=0.5, \quad F_{\underline{P}(C)}\left(w_{4}\right)=0.6, \\
& T_{\underline{P}(C)}\left(w_{5}\right)=0.4, \quad I_{\underline{P}(C)}\left(w_{5}\right)=0.3, \quad F_{\underline{P}(C)}\left(w_{5}\right)=0.2 .
\end{aligned}
$$

Thus, we obtain

$$
\begin{aligned}
& \bar{P}(C)=\left\{\left(w_{1}, 0.6,0.2,0.1\right),\left(w_{2}, 0.6,0.2,0.1\right),\left(w_{3}, 0.6,0.2,0.1\right),\left(w_{4}, 0.2,0.5,0.6\right),\left(w_{5}, 0.6,0.2,0.1\right)\right\} \\
& \underline{P}(C)=\left\{\left(w_{1}, 0.2,0.5,0.6\right),\left(w_{2}, 0.2,0.5,0.6\right),\left(w_{3}, 0.4,0.3,0.2\right),\left(w_{4}, 0.2,0.5,0.6\right),\left(w_{5}, 0.4,0.3,0.2\right)\right\} .
\end{aligned}
$$

Hence, $(\underline{P}(C), \bar{P}(C))$ is an SRNS of $C$.
Theorem 1. Let $(Y, M, P)$ be an SAS. Then, the LSRNA and the USRNA operators $\underline{P}(C)$ and $\bar{P}(C)$ satisfy the following properties for all $C, D \in \mathcal{N}(M)$ :
(i) $\bar{P}(C)=\sim \underline{P}(\sim C)$,
(ii) $\underline{P}(C \cap D)=\underline{P}(C) \cap \underline{P}(D)$,
(iii) $C \subseteq D \Rightarrow \underline{P}(C) \subseteq \underline{P}(D)$,
(iv) $\underline{P}(C \cup D) \supseteq \underline{P}(C) \cup \underline{P}(D)$,
(v) $\underline{P}(C)=\sim \bar{P}(\sim C)$,
(vi) $\bar{P}(C \cup D)=\bar{P}(C) \cup \bar{P}(D)$,
(vii) $C \subseteq D \Rightarrow \bar{P}(C) \subseteq \bar{P}(D)$,
(viii) $\bar{P}(C \cap D) \subseteq \bar{P}(C) \cap \bar{P}(D)$,
where $\sim C$ is the complement of $C$.
Proof. (i) By definition of SRNS, we have

$$
\begin{aligned}
& \sim C=\left\{\left(k, F_{C}(k), 1-I_{C}(k), T_{C}(k)\right)\right\}, \\
& \underline{P}(\sim C)=\left\{\left(u, T_{\underline{p}(\sim C)}(u), I_{\underline{p}(\sim C)}(u), F_{\underline{p}(\sim C)}(u)\right) \mid u \in Y\right\}, \\
& \sim \underline{P}(\sim C)=\left\{\left(u, F_{\underline{p}(\sim C)}(u), 1-I_{\underline{p}}(\sim C)\right.\right. \\
&(u), T_{\underline{p}}(\sim C) \\
&(u)) \mid u \in Y\},
\end{aligned}
$$

where

$$
F_{\underline{\underline{p}}(\sim \mathcal{C})}(u)=\bigvee_{k \in P_{s}(u)} T_{\mathcal{C}}(k), I_{\underline{p}(\sim C)}(u)=\bigvee_{k \in P_{s}(u)}\left(1-I_{C}(k)\right), T_{\underline{P}(\sim C)}(u)=\bigwedge_{k \in P_{s}(u)} F_{C}(k) .
$$

Hence, $\sim \underline{P}(\sim C)=\bar{P}(C)$.
(ii)

$$
\begin{aligned}
\underline{P}(C \cap D)= & \left\{\left(u, T_{\underline{P}(C \cap D)}(u), I_{\underline{P}(C \cap D)}(u), F_{\underline{P}(C \cap D)}(u)\right) \mid u \in Y\right\} \\
= & \left\{\left(u, \bigwedge_{k \in P_{s}(u)} T_{(C \cap D)}(k), \bigvee_{k \in P_{s}(u)} I_{(C \cap D)}(k), \bigvee_{k \in P_{s}(u)} F_{(C \cap D)}(k)\right) \mid u \in Y\right\} \\
= & \left\{\left(u, \bigwedge_{k \in P_{s}(u)}\left(T_{C}(k) \wedge T_{D}(k)\right), \bigvee_{k \in P_{s}(u)}\left(I_{C}(k) \vee I_{D}(k)\right),\right.\right. \\
& \left.\bigvee_{k \in P_{s}(u)}\left(F_{C}(k) \vee F_{D}(k)\right) \mid u \in Y\right\} \\
= & \left\{\left(u, T_{\underline{P}(C)}(u) \wedge T_{\underline{P}(D)}(u), I_{\underline{P}(C)}(u) \vee I_{\underline{P}(D)}(u), F_{\underline{P}(C)}(u) \vee F_{\underline{P}(D)}(u)\right) \mid u \in Y\right\} \\
= & \underline{P}(C) \cap \underline{P}(D) .
\end{aligned}
$$

(iii) It can be easily proved by Definition 1 .
(iv)

$$
\begin{aligned}
T_{\underline{P}(C \cup D)}(u) & =\bigwedge_{k \in P_{s}(u)} T_{C \cup D}(k) \\
& =\bigwedge_{k \in P_{s}(u)}\left(T_{C}(k) \vee T_{D}(k)\right) \\
& \geq\left(\bigwedge_{k \in P_{s}(u)} T_{C}(k) \vee \bigwedge_{k \in P_{s}(u)} T_{D}(k)\right) \\
& \geq\left(T_{\underline{P}(C)}(u) \vee T_{\underline{P}(D)}(u)\right), \\
T_{\underline{P}(C \cup D)}(u) & \geq T_{\underline{P}(C)}(u) \cup T_{\underline{P}(D)}(u) .
\end{aligned}
$$

Similarly, we can prove that

$$
\begin{aligned}
I_{\underline{P}(C \cup D)}(u) & \leq I_{\underline{P}(C)}(u) \cup I_{\underline{P}(D)}(u) \\
F_{\underline{P}(C \cup D)}(u) & \leq F_{\underline{P}(C)}(u) \cup F_{\underline{P}(D)}(u) .
\end{aligned}
$$

Thus, $\underline{P}(C \cup D) \supseteq \underline{P}(C) \cup \underline{P}(D)$.
The properties (v)-(viii) of the USRNA $\bar{P}(C)$ can be easily proved similarly.
Example 2. Considering Example 1, we have

$$
\begin{aligned}
\sim C= & \left\{\left(k_{1}, 0.6,0.5,0.2\right),\left(k_{2}, 0.2,0.7,0.4\right),\left(k_{3}, 0.5,0.6,0.2\right),\left(k_{4}, 0.1,0.8,0.6\right)\right\} \\
\bar{P}(\sim C)= & \left\{\left(w_{1}, 0.6,0.5,0.2\right),\left(w_{2}, 0.6,0.5,0.2\right),\left(w_{3}, 0.2,0.7,0.4\right),\left(w_{4}, 0.6,0.5,0.2\right),\right. \\
\sim \bar{P}(\sim C)= & \left\{\left(w_{5}, 0.2,0.7,0.4\right)\right\}, \\
& \left(w_{1}, 0.2,0.5,0.6\right),\left(w_{2}, 0.2,0.0 .5,0.6\right),\left(w_{3}, 0.4,0.3,0.2\right),\left(w_{4}, 0.2,0.5,0.6\right), \\
= & \underline{P}(C) . \\
\text { Let } D= & \left\{\left(k_{1}, 0.4,0.2,0.6\right),\left(k_{2}, 0.5,0.3,0.2\right),\left(k_{3}, 0.5,0.5,0.1\right),\left(k_{4}, 0.6,0.4,0.7\right)\right\}, \\
\underline{P}(D)= & \left\{\left(w_{1}, 0.4,0.4,0.7\right),\left(w_{2}, 0.4,0.5,0.6\right),\left(w_{3}, 0.5,0.4,0.7\right),\left(w_{4}, 0.4,0.2,0.6\right),\right. \\
& \left.\left(w_{5}, 0.5,0.4,0.7\right)\right\}, \\
C \cap D= & \left\{\left(k_{1}, 0.2,0.5,0.6\right),\left(k_{2}, 0.4,0.3,0.2\right),\left(k_{3}, 0.2,0.5,0.5\right),\left(k_{4}, 0.6,0.4,0.7\right)\right\},
\end{aligned}
$$

$$
\begin{aligned}
\underline{P}(C \cap D)= & \left\{\left(w_{1}, 0.2,0.5,0.7\right),\left(w_{2}, 0.2,0.5,0.6\right),\left(w_{3}, 0.4,0.4,0.7\right),\left(w_{4}, 0.2,0.5,0.6\right),\right. \\
& \left.\left(w_{5}, 0.4,0.4,0.7\right)\right\}, \\
\underline{P}(C) \cap \underline{P}(D)= & \left\{\left(w_{1}, 0.2,0.5,0.7\right),\left(w_{2}, 0.2,0.5,0.6\right),\left(w_{3}, 0.4,0.4,0.7\right),\left(w_{4}, 0.2,0.5,0.6\right),\right. \\
& \left.\left(w_{5}, 0.4,0.4,0.7\right)\right\}, \\
\underline{P}(C \cap D)= & \underline{P}(C) \cap \underline{P}(D), \\
C \cup D= & \left\{\left(k_{1}, 0.4,0.2,0.6\right),\left(k_{2}, 0.5,0.3,0.2\right),\left(k_{3}, 0.5,0.4,0.1\right),\left(k_{4}, 0.6,0.2,0.1\right)\right\}, \\
\underline{P}(C \cup D)= & \left\{\left(w_{1}, 0.4,0.2,0.6\right),\left(w_{2}, 0.4,0.4,0.6\right),\left(w_{3}, 0.5,0.3,0.2\right),\left(w_{4}, 0.4,0.2,0.6\right),\right. \\
& \left.\left(w_{5}, 0.5,0.3,0.2\right)\right\}, \\
\underline{P}(C) \cup \underline{P}(D)= & \left\{\left(w_{1}, 0.4,0.4,0.6\right),\left(w_{2}, 0.4,0.5,0.6\right),\left(w_{3}, 0.5,0.3,0.2\right),\left(w_{4}, 0.4,0.2,0.6\right),\right. \\
& \left.\left(w_{5}, 0.5,0.3,0.2\right)\right\} .
\end{aligned}
$$

Clearly, $\underline{P}(C \cup D) \supseteq \underline{P}(C) \cup \underline{P}(D)$. Hence, properties of the LSRNA operator hold, and we can easily verify the properties of the USRNA operator.

The conventional soft set is a mapping from a parameter to the subset of universe and let $(P, M)$ be a crisp soft set. In [11], Babitha and Sunil introduced the concept of soft set relation. Now, we present the constructive definition of SRNR by using a soft relation $R$ from $M \times M=\bar{M}$ to $\mathcal{P}(Y \times Y=Y)$, where $Y$ is a universal set and $M$ is a set of parameter.

Definition 2. A SRNR $(\underline{R}(D), \bar{R}(D))$ on $Y$ is a $S R N S, R: \mathscr{M} \rightarrow \mathcal{P}(\mathcal{Y})$ is a soft relation on $Y$ defined by

$$
R\left(k_{i} k_{j}\right)=\left\{u_{i} u_{j} \mid \exists u_{i} \in P\left(k_{i}\right), u_{j} \in P\left(k_{j}\right)\right\}, u_{i} u_{j} \in \hat{Y} .
$$

Let $R_{s}: \dot{Y} \rightarrow \mathcal{P}(\dot{M})$ be a set-valued function by

$$
R_{s}\left(u_{i} u_{j}\right)=\left\{k_{i} k_{j} \in \bar{M} \mid\left(u_{i} u_{j}, k_{i} k_{j}\right) \in R\right\}, u_{i} u_{j} \in \hat{Y} .
$$

For any $D \in \mathcal{N}(\bar{M})$, the USRNA and the LSRNA operators of $D$ w.r.t $(\hat{Y}, \bar{M}, R)$ defined as follows:

$$
\begin{aligned}
& \bar{R}(D)=\left\{\left(u_{i} u_{j}, T_{\bar{R}(D)}\left(u_{i} u_{j}\right), I_{\bar{R}(D)}\left(u_{i} u_{j}\right), F_{\bar{R}(D)}\left(u_{i} u_{j}\right)\right) \mid u_{i} u_{j} \in \dot{Y}\right\}, \\
& \underline{R}(D)=\left\{\left(u_{i} u_{j}, T_{\underline{R}(D)}\left(u_{i} u_{j}\right), I_{\underline{\underline{R}}(D)}\left(u_{i} u_{j}\right), F_{\underline{R}(D)}\left(u_{i} u_{j}\right)\right) \mid u_{i} u_{j} \in \dot{Y}\right\},
\end{aligned}
$$

where

$$
\begin{aligned}
& T_{\bar{R}(D)}\left(u_{i} u_{j}\right)=\bigvee_{k_{i} k_{j} \in R_{s}\left(u_{i} u_{j}\right)} T_{D}\left(k_{i} k_{j}\right), \quad I_{\bar{R}(D)}\left(u_{i} u_{j}\right)=\bigwedge_{k_{i} k_{j} \in R_{s}\left(u_{i} u_{j}\right)} I_{D}\left(k_{i} k_{j}\right), \\
& F_{\bar{R}(D)}\left(u_{i} u_{j}\right)=\bigwedge_{k_{i} k_{j} \in R_{s}\left(u_{i} u_{j}\right)} F_{D}\left(k_{i} k_{j}\right), \\
& T_{\underline{R}(D)}\left(u_{i} u_{j}\right)=\bigwedge_{k_{i} k_{j} \in R_{s}\left(u_{i} u_{j}\right)} T_{D}\left(k_{i} k_{j}\right), \quad I_{\underline{R}(D)}\left(u_{i} u_{j}\right)=\bigvee_{k_{i} k_{j} \in R_{s}\left(u_{i} u_{j}\right)} I_{D}\left(k_{i} k_{j}\right), \\
& F_{\underline{R}(D)}\left(u_{i} u_{j}\right)=\bigvee_{k_{i} k_{j} \in R_{s}\left(u_{i} u_{j}\right)} F_{D}\left(k_{i} k_{j}\right) .
\end{aligned}
$$

The pair $(\underline{R}(D), \bar{R}(D))$ is called SRNR and $\underline{R}, \bar{R}: \mathcal{N}(\bar{M}) \rightarrow \mathcal{P}\left(\mathcal{Y}^{\prime}\right)$ are called the LSRNA and the USRNA operators, respectively.

Remark 2. For an NS D on Ḿ and an NS C on $M$,

$$
\begin{aligned}
T_{D}\left(k_{i} k_{j}\right) & \leq \min _{k_{i} \in M}\left\{T_{C}\left(k_{i}\right)\right\}, \\
I_{D}\left(k_{i} k_{j}\right) & \leq \min _{k_{i} \in M}\left\{I_{C}\left(k_{i}\right)\right\}, \\
F_{D}\left(k_{i} k_{j}\right) & \leq \min _{k_{i} \in M}\left\{F_{C}\left(k_{i}\right)\right\} .
\end{aligned}
$$

According to the definition of SRNR, we get

$$
\begin{aligned}
T_{\bar{R}(D)}\left(u_{i} u_{j}\right) & \leq \min \left\{T_{\bar{R}(C)}\left(u_{i}\right), T_{\bar{R}(C)}\left(u_{j}\right)\right\}, \\
I_{\bar{R}(D)}\left(u_{i} u_{j}\right) & \leq \max \left\{I_{\bar{R}(C)}\left(u_{i}\right), I_{\bar{R}(C)}\left(u_{j}\right)\right\}, \\
F_{\bar{R}(D)}\left(u_{i} u_{j}\right) & \leq \max \left\{F_{\bar{R}(C)}\left(u_{i}\right), F_{\bar{R}(C)}\left(u_{j}\right)\right\} .
\end{aligned}
$$

Similarly, for the LSRNA operator $\underline{R}(D)$,

$$
\begin{aligned}
T_{\underline{R}(D)}\left(u_{i} u_{j}\right) & \leq \min \left\{T_{\underline{R}(C)}\left(u_{i}\right), T_{\underline{R}(C)}\left(u_{j}\right)\right\}, \\
I_{\underline{R}(D)}\left(u_{i} u_{j}\right) & \leq \max \left\{I_{\underline{R}(C)}\left(u_{i}\right), I_{\underline{R}(C)}\left(u_{j}\right)\right\}, \\
F_{\underline{R}(D)}\left(u_{i} u_{j}\right) & \left.\leq \max \left\{F_{\underline{R}(C)}\left(u_{i}\right), F_{\underline{R}(C)}\right)\left(u_{j}\right)\right\} .
\end{aligned}
$$

Example 3. Let $Y=\left\{u_{1}, u_{2}, u_{3}\right\}$ be a universal set and $M=\left\{k_{1}, k_{2}, k_{3}\right\}$ be a set of parameters. A soft set $(P, M)$ on $Y$ can be defined in tabular form (see Table 2) as follows:

Table 2. Soft set $(P, M)$.

| $\boldsymbol{P}$ | $u_{1}$ | $u_{2}$ | $u_{3}$ |
| :---: | :---: | :---: | :---: |
| $k_{1}$ | 1 | 1 | 0 |
| $k_{2}$ | 0 | 0 | 1 |
| $k_{3}$ | 1 | 1 | 1 |

Let $E=\left\{u_{1} u_{2}, u_{2} u_{3}, u_{2} u_{2}, u_{3} u_{2}\right\} \subseteq Y$ and $L=\left\{k_{1} k_{3}, k_{2} k_{1}, k_{3} k_{2}\right\} \subseteq M^{\prime}$. Then, a soft relation $R$ on $E$ (from $L$ to $E$ ) can be defined in tabular form (see Table 3) as follows:

Table 3. Soft relation $R$.

| $\boldsymbol{R}$ | $u_{1} u_{2}$ | $u_{2} u_{3}$ | $u_{2} u_{2}$ | $u_{3} u_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| $k_{1} k_{3}$ | 1 | 1 | 1 | 0 |
| $k_{2} k_{1}$ | 0 | 0 | 0 | 1 |
| $k_{3} k_{2}$ | 0 | 1 | 0 | 0 |

Now, we can define set-valued function $R_{s}$ such that

$$
R_{s}\left(u_{1} u_{2}\right)=\left\{k_{1} k_{3}\right\}, R_{s}\left(u_{2} u_{3}\right)=\left\{k_{1} k_{3}, k_{3} k_{2}\right\}, R_{s}\left(u_{2} u_{2}\right)=\left\{k_{1} k_{3}\right\}, R_{s}\left(u_{3} u_{2}\right)=\left\{k_{2} k_{1}\right\}
$$

Let $C=\left\{\left(k_{1}, 0.2,0.4,0.6\right),\left(k_{2}, 0.4,0.5,0.2\right),\left(k_{3}, 0.1,0.2,0.4\right)\right\}$ be an $N S$ on $M$, then
$\bar{R}(C)=\left\{\left(u_{1}, 0.2,0.2,0.4\right),\left(u_{2}, 0.2,0.4,0.4\right),\left(u_{3}, 0.4,0.2,0.2\right)\right\}$,
$\underline{R}(C)=\left\{\left(u_{1}, 0.1,0.4,0.6\right),\left(u_{2}, 0.1,0.4,0.6\right),\left(u_{3}, 0.1,0.5,0.4\right)\right\}$,
Let $D=\left\{\left(k_{1} k_{3}, 0.1,0.2,0.2\right),\left(k_{2} k_{1}, 0.1,0.1,0.2\right),\left(k_{3} k_{2}, 0.1,0.2,0.1\right)\right\}$ be an $N S$ on $L$, then
$\bar{R}(D)=\left\{\left(u_{1} u_{2}, 0.1,0.2,0.2\right),\left(u_{2} u_{3}, 0.1,0.2,0.1\right),\left(u_{2} u_{2}, 0.1,0.2,0.2\right),\left(u_{3} u_{2}, 0.1,0.1,0.2\right)\right\}$,
$\underline{R}(D)=\left\{\left(u_{1} u_{2}, 0.1,0.2,0.2\right),\left(u_{2} u_{3}, 0.1,0.2,0.1\right),\left(u_{2} u_{2}, 0.1,0.2,0.2\right),\left(u_{3} u_{2}, 0.1,0.1,0.2\right)\right\}$.
Hence, $R(D)=(\underline{R}(D), \bar{R}(D))$ is SRNR.

## 3. Construction of Neutrosophic Soft Rough Sets

In this section, we will introduce the notions of NSRSs, neutrosophic soft rough relations (NSRRs).
Definition 3. Let $Y$ be an initial universal set and $M$ a universal set of parameters. For an arbitrary neutrosophic soft relation $\tilde{P}$ from $Y$ to $M,(Y, M, \tilde{P})$ is called neutrosophic soft approximation space (NSAS). For any NS $C \in \mathcal{N}(M)$, we define the upper neutrosophic soft approximation (UNSA) and the lower neutrosophic soft approximation (LNSA) operators of $C$ with respect to $(Y, M, \tilde{P})$ denoted by $\overline{\tilde{P}}(C)$ and $\underline{\tilde{P}}(C)$, respectively as follows:

$$
\begin{aligned}
& \bar{P}(C)=\left\{\left(u, T_{\overline{\bar{P}}(C)}(u), I_{\bar{P}(C)}(u), F_{\overline{\bar{P}}(C)}(u)\right) \mid u \in Y\right\}, \\
& \underline{\tilde{P}}(C)=\left\{\left(u, T_{\underline{\tilde{P}}(C)}(u), I_{\underline{\tilde{P}}(C)}(u), F_{\underline{\tilde{P}}(C)}(u)\right) \mid u \in Y\right\},
\end{aligned}
$$

where

$$
\begin{aligned}
T_{\bar{P}(C)}(u) & =\bigvee_{k \in M}\left(T_{\tilde{P}(C)}(u, k) \wedge T_{C}(k)\right), \quad I_{\tilde{P}(C)}(u)=\bigwedge_{k \in M}\left(I_{\tilde{P}(C)}(u, k) \vee I_{C}(k)\right), \\
F_{\tilde{P}(C)}(u) & =\bigwedge_{k \in M}\left(F_{\tilde{P}(C)}(u, k) \vee F_{C}(k)\right), \\
T_{\tilde{\tilde{P}}(C)}(u) & =\bigwedge_{k \in M}\left(F_{\tilde{P}(C)}(u, k) \vee T_{C}(k)\right), \quad I_{\tilde{\tilde{P}}(C)}(u)=\bigvee_{k \in M}\left(\left(1-I_{\tilde{P}(C)}(u, k)\right) \wedge I_{C}(k)\right), \\
F_{\tilde{\tilde{P}}(C)}(u) & =\bigvee_{k \in M}\left(T_{\tilde{P}(C)}(u, k) \wedge F_{C}(k)\right) .
\end{aligned}
$$

The pair $(\underline{\tilde{P}}(C), \overline{\tilde{P}}(C))$ is called NSRS of $C$ w.r.t $(Y, M, \tilde{P})$, and $\underline{\tilde{P}}$ and $\overline{\tilde{P}}$ are referred to as the LNSRA and the UNSRA operators, respectively.

Remark 3. A neutrosophic soft relation over $Y \times M$ is actually a neutrosophic soft set on $Y$. The NSRA operators are defined over two distinct universes $Y$ and $M$. As we know, universal set $Y$ and parameter set $M$ are two different universes of discourse but have solid relations. These universes can not be considered as identical universes; therefore, the reflexive, symmetric and transitive properties of neutrosophic soft relations from $Y$ to $M$ do not exist.

Let $\tilde{P}$ be a neutrosophic soft relation from $Y$ to $M$, if, for each $u \in Y$, there exists $k \in M$ such that $T_{\tilde{P}}(u, k)=1, I_{\tilde{P}}(u, k)=0, F_{\tilde{P}}(u, k)=0$. Then, $\tilde{P}$ is referred to as a serial neutrosophic soft relation from $Y$ to parameter set $M$.

Example 4. Suppose that $Y=\left\{w_{1}, w_{2}, w_{3}, w_{4}\right\}$ is the set of careers under consideration, and Mr. $X$ wants to select the most suitable career. $M=\left\{k_{1}, k_{2}, k_{3}\right\}$ is a set of decision parameters. Mr. $X$ describes the "most suitable career" by defining a neutrosophic soft set $(\tilde{P}, M)$ on $Y$ that is a neutrosophic relation from $Y$ to $M$ as shown in Table 4.

Table 4. Neutrosophic soft relation $\tilde{P}$.

| $\tilde{\boldsymbol{P}}$ | $w_{1}$ | $w_{2}$ | $w_{3}$ | $w_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $k_{1}$ | $(0.3,0.4,0.5)$ | $(0.4,0.2,0.3)$ | $(0.1,0.5,0.4)$ | $(0.2,0.3,0.4)$ |
| $k_{2}$ | $(0.1,0.5,0.4)$ | $(0.3,0.4,0.6)$ | $(0.4,0.4,0.3)$ | $(0.5,0.3,0.8)$ |
| $k_{3}$ | $(0.3,0.4,0.4)$ | $(0.4,0.6,0.7)$ | $(0.3,0.5,0.4)$ | $(0.5,0.4,0.6)$ |

Now, Mr. X gives the most favorable decision object $C$, which is an NS on $M$ defined as follows: $C=\left\{\left(k_{1}, 0.5,0.2,0.4\right),\left(k_{2}, 0.2,0.3,0.1\right),\left(k_{3}, 0.2,0.4,0.6\right)\right\}$. By Definition 3, we have

$$
\begin{gathered}
T_{\bar{P}(C)}\left(w_{1}\right)=\bigvee_{k \in M}\left(T_{\tilde{P}(C)}\left(w_{1}, k\right) \wedge T_{C}(k)\right)=\bigvee\{0.3,0.1,0.2\}=0.3, \\
I_{\bar{P}(C)}\left(w_{1}\right)=\bigwedge_{k \in M}\left(I_{\tilde{P}(C)}\left(w_{1}, k\right) \vee I_{C}(k)\right)=\bigwedge\{0.4,0.5,0.4\}=0.4, \\
F_{\bar{P}(C)}\left(w_{1}\right)=\bigwedge_{k \in M}\left(F_{\tilde{P}(C)}\left(w_{1}, k\right) \vee F_{C}(k)\right)=\bigwedge\{0.5,0.4,0.6\}=0.4, \\
T_{\bar{P}(C)}\left(w_{2}\right)=0.4, \quad I_{\bar{P}(C)}\left(w_{2}\right)=0.2, \quad F_{\overline{\bar{P}}(C)}\left(w_{2}\right)=0.4, \\
T_{\bar{P}(C)}\left(w_{3}\right)=0.2, \quad I_{\bar{P}(C)}\left(w_{3}\right)=0.4, \quad F_{\overline{\bar{P}}(C)}\left(w_{3}\right)=0.3, \\
T_{\bar{P}(C)}\left(w_{4}\right)=0.2, \quad I_{\bar{P}(C)}\left(w_{4}\right)=0.3, \quad F_{\tilde{P}(C)}\left(w_{4}\right)=0.4 .
\end{gathered}
$$

Similarly,

$$
\begin{aligned}
& T_{\underline{\tilde{P}}(C)}\left(w_{1}\right)=\bigwedge_{k \in M}\left(F_{\tilde{P}(C)}\left(w_{1}, k\right) \vee T_{C}(k)\right)=\bigwedge\{0.5,0.4,0.4\}=0.4, \\
& I_{\underline{\tilde{P}}(C)}\left(w_{1}\right)=\bigvee_{k \in M}\left(\left(1-I_{\tilde{P}(C)}\left(w_{1}, k\right)\right) \wedge I_{C}(k)\right)=\bigvee\{0.2,0.3,0.4\}=0.4, \\
& F_{\underline{\tilde{P}}(C)}\left(w_{1}\right)=\bigvee_{k \in M}\left(T_{\tilde{P}(C)}\left(w_{1}, k\right) \wedge F_{C}(k)\right)=\bigvee\{0.3,0.1,0.3\}=0.3, \\
& T_{\underline{\tilde{P}}(C)}\left(w_{2}\right)=0.5, \quad I_{\underline{\tilde{P}}(C)}\left(w_{2}\right)=0.4, \quad F_{\underline{\tilde{P}}(C)}\left(w_{2}\right)=0.4, \\
& T_{\underline{\tilde{P}}(C)}\left(w_{3}\right)=0.4, \quad I_{\underline{\tilde{P}}(C)}\left(w_{3}\right)=0.4, \quad F_{\underline{\tilde{P}}(C)}\left(w_{3}\right)=0.3, \\
& T_{\underline{\tilde{P}}(C)}\left(w_{4}\right)=0.5, \quad I_{\underline{\tilde{P}}(C)}\left(w_{4}\right)=0.4, \quad F_{\tilde{\tilde{P}}(C)}\left(w_{4}\right)=0.5 .
\end{aligned}
$$

Thus, we obtain

$$
\begin{aligned}
& \overline{\tilde{P}}(C)=\left\{\left(w_{1}, 0.3,0.4,0.4\right),\left(w_{2}, 0.4,0.2,0.4\right),\left(w_{3}, 0.2,0.4,0.3\right),\left(w_{4}, 0.2,0.3,0.4\right)\right\} \\
& \underline{\tilde{P}}(C)=\left\{\left(w_{1}, 0.4,0.4,0.3\right),\left(w_{2}, 0.5,0.4,0.4\right),\left(w_{3}, 0.4,0.4,0.3\right),\left(w_{4}, 0.5,0.4,0.5\right)\right\}
\end{aligned}
$$

Hence, $(\underline{\tilde{P}}(C), \overline{\tilde{P}}(C))$ is an NSRS of $C$.
Theorem 2. Let $(Y, M, \tilde{P})$ be an NSAS. Then, the UNSRA and the LNSRA operators $\overline{\tilde{P}}(C)$ and $\underline{\tilde{P}}(C)$ satisfy the following properties for all $C, D \in \mathcal{N}(M)$ :
(i) $\underline{\tilde{P}}(C)=\sim \overline{\tilde{P}}(\sim A)$,
(ii) $\underline{\tilde{P}}(C \cap D)=\underline{\tilde{P}}(C) \cap \underline{\tilde{P}}(D)$,
(iii) $C \subseteq D \Rightarrow \underline{\tilde{P}}(C) \subseteq \underline{\tilde{P}}(D)$,
(iv) $\underline{\tilde{P}}(C \cup D) \supseteq \underline{\tilde{P}}(C) \cup \underline{\tilde{P}}(D)$,
(v) $\bar{P}(C)=\sim \underline{\tilde{P}}(\sim C)$,
(vi) $\bar{P}(C \cup D)=\bar{P}(C) \cup \bar{P}(D)$,
(vii) $C \subseteq D \Rightarrow \overline{\tilde{P}}(C) \subseteq \bar{P}(D)$,
(viii) $\bar{P}(C \cap D) \subseteq \overline{\tilde{P}}(C) \cap \overline{\tilde{P}}(D)$.

Proof. (i)

$$
\sim C=\left\{\left(k, F_{C}(k), 1-I_{C}(k), T_{C}(k)\right) \mid k \in M\right\} .
$$

By definition of NSRS, we have

$$
\begin{aligned}
\tilde{P}(\sim C) & =\left\{\left(u, T_{\bar{P}(\sim C)}(u), I_{\bar{P}(\sim C)}(u), F_{\bar{P}(\sim C)}(u)\right) \mid u \in Y\right\}, \\
\sim \tilde{P}(\sim C) & =\left\{\left(u, F_{\bar{P}(\sim C)}(u), 1-I_{\bar{P}(\sim C)}(u), T_{\bar{P}(\sim C)}(u)\right) \mid u \in Y\right\}, \\
F_{\bar{P}(\sim C)}(u) & =\bigwedge_{k \in M}\left(F_{\tilde{P}( }(u, k) \vee T_{C}(k)\right) \\
& =T_{\underline{\tilde{P}}(C)}(u), \\
1-I_{\bar{P}(\sim C)}(u) & =1-\left(\bigwedge_{k \in M}\left[I_{\tilde{P}}(u, k) \vee I_{\sim C}(k)\right]\right) \\
& =\bigvee_{k \in M}\left(\left(1-I_{\tilde{P}}(u, k)\right) \wedge\left(1-I_{\sim C}(k)\right)\right) \\
& =\bigvee_{k \in M}\left(\left(1-I_{\tilde{P}}(u, k)\right) \wedge\left(1-\left(1-I_{C}(k)\right)\right)\right) \\
& =\bigvee_{k \in M}\left(\left(1-I_{\tilde{P}}(u, k)\right) \wedge I_{C}(k)\right) \\
& =I_{\tilde{p}(C)}(u), \\
T_{\bar{P}(\sim C)}(u) & =\bigvee_{k \in M}\left(T_{\tilde{P}}(u, k) \wedge T_{\sim C}(k)\right) \\
& =\bigvee_{k \in M}\left(T_{\tilde{P}( }(u, k) \wedge F_{C}(k)\right) \\
& =F_{\bar{P}(C)}(u) . \\
\text { Thus, } \underline{\tilde{P}(C)} & =\sim \overline{\tilde{P}}(\sim C) .
\end{aligned}
$$

(ii)

$$
\begin{aligned}
\underline{\tilde{P}}(C \cap D) & =\left\{\left(u, T_{\tilde{\tilde{P}}(C \cap D)}(u), I_{\underline{\tilde{P}}(C \cap D)}(u), F_{\tilde{\tilde{P}}(C \cap D)}(u)\right)\right\}, \\
\underline{\tilde{P}}(C) \cap \underline{\tilde{P}}(D) & =\left\{\left(u, T_{\underline{\underline{\tilde{p}}}(C)}(u) \wedge T_{\underline{\tilde{\tilde{p}}}(D)}(u), I_{\underline{\tilde{P}}(C)}(u) \vee I_{\underline{\tilde{p}}(D)}(u), F_{\underline{\tilde{p}}(C)}(u) \vee F_{\underline{\tilde{p}}(D)}(u)\right)\right\} .
\end{aligned}
$$

## Now, consider

$$
\begin{aligned}
T_{\underline{\tilde{P}}(C \cap D)}(u) & =\bigwedge_{k \in M}\left(F_{\tilde{\tilde{P}}}(u, k) \vee T_{C \cap D}(k)\right) \\
& =\bigwedge_{k \in M}\left(F_{\underline{\tilde{p}}}(u, k) \vee\left(T_{C}(k) \wedge T_{D}(k)\right)\right) \\
& =\bigwedge_{k \in M}\left(F_{\tilde{\tilde{P}}}(u, k) \vee T_{C}(k)\right) \wedge \bigwedge_{k \in M}\left(F_{\tilde{\tilde{P}}}(u, k) \vee T_{D}(k)\right) \\
& =T_{\underline{\tilde{P}}(C)}(u) \wedge T_{\underline{\tilde{P}}(D)}(u),
\end{aligned}
$$

$$
\begin{aligned}
I_{\underline{\tilde{p}}(C \cap D)}(u) & =\bigvee_{k \in M}\left(\left(1-I_{\underline{\tilde{p}}}(u, k)\right) \wedge I_{C \cap D}(k)\right) \\
& =\bigvee_{k \in M}\left(\left(1-I_{\underline{\tilde{p}}}(u, k)\right) \wedge\left(I_{C}(k) \vee I_{D}(k)\right)\right) \\
& \left.=\bigvee_{k \in M}\left(\left(1-I_{\underline{\tilde{p}}}(u, k)\right)\right) \wedge I_{C}(k)\right) \vee \bigvee_{k \in M}\left(\left(1-I_{\underline{\tilde{p}}}(u, k)\right) \vee I_{D}(k)\right) \\
& =I_{\underline{\tilde{p}}(C)}(u) \vee I_{\underline{\tilde{p}}(D)}(u), \\
F_{\underline{\tilde{p}}(C \cap D)}(u) & =\bigvee_{k \in M}\left(T_{\underline{\tilde{p}}}(u, k) \wedge F_{C \cap D}(k)\right) \\
& =\bigvee_{k \in M}\left(T_{\tilde{\tilde{p}}}(u, k) \wedge\left(F_{C}(k) \vee F_{D}(k)\right)\right) \\
& =\bigvee_{k \in M}\left(T_{\underline{\tilde{p}}}(u, k) \wedge F_{C}(k)\right) \vee \bigvee_{k \in M}\left(T_{\underline{\tilde{p}}}(u, k) \wedge F_{D}(k)\right) \\
& =F_{\underline{\tilde{P}}(C)}(u) \vee F_{\tilde{\tilde{P}}(D)}(u) . \\
\text { Thus, } \underline{\tilde{P}}(C \cap D) & =\underline{\tilde{P}}(C) \cap \underline{\tilde{P}}(D) .
\end{aligned}
$$

(iii) It can be easily proven by Definition 3.
(iv)

$$
\begin{aligned}
& \underline{\tilde{P}}(C \cup D)=\left\{\left(u, T_{\underline{\tilde{P}}(C \cup D)}(u), I_{\underline{\tilde{P}}(C \cup D)}(u), F_{\underline{\tilde{p}}(C \cup D)}(u)\right)\right\}, \\
& \underline{\underline{P}}(C) \cup \underline{\tilde{P}}(D)=\left\{\left(u, T_{\underline{\tilde{P}}(C)}(u) \vee T_{\underline{\tilde{P}}(D)}(u), I_{\underline{\underline{\tilde{P}}(C)}}(u) \wedge I_{\underline{\tilde{P}}(D)}(u), F_{\underline{\tilde{P}}(C)}(u) \wedge F_{\underline{\tilde{\tilde{P}}}(D)}(u)\right)\right\}, \\
& T_{\underline{\underline{p}}(C \cup D)}(u)=\bigwedge_{k \in M}\left(F_{\tilde{P}}(u, k) \vee T_{C \cup D}(k)\right) \\
& =\bigwedge_{k \in M}\left(F_{\tilde{P}}(u, k) \vee\left[T_{C}(k) \vee T_{D}(k)\right]\right) \\
& =\bigwedge_{k \in M}\left(\left[F_{\tilde{P}}(u, k) \vee T_{C}(k)\right] \vee\left[F_{\tilde{P}}(u, k) \vee T_{D}(k)\right]\right) \\
& \geq \bigwedge_{k \in M}\left(F_{\tilde{P}}(u, k) \vee T_{C}(k)\right) \vee \bigwedge_{k \in M}\left(F_{\tilde{P}}(u, k) \vee T_{D}(k)\right) \\
& =T_{\underline{\tilde{P}}(C)}(u) \vee T_{\underline{\tilde{p}}(D)}(u), \\
& I_{\underline{\underline{\tilde{p}}}(\mathrm{CUD})}(u)=\bigvee_{k \in M}\left(\left(1-I_{\underline{\tilde{p}}}(u, k)\right) \wedge I_{C \cup D}(k)\right) \\
& =\bigvee_{k \in M}\left(\left(1-I_{\underline{\tilde{p}}}(u, k)\right) \wedge\left[I_{C}(k) \wedge I_{D}(k)\right]\right) \\
& \left.=\bigvee_{k \in M}\left(\left[1-I_{\underline{\underline{p}}}(u, k)\right) \wedge I_{C}(k)\right] \wedge\left[\left(1-I_{\underline{\underline{p}}}(u, k)\right) \wedge I_{D}(k)\right]\right) \\
& \leq \bigvee_{k \in M}\left(\left(1-I_{\underline{\tilde{p}}}(u, k)\right) \wedge I_{C}(k)\right) \wedge \bigvee_{k \in M}\left(\left(1-I_{\underline{\tilde{p}}}(u, k)\right) \wedge I_{D}(k)\right) \\
& =I_{\underline{\tilde{\tilde{P}}}(C)}(u) \wedge I_{\underline{\tilde{P}}(D)}(u), \\
& F_{\underline{\underline{p}}(C \cup D)}(u)=\bigvee_{k \in M}\left(T_{\underline{\underline{p}}}(u, k) \wedge F_{C \cup D}(k)\right) \\
& =\bigvee_{k \in M}\left(T_{\underline{\tilde{p}}}(u, k) \wedge\left[F_{C}(k) \wedge F_{D}(k)\right]\right) \\
& =\bigvee_{k \in M}\left(\left[T_{\underline{\tilde{p}}}(u, k) \wedge F_{C}(k)\right] \wedge\left[T_{\underline{\tilde{p}}}(u, k) \wedge F_{D}(k)\right]\right) \\
& \leq \bigvee_{k \in M}\left(T_{\underline{p}}(u, k) \wedge F_{\mathcal{C}}(k)\right) \wedge \bigvee_{k \in M}\left(T_{\underline{p}}(u, k) \wedge F_{D}(k)\right) \\
& =F_{\underline{\underline{\tilde{P}}}(C)}(u) \wedge F_{\underline{\tilde{P}}(D)}(u) \text {. }
\end{aligned}
$$

(vii)

$$
\begin{aligned}
& \overline{\bar{P}}(C \cap D)=\left\{\left(u, T_{\bar{P}(C \cap D)}(u), I_{\bar{P}(C \cap D)}(u), F_{\bar{P}(C \cap D)}(u)\right)\right\}, \\
& \overline{\widetilde{P}}(C) \cap \bar{P}(D)=\left\{\left(u, T_{\bar{P}(C)}(u) \wedge T_{\bar{P}(D)}(u), I_{\bar{P}(C)}(u) \vee I_{\bar{P}(D)}(u), F_{\bar{P}(C)}(u) \vee F_{\bar{P}(D)}(u)\right)\right\}, \\
& T_{\bar{p}(C \cap D)}(u)=\bigvee_{k \in M}\left(T_{\tilde{P}}(u, k) \wedge T_{\text {C } \cap D}(k)\right) \\
& =\bigvee_{k \in M}\left(T_{\tilde{P}}(u, k) \wedge\left[T_{C}(k) \wedge T_{D}(k)\right]\right) \\
& =\bigvee_{k \in M}\left(\left[T_{\tilde{P}}(u, k) \wedge T_{C}(k)\right] \wedge\left[T_{\tilde{P}}(u, k) \wedge T_{D}(k)\right]\right) \\
& \leq \bigvee_{k \in M}\left(T_{\tilde{P}}(u, k) \wedge T_{C}(k)\right) \wedge \bigvee_{k \in M}\left(T_{\tilde{P}}(u, k) \wedge T_{D}(k)\right) \\
& =T_{\bar{P}(C)}(u) \wedge T_{\bar{P}(D)}(u), \\
& I_{\bar{P}(C \cap D)}(u)=\bigwedge_{k \in M}\left(I_{\bar{P}}(u, k) \vee I_{\text {C } \cap D}(k)\right) \\
& =\bigwedge_{k \in M}\left(I_{\bar{p}}(u, k) \vee\left[I_{C}(k) \vee I_{D}(k)\right]\right) \\
& =\bigwedge_{k \in M}\left(\left[I_{\bar{p}}(u, k) \vee I_{C}(k)\right] \vee\left[I_{\bar{p}}(u, k) \vee I_{D}(k)\right]\right) \\
& \geq \bigwedge_{k \in M}\left(\left(I_{\bar{P}}(u, k)\right) \vee I_{C}(k)\right) \vee \bigwedge_{k \in M}\left(\left(I_{\bar{P}}(u, k)\right) \vee I_{D}(k)\right) \\
& =I_{\bar{P}(C)}(u) \vee I_{\bar{P}(D)}(u), \\
& F_{\overline{\bar{P}}(C \cap D)}(u)=\bigwedge_{k \in M}\left(F_{\bar{P}}(u, k) \vee F_{C \cap D}(k)\right) \\
& =\bigwedge_{k \in M}\left(F_{\bar{p}}(u, k) \vee\left[F_{\mathcal{C}}(k) \vee F_{D}(k)\right]\right) \\
& =\bigwedge_{k \in M}\left(\left[F_{\bar{P}}(u, k) \vee F_{C}(k)\right] \vee\left[F_{\bar{P}}(u, k) \vee F_{D}(k)\right]\right) \\
& \geq \bigwedge_{k \in M}\left(F_{\bar{P}}(u, k) \vee F_{C}(k)\right) \vee \bigwedge_{k \in M}\left(F_{\bar{P}}(u, k) \vee F_{D}(k)\right) \\
& =F_{\bar{P}(C)}(u) \vee F_{\bar{P}(D)}(u) \text {. } \\
& \text { Thus, } \bar{P}(C \cap D) \subseteq \bar{P}(C) \cap \bar{P}(D) \text {. }
\end{aligned}
$$

The properties (v)-(vii) of the UNSRA operator $\bar{P}(C)$ can be easily proved similarly.
Theorem 3. Let $(Y, M, \tilde{P})$ be an NSAS. The UNSRA and the LNSRA operators $\bar{P}$ and $\underline{\tilde{P}}$ satisfy the following properties for all $C, D \in \mathcal{N}(M)$ :
(i) $\quad \underline{\tilde{P}}(C-D) \supseteq \underline{\tilde{P}}(C)-\overline{\tilde{P}}(D)$,
(ii) $\bar{P}(C-D) \subseteq \bar{P}(C)-\underline{\tilde{P}}(D)$.

Proof. (i) By Definition 3 and definition of difference of two NSs, for all $u \in Y$,

$$
\begin{aligned}
& T_{\underline{\tilde{P}}(C-D)}(u)=\bigwedge_{k \in M}\left(F_{\tilde{P}}(u, k) \vee T_{C-D}(k)\right) \\
& =\bigwedge_{k \in M}\left(F_{\widetilde{P}}(u, k) \vee\left(T_{C}(k) \wedge F_{D}(k)\right)\right) \\
& =\bigwedge_{k \in M}\left(\left[F_{\tilde{P}}(u, k) \vee T_{C}(k)\right] \wedge\left[F_{\tilde{P}}(u, k) \vee F_{D}(k)\right]\right) \\
& =\bigwedge_{k \in M}\left(F_{\tilde{P}}(u, k) \vee T_{C}(k)\right) \wedge \bigwedge_{k \in M}\left(F_{\tilde{P}}(u, k) \vee F_{D}(k)\right) \\
& =T_{\underline{\tilde{P}}(C)}(u) \wedge F_{\overline{\bar{P}}(D)}(u) \\
& =T_{\underline{\tilde{p}}(C)-\bar{P}(D)}(u) \text {, } \\
& I_{\underline{\underline{p}}(C-D)}(u)=\bigvee_{k \in M}\left(\left(1-I_{\tilde{p}}(u, k)\right) \wedge I_{C-D}(k)\right) \\
& =\bigvee_{k \in M}\left(\left(1-I_{\tilde{P}}(u, k)\right) \wedge\left(I_{C}(k) \wedge\left(1-I_{D}(k)\right)\right)\right) \\
& =\bigvee_{k \in M}\left(\left[\left(1-I_{\tilde{P}}(u, k)\right) \wedge I_{C}(k)\right] \wedge\left[\left(1-I_{\tilde{P}}(u, k)\right) \wedge\left(1-I_{D}(k)\right)\right]\right) \\
& =\bigvee_{k \in M}\left(\left[\left(1-I_{\tilde{p}}(u, k)\right) \wedge I_{C}(k)\right] \wedge\left[1-\left(I_{\tilde{P}}(u, k) \vee I_{D}(k)\right)\right]\right) \\
& \leq \bigvee_{k \in M}\left(\left(1-I_{\tilde{P}}(u, k)\right) \wedge I_{C}(k)\right) \wedge \bigvee_{k \in M}\left(1-\left(I_{\tilde{P}}(u, k) \vee I_{D}(k)\right)\right) \\
& \leq \bigvee_{k \in M}\left(\left(1-I_{\tilde{P}}(u, k)\right) \wedge I_{C}(k)\right) \wedge\left(1-\bigwedge_{k \in M}\left(I_{\tilde{P}}(u, k) \vee I_{D}(k)\right)\right) \\
& =I_{\underline{\tilde{p}}(C)}(u) \wedge\left(1-I_{\bar{P}(D)}(u)\right) \\
& =I_{\underline{\tilde{P}}(C)-\bar{P}(D)}(u) \text {, } \\
& F_{\underline{\tilde{P}}(C-D)}(u)=\bigvee_{k \in M}\left(T_{\tilde{P}}(u, k) \wedge F_{C-D}(k)\right) \\
& =\bigvee_{k \in M}\left(T_{\tilde{P}}(u, k) \wedge\left(F_{C}(k) \wedge T_{D}(k)\right)\right) \\
& =\bigvee_{k \in M}\left(\left[T_{\tilde{P}}(u, k) \wedge F_{C}(k)\right] \wedge\left[T_{\tilde{P}}(u, k) \wedge T_{D}(k)\right]\right) \\
& \leq \bigvee_{k \in M}\left(T_{\tilde{P}}(u, k) \wedge F_{C}(k)\right) \wedge \bigvee_{k \in M}\left(T_{\tilde{P}}(u, k) \wedge T_{D}(k)\right) \\
& =F_{\underline{\tilde{P}}(C)}(u) \wedge T_{\bar{P}(D)}(u) \\
& =F_{\underline{\tilde{p}}(C)-\bar{P}(D)}(u) \text {. } \\
& \text { Thus, } \underline{\tilde{P}}(C-D) \subseteq \underline{\tilde{P}}(C)-\overline{\tilde{P}}(D) \text {. }
\end{aligned}
$$

(ii) By Definition 3 and definition of difference of two NSs, for all $u \in Y$,

$$
\begin{aligned}
& T_{\bar{P}(C-D)}(u)=\bigvee_{k \in M}\left(T_{\widetilde{P}}(u, k) \wedge T_{C-D}(k)\right) \\
& =\bigvee_{k \in M}\left(T_{\tilde{P}}(u, k) \wedge\left(T_{C}(k) \wedge F_{D}(k)\right)\right) \\
& =\bigvee_{k \in M}\left(\left[T_{\tilde{P}}(u, k) \wedge T_{C}(k)\right] \wedge\left[T_{\tilde{P}}(u, k) \wedge F_{D}(k)\right]\right) \\
& \leq \bigvee_{k \in M}\left(T_{\tilde{P}}(u, k) \wedge T_{C}(k)\right) \wedge \bigvee_{k \in M}\left(T_{\tilde{P}}(u, k) \wedge F_{D}(k)\right) \\
& =T_{\overline{\bar{P}}(C)}(u) \wedge F_{\underline{\tilde{p}}(D)}(u) \\
& =T_{\overline{\bar{P}}(C)-\underline{\tilde{p}}(D)}(u) \text {, } \\
& I_{\bar{P}(C-D)}(u)=\bigwedge_{k \in M}\left(I_{\tilde{P}}(u, k) \vee I_{C-D}(k)\right) \\
& =\bigwedge_{k \in M}\left(I_{\tilde{p}}(u, k) \vee\left(I_{C}(k) \wedge\left(1-I_{D}(k)\right)\right)\right) \\
& =\bigwedge_{k \in M}\left(\left[I_{\tilde{P}}(u, k) \vee I_{C}(k)\right] \wedge\left[I_{\tilde{P}}(u, k) \vee\left(1-I_{D}(k)\right)\right]\right) \\
& =\bigwedge_{k \in M}\left(\left[I_{\tilde{P}}(u, k) \vee I_{C}(k)\right] \wedge\left[1-\left(1-I_{\tilde{P}}(u, k)\right) \vee\left(1-I_{D}(k)\right)\right]\right) \\
& =\bigwedge_{k \in M}\left(I_{\tilde{p}}(u, k) \vee I_{C}(k)\right) \wedge\left(1-\bigvee_{k \in M}\left(\left(1-I_{\tilde{p}}^{\tilde{p}}(u, k)\right) \wedge I_{D}(k)\right)\right) \\
& =I_{\bar{P}(C)}(u) \wedge\left(1-I_{\underline{\tilde{p}}(D)}(u)\right) \\
& =I_{\bar{P}(C)-\underline{\tilde{F}}(D)}(u) \text {, } \\
& F_{\bar{P}(C-D)}(u)=\bigwedge_{k \in M}\left(F_{\widetilde{P}}(u, k) \vee F_{C-D}(k)\right) \\
& =\bigwedge_{k \in M}\left(F_{\widetilde{P}}(u, k) \vee\left(F_{C}(k) \wedge T_{D}(k)\right)\right) \\
& =\bigwedge_{k \in M}\left(\left[F_{\tilde{P}}(u, k) \vee F_{C}(k)\right] \wedge\left[F_{\tilde{P}}(u, k) \vee T_{D}(k)\right]\right) \\
& =\bigwedge_{k \in M}\left(F_{\tilde{P}}(u, k) \vee F_{C}(k)\right) \wedge \bigwedge_{k \in M}\left(F_{\tilde{P}}(u, k) \vee T_{D}(k)\right) \\
& =F_{\overline{\bar{P}}(C)}(u) \wedge T_{\underline{\tilde{p}}(D)}(u) \\
& =F_{\overline{\bar{P}}(C)-\underline{\tilde{\tilde{}}}(D)}(u) \text {. } \\
& \text { Thus, } \bar{P}(C-D) \subseteq \bar{P}(C)-\underline{\tilde{P}}(D) \text {. }
\end{aligned}
$$

Theorem 4. Let $(Y, M, \tilde{P})$ be an NSAS. If $\tilde{P}$ is serial, then the UNSA and the LNSA operators $\overline{\tilde{P}}$ and $\underline{\tilde{P}}$ satisfy the following properties for all $\varnothing, \mathrm{IM}, C \in \mathcal{N}(M)$ :
(i) $\bar{P}(\varnothing)=\varnothing, \underline{\tilde{P}}(\mathbb{M})=\mathbb{Y}$,
(ii) $\quad \underline{\tilde{P}}(C) \subseteq \bar{P}(C)$.

Proof. (i)

$$
\begin{aligned}
\bar{P}(\varnothing) & =\left\{\left(u, T_{\bar{P}(\varnothing)}(u), I_{\bar{P}(\varnothing)}(u), F_{\bar{P}(\varnothing)}(u)\right) \mid u \in Y\right\}, \\
T_{\bar{P}(\varnothing)}(u) & =\bigvee_{k \in M}\left(T_{\bar{P}}(u, k) \wedge T_{\varnothing}(k)\right), \\
I_{\bar{P}(\varnothing)}(u) & =\bigwedge_{k \in M}\left(I_{\tilde{P}}(u, k) \vee I_{\varnothing}(k)\right), \\
F_{\bar{P}(\varnothing)}(u) & =\bigwedge_{k \in M}\left(F_{\tilde{P}( }(u, k) \vee F_{\varnothing}(k)\right) .
\end{aligned}
$$

Since $\varnothing$ is a null NS on $\mathrm{M}, T_{\varnothing}(k)=0, I_{\varnothing}(k)=1, F_{\varnothing}(k)=1$, and this implies $T_{\bar{P}(\varnothing)}(u)=0, \quad I_{\bar{P}}(u)=1, \quad F_{\bar{P}}(u)=1$. Thus, $\overline{\tilde{P}}(\varnothing)=\varnothing$.

Now,

$$
\begin{aligned}
\underline{\tilde{P}}(\mathrm{M}) & =\left\{\left(u, T_{\tilde{P}(\mathbb{M})}(u), I_{\underline{\tilde{P}}(\mathrm{M})}(u), F_{\tilde{\tilde{P}}(\mathrm{M})}(u)\right) \mid u \in Y\right\}, \\
T_{\underline{\tilde{P}}(\mathrm{M})}(u) & =\bigwedge_{k \in M}\left(F_{\tilde{P}}(u, k) \vee T_{\mathbb{M}}(k)\right), \quad I_{\tilde{\tilde{P}}(\mathbb{M})}(u)=\bigvee_{k \in M}\left(\left(1-I_{\tilde{P}}(u, k)\right) \wedge I_{\mathbb{M}}(k)\right), \\
F_{\underline{\tilde{P}}(\mathrm{M})}(u) & =\bigvee_{k \in M}\left(T_{\tilde{P}}(u, k) \wedge F_{\mathbb{M}}(k)\right) .
\end{aligned}
$$

Since IM is full NS on $M, T_{\mathrm{M}}(k)=1, I_{\mathrm{M}}(k)=0, F_{\mathrm{M}}(k)=0$, for all $k \in M$, and this implies $T_{\underline{\tilde{P}}(\mathrm{M})}(u)=1, I_{\underline{\tilde{P}}(\mathbb{M})}(u)=0, F_{\underline{\tilde{P}}(\mathbb{M})}(u)=0$. Thus, $\underline{\tilde{P}}(\mathbb{M})=\mathbb{Y}$.
(ii) Since $(Y, M, \tilde{P})$ is an NSAS and $\tilde{P}$ is a serial neutrosophic soft relation, then, for each $u \in Y$, there exists $k \in M$, such that $T_{\tilde{P}}(u, k)=1, I_{\tilde{P}}(u, k)=0$, and $F_{\tilde{P}}(u, k)=0$. The UNSRA and LNSRA operators $\bar{P}(C)$, and $\underline{\tilde{P}}(C)$ of an NS $C$ can be defined as:

$$
\begin{aligned}
T_{\bar{P}(C)}(u) & =\bigvee_{k \in M} T_{C}(k), \quad I_{\bar{P}(C)}(u)=\bigwedge_{k \in M} I_{C}(k), \\
F_{\tilde{P}(C)}(u) & =\bigwedge_{k \in M} F_{C}(k), \\
T_{\underline{\tilde{P}}(C)}(u) & =\bigwedge_{k \in M} T_{C}(k), \quad I_{\underline{\tilde{P}}(C)}(u)=\bigvee_{k \in M} I_{C}(k), \\
F_{\tilde{\tilde{P}}(C)}(u) & =\bigvee_{k \in M} F_{C}(k) .
\end{aligned}
$$

Clearly, $T_{\underline{\tilde{P}}(C)}(u) \leq T_{\overline{\bar{P}}(C)}(u), I_{\underline{\tilde{P}}(C)}(u) \geq T_{\overline{\tilde{P}}(C)}(u), F_{\underline{\tilde{P}}(C)}(u) \geq F_{\overline{\tilde{P}}(C)}(u)$ for all $u \in Y$. Thus, $\underline{\tilde{P}}(C) \subseteq \bar{P}(C)$.

The conventional NSS is a mapping from a parameter to the neutrosophic subset of universe and let $(\tilde{P}, M)$ be NSS. Now, we present the constructive definition of neutrosophic soft rough relation by using a neutrosophic soft relation $\tilde{R}$ from $M \times M=\tilde{M}$ to $\mathcal{N}(Y \times Y=\tilde{Y})$, where $Y$ is a universal set and $M$ is a set of parameters.

Definition 4. A neutrosophic soft rough relation $(\underline{\tilde{R}}(D), \overline{\tilde{R}}(D))$ on $Y$ is an NSRS, $\tilde{R}: M \rightarrow \mathcal{N}(\hat{Y})$ is a neutrosophic soft relation on $Y$ defined by

$$
\tilde{R}\left(k_{i} k_{j}\right)=\left\{u_{i} u_{j} \mid \exists u_{i} \in \tilde{P}\left(k_{i}\right), u_{j} \in \tilde{P}\left(k_{j}\right)\right\}, u_{i} u_{j} \in \tilde{Y}
$$

such that

$$
\begin{aligned}
T_{\tilde{R}}\left(u_{i} u_{j}, k_{i} k_{j}\right) \leq \min \left\{T_{\tilde{P}}\left(u_{i}, k_{i}\right), T_{\tilde{P}}\left(u_{j}, k_{j}\right)\right\}, \\
I_{\tilde{R}}\left(u_{i} u_{j}, k_{i} k_{j}\right) \leq \max \left\{I_{\tilde{P}}\left(u_{i}, k_{i}\right), I_{\tilde{P}}\left(u_{j}, k_{j}\right)\right\}, \\
F_{\tilde{R}}\left(u_{i} u_{j}, k_{i} k_{j}\right) \leq \max \left\{F_{\tilde{P}}\left(u_{i}, k_{i}\right), F_{\tilde{P}}\left(u_{j}, k_{j}\right)\right\} .
\end{aligned}
$$

For any $D \in \mathcal{N}(\dot{M})$, the UNSA and the LNSA of $B$ w.r.t $(\dot{Y}, \dot{M}, \tilde{R})$ are defined as follows:

$$
\begin{aligned}
& \overline{\tilde{R}}(D)=\left\{\left(u_{i} u_{j}, T_{\overline{\bar{R}}(D)}\left(u_{i} u_{j}\right), I_{\overline{\widetilde{R}}(D)}\left(u_{i} u_{j}\right), F_{\overline{\bar{R}}(D)}\left(u_{i} u_{j}\right)\right) \mid u_{i} u_{j} \in \hat{Y}\right\}, \\
& \underline{\tilde{R}}(D)=\left\{\left(u_{i} u_{j}, T_{\underline{\tilde{R}}(D)}\left(u_{i} u_{j}\right), I_{\underline{\tilde{R}}(D)}\left(u_{i} u_{j}\right), F_{\underline{\tilde{R}}(D)}\left(u_{i} u_{j}\right)\right) \mid u_{i} u_{j} \in \dot{Y}\right\},
\end{aligned}
$$

where

$$
\begin{aligned}
T_{\bar{R}(D)}\left(u_{i} u_{j}\right) & =\bigvee_{k_{i} k_{j} \in \tilde{M}}\left(T_{\tilde{R}}\left(u_{i} u_{j}, k_{i} k_{j}\right) \wedge T_{D}\left(k_{i} k_{j}\right)\right), \\
I_{\tilde{\widetilde{R}}(D)}\left(u_{i} u_{j}\right) & =\bigwedge_{k_{i} k_{j} \in \tilde{M}}\left(I_{\tilde{R}}\left(u_{i} u_{j}, k_{i} k_{j}\right) \vee I_{D}\left(k_{i} k_{j}\right)\right), \\
F_{\tilde{R}(D)}\left(u_{i} u_{j}\right) & =\bigwedge_{k_{i} k_{j} \in \tilde{M}}\left(F_{\tilde{R}}\left(u_{i} u_{j}, k_{i} k_{j}\right) \vee F_{D}\left(k_{i} k_{j}\right)\right), \\
T_{\underline{\tilde{R}}(D)}\left(u_{i} u_{j}\right) & =\bigwedge_{k_{i} k_{j} \in \tilde{M}}\left(F_{\tilde{R}}\left(u_{i} u_{j}, k_{i} k_{j}\right) \vee T_{D}\left(k_{i} k_{j}\right)\right), \\
I_{\underline{\tilde{R}}(D)}\left(u_{i} u_{j}\right) & =\bigvee_{k_{i} k_{j} \in \tilde{M}}\left(\left(1-I_{\tilde{R}}\left(u_{i} u_{j}, k_{i} k_{j}\right)\right) \wedge I_{D}\left(k_{i} k_{j}\right)\right), \\
F_{\underline{\tilde{R}}(D)}\left(u_{i} u_{j}\right) & =\bigvee_{k_{i} k_{j} \in \tilde{M}}\left(T_{\tilde{R}}\left(u_{i} u_{j}, k_{i} k_{j}\right) \wedge F_{D}\left(k_{i} k_{j}\right)\right) .
\end{aligned}
$$

The pair $(\underline{\tilde{R}}(D), \overline{\tilde{R}}(D))$ is called NSRR and $\underline{\tilde{R}}, \overline{\tilde{R}}: \mathcal{N}(\dot{M}) \rightarrow \mathcal{N}(\dot{Y})$ are called the LNSRA and the UNSRA operators, respectively.

Remark 4. Consideer an NS D on Ḿ and an NS C on M,

$$
\begin{aligned}
T_{D}\left(k_{i} k_{j}\right) & \leq \min \left\{T_{C}\left(k_{i}\right), T_{C}\left(k_{j}\right)\right\}, \\
I_{D}\left(k_{i} k_{j}\right) & \leq \max \left\{I_{C}\left(k_{i}\right), I_{C}\left(k_{j}\right)\right\}, \\
F_{D}\left(k_{i} k_{j}\right) & \leq \max \left\{F_{C}\left(k_{i}\right), F_{C}\left(k_{j}\right)\right\} .
\end{aligned}
$$

According to the definition of NSRR, we get

$$
\begin{aligned}
T_{\overline{\widetilde{R}}(D)}\left(u_{i} u_{j}\right) & \leq \min \left\{T_{\overline{\widetilde{R}}(C)}\left(u_{i}\right), T_{\bar{R}(C)}\left(u_{j}\right)\right\}, \\
I_{\bar{R}(D)}\left(u_{i} u_{j}\right) & \leq \max \left\{I_{\bar{R}(C)}\left(u_{i}\right), I_{\bar{R}(C)}\left(u_{j}\right)\right\}, \\
F_{\overline{\widetilde{R}}(D)}\left(u_{i} u_{j}\right) & \leq \max \left\{F_{\overline{\widetilde{R}}(C)}\left(u_{i}\right) \cdot F_{\overline{\widetilde{R}}(C)}\left(u_{j}\right)\right\} .
\end{aligned}
$$

Similarly, for $L N S R A$ operator $\underline{\tilde{R}}(D)$,

$$
\begin{aligned}
T_{\underline{\tilde{R}}(D)}\left(u_{i} u_{j}\right) & \leq \min \left\{T_{\underline{\tilde{R}}(C)}\left(u_{i}\right), T_{\underline{\tilde{R}}(C)}\left(u_{j}\right)\right\}, \\
I_{\underline{\tilde{R}}(D)}\left(u_{i} u_{j}\right) & \leq \max \left\{I_{\underline{\tilde{R}}(C)}\left(u_{i}\right), I_{\underline{\tilde{R}}(C)}\left(u_{j}\right)\right\}, \\
F_{\underline{\tilde{R}}(D)}\left(u_{i} u_{j}\right) & \leq \max \left\{F_{\underline{\tilde{R}}(C)}\left(u_{i}\right) \cdot F_{\underline{\tilde{R}}(C)}\left(u_{j}\right)\right\} .
\end{aligned}
$$

Example 5. Let $Y=\left\{u_{1}, u_{2}, u_{3}\right\}$ be a universal set and $M=\left\{k_{1}, k_{2}, k_{3}\right\}$ a set of parameters. A neutrosophic soft set $(\tilde{P}, M)$ on $Y$ can be defined in tabular form (see Table 5) as follows:

Table 5. Neutrosophic soft set $(\tilde{P}, M)$.

| $\tilde{\boldsymbol{P}}$ | $\boldsymbol{u}_{\mathbf{1}}$ | $\boldsymbol{u}_{\mathbf{2}}$ | $\boldsymbol{u}_{\mathbf{3}}$ |
| :---: | :---: | :---: | :---: |
| $k_{1}$ | $(0.4,0.5,0.6)$ | $(0.7,0.3,0.2)$ | $(0.6,0.3,0.4)$ |
| $k_{2}$ | $(0.5,0.3,0.6)$ | $(0.3,0.4,0.3)$ | $(0.7,0.2,0.3)$ |
| $k_{3}$ | $(0.7,0.2,0.3)$ | $(0.6,0.5,0.4)$ | $(0.7,0.2,0.4)$ |

Let $E=\left\{u_{1} u_{2}, u_{2} u_{3}, u_{2} u_{2}, u_{3} u_{2}\right\} \subseteq Y$ and $L=\left\{k_{1} k_{3}, k_{2} k_{1}, k_{3} k_{2}\right\} \subseteq M^{\prime}$.
Then, a soft relation $\tilde{R}$ on $E$ (from $L$ to $E$ ) can be defined in tabular form (see Table 6) as follows:

Table 6. Neutrosophic soft relation $\tilde{R}$.

| $\tilde{\boldsymbol{R}}$ | $\boldsymbol{u}_{1} \boldsymbol{u}_{2}$ | $\boldsymbol{u}_{2} \boldsymbol{u}_{3}$ | $\boldsymbol{u}_{2} \boldsymbol{u}_{2}$ | $\boldsymbol{u}_{3} \boldsymbol{u}_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| $k_{1} k_{3}$ | $(0.4,0.4,0.5)$ | $(0.6,0.3,0.4)$ | $(0.5,0.4,0.2)$ | $(0.5,0.4,0.3)$ |
| $k_{2} k_{1}$ | $(0.3,0.3,0.4)$ | $(0.3,0.2,0.3)$ | $(0.2,0.3,0.3)$ | $(0.7,0.2,0.2)$ |
| $k_{3} k_{2}$ | $(0.3,0.3,0.2)$ | $(0.5,0.3,0.2)$ | $(0.2,0.4,0.4)$ | $(0.3,0.4,0.4)$ |

Let $C=\left\{\left(k_{1}, 0.2,0.4,0.6\right),\left(k_{2}, 0.4,0.5,0.2\right),\left(k_{3}, 0.1,0.2,0.4\right)\right\}$ be an $N S$ on $M$, then $\overline{\tilde{R}}(C)=\left\{\left(u_{1}, 0.4,0.2,0.4\right),\left(u_{2}, 0.3,0.4,0.3\right),\left(u_{3}, 0.4,0.2,0.3\right)\right\}$, $\underline{\tilde{R}}(C)=\left\{\left(u_{1}, 0.3,0.5,0.4\right),\left(u_{2}, 0.2,0.5,0.6\right),\left(u_{3}, 0.4,0.5,0.6\right)\right\}$,
Let $B=\left\{\left(k_{1} k_{3}, 0.1,0.3,0.5\right),\left(k_{2} k_{1}, 0.2,0.4,0.3\right),\left(k_{3} k_{2}, 0.1,0.2,0.3\right)\right\}$ be an NS on $L$, then $\overline{\tilde{R}}(D)=\left\{\left(u_{1} u_{2}, 0.2,0.3,0.3\right),\left(u_{2} u_{3}, 0.2,0.3,0.3\right),\left(u_{2} u_{2}, 0.2,0.4,0.3\right),\left(u_{3} u_{2}, 0.2,0.4,0.3\right)\right\}$, $\underline{\tilde{R}}(D)=\left\{\left(u_{1} u_{2}, 0.2,0.4,0.4\right),\left(u_{2} u_{3}, 0.2,0.4,0.5\right),\left(u_{2} u_{2}, 0.3,0.4,0.5\right),\left(u_{3} u_{2}, 0.2,0.4,0.5\right)\right\}$. Hence, $\tilde{R}(D)=(\tilde{R}(D), \underline{\tilde{R}}(D))$ is NSRR.

Theorem 5. Let $\tilde{P}_{1}, \tilde{P}_{2}$ be two NSRRs from universal $Y$ to a parameter set $M$; for all $C \in \mathcal{N}(M)$, we have
(i) $\underline{\underline{\tilde{P}_{1} \cup \tilde{P}_{2}}}(C)=\underline{\underline{\tilde{P}_{1}}}(C) \cap \underline{\underline{\tilde{P}_{2}}}(C)$,
(ii) $\overline{\tilde{P}_{1} \cup \tilde{P}_{2}}(C)=\overline{\tilde{P}_{1}}(C) \cup \overline{\tilde{P}_{2}}(C)$.

Theorem 6. Let $\tilde{P}_{1}, \tilde{P}_{2}$ be two neutrosophic soft relations from universal $Y$ to a parameter set $M$; for all $C \in \mathcal{N}(M)$, we have
(i) $\quad \underline{\tilde{P}_{1} \cap \tilde{P}_{2}}(C) \supseteq \underline{\tilde{P}_{1}}(C) \cup \underline{\tilde{P}_{2}}(C) \supseteq \underline{\tilde{P}_{1}}(C) \cap \underline{\tilde{P}_{2}}(C)$,
(ii) $\overline{\tilde{P}_{1} \cap \tilde{P}_{2}}(C) \subseteq \overline{\tilde{P}_{1}}(C) \cap \overline{\tilde{P}_{2}}(C)$.

## 4. Application

In this section, we apply the concept of NSRSs to a decision-making problem. In recent times, the object recognition problem has gained considerable importance. The object recognition problem can be considered as a decision-making problem, in which final identification of object is founded on a given amount of information. A detailed description of the algorithm for the selection of the most suitable object based on an available set of alternatives is given, and the proposed decision-making method can be used to calculate lower and upper approximation operators to address deep concerns of the problem. The presented algorithms can be applied to avoid lengthy calculations when dealing with a large number of objects. This method can be applied in various domains for multi-criteria selection of objects. A multicriteria decision making (MCDM) can be modeled using neutrosophic soft rough sets and is ideally suited for solving problems.

In the pharmaceutical industry, different pharmaceutical companies develop, produce and discover pharmaceutical medicines (drugs) for use as medication. These pharmaceutical companies deal with "brand name medicine" and "generic medicine". Brand name medicine and generic medicine are bioequivalent, have a generic medicine rate and element of absorption. Brand name medicine and generic medicine have the same active ingredients, but the inactive ingredients may differ. The most important difference is cost. Generic medicine is less expensive as compared to brand names in comparison. Usually, generic drug manufacturers have competition to produce products that cost less. The product may possibly be slightly dissimilar in color, shape, or markings. The major difference is cost. We consider a brand name drug " $u=$ Claritin (loratadink)" with an ideal neutrosophic value number $n_{u}=(1,0,0)$ used for seasonal allergy medication. Consider

$$
\begin{aligned}
Y= & \left\{u_{1}=\text { Nasacort Aq (Triamcinolone), } u_{2}=\text { Zyrtec } \mathrm{D}\right. \text { (Cetirizine/Pseudoephedrine) } \\
& u_{3}=\text { Sudafed (Pseudoephedrine), } u_{4}=\text { Claritin-D (loratadine/pseudoephedrine) } \\
& \left.u_{5}=\text { Flonase (Fluticasone) }\right\}
\end{aligned}
$$

is a set of generic versions of "Clarition". We want to select the most suitable generic version of Claritin on the basis of parameters $e_{1}=$ Highly soluble, $e_{2}=$ Highly permeable, $e_{3}=$ Rapidly dissolving. $M=\left\{e_{1}, e_{2}, e_{3}\right\}$ be a set of paraments. Let $\tilde{P}$ be a neutrosophic soft relation from $Y$ to parameter set $M$ as shown in Table 7.

Table 7. Neutrosophic soft set ( $\tilde{P}, M)$.

| $\tilde{P}$ | $e_{1}$ | $e_{2}$ | $e_{3}$ |
| :---: | :---: | :---: | :---: |
| $u_{1}$ | $(0.4,0.5,0.6)$ | $(0.7,0.3,0.2)$ | $(0.6,0.3,0.4)$ |
| $u_{2}$ | $(0.5,0.3,0.6)$ | $(0.3,0.4,0.3)$ | $(0.7,0.2,0.3)$ |
| $u_{3}$ | $(0.7,0.2,0.3)$ | $(0.6,0.5,0.4)$ | $(0.7,0.2,0.4)$ |
| $u_{4}$ | $(0.5,0.7,0.5)$ | $(0.8,0.4,0.6)$ | $(0.8,0.7,0.6)$ |
| $u_{5}$ | $(0.6,0.5,0.4)$ | $(0.7,0.8,0.5)$ | $(0.7,0.3,0.5)$ |

Suppose $C=\left\{\left(e_{1}, 0.2,0.4,0.5\right),\left(e_{2}, 0.5,0.6,0.4\right),\left(e_{3}, 0.7,0.5,0.4\right)\right\}$ is the most favorable object that is an NS on the parameter set $M$ under consideration. Then, $(\underline{\tilde{P}}(C), \overline{\tilde{P}}(C))$ is an NSRS in NSAS $(Y, M, \tilde{P})$, where

$$
\begin{aligned}
& \overline{\tilde{P}}(C)=\left\{\left(u_{1}, 0.6,0.5,0.4\right),\left(u_{2}, 0.7,0.4,0.4\right),\left(u_{3}, 0.7,0.4,0.4\right),\left(u_{4}, 0.7,0.6,0.5\right),\left(u_{5}, 0.7,0.5,0.5\right)\right\} \\
& \underline{\tilde{P}}(C)=\left\{\left(u_{1}, 0.5,0.6,0.4\right),\left(u_{2}, 0.5,0.6,0.5\right),\left(u_{3}, 0.3,0.3,0.5\right),\left(u_{4}, 0.5,0.6,0.5\right),\left(u_{5}, 0.4,0.5,0.5\right)\right\} .
\end{aligned}
$$

In [6], the sum of two neutrosophic numbers is defined. The sum of LNSRA and the UNSRA operators $\overline{\tilde{P}}(C)$ and $\underline{\tilde{P}}(C)$ is an NS $\overline{\tilde{P}}(C) \oplus \underline{\tilde{P}}(C)$ defined by

$$
\begin{aligned}
\overline{\tilde{P}}(C) \oplus \underline{\tilde{P}}(C)= & \left\{\left(u_{1}, 0.8,0.3,0.16\right),\left(u_{2}, 0.85,0.24,0.2\right),\left(u_{3}, 0.79,0.2,0.2\right),\left(u_{4}, 0.85,0.36,0.25\right),\right. \\
& \left.\left(u_{5}, 0.82,0.25,0.25\right)\right\} .
\end{aligned}
$$

Let $n_{u_{i}}=\left(T_{n_{u_{i}}}, I_{n_{u_{i}}}, F_{n_{u_{i}}}\right)$ be a neutrosophic value number of generic versions medicine $u_{i}$. We can calculate the cosine similarity measure $S\left(n_{u_{i}}, n_{u}\right)$ between each neutrosophic value number $n_{u_{i}}$ of generic version $u_{i}$ and ideal value number $n_{u}$ of brand name drug $u$, and the grading of all generic version medicines of $Y$ can be determined. The cosine similarity measure is calculated as the inner product of two vectors divided by the product of their lengths. It is the cosine of the angle between the vector representations of two neutrosophic soft rough sets. The cosine similarity measure is a fundamental measure used in information technology. In [3], the cosine similarity is measured between neutrosophic numbers and demonstrates that the cosine similarity measure is a special case of the correlation coefficient in SVNS. Then, a decision-making method is proposed by the use of the cosine similarity measure of SVNSs, in which the evaluation information for alternatives with respect to criteria is carried out by truth-membership degree, indeterminacy-membership degree, and falsity-membership degree under single-valued neutrosophic environment. It defined as follows:

$$
\begin{equation*}
S\left(n_{u}, n_{u_{i}}\right)=\frac{T_{n_{u}} \cdot T_{n_{u_{i}}}+I_{n_{u}} \cdot I_{n_{u_{i}}}+F_{n_{u}} \cdot F_{n_{u_{i}}}}{\sqrt{T_{n_{u}}^{2}+T_{n_{u}}+F_{n_{u}}^{2}+\sqrt{T_{n_{u_{i}}}^{2}+T_{n_{u_{i}}^{2}}^{2}+F_{n_{u_{i}}}^{2}}} . . . .} \tag{1}
\end{equation*}
$$

Through the cosine similarity measure between each object and the ideal object, the ranking order of all objects can be determined and the best object can be easily identified as well. The advantage is that the proposed MCDM approach has some simple tools and concepts in the neutrosophic similarity measure approach among the existing ones. An illustrative application shows that the proposed method is simple and effective.

The generic version medicine $u_{i}$ with the larger similarity measure $S\left(n_{u_{i}}, n_{u}\right)$ is the most suitable version $u_{i}$ because it is close to the brand name drug $u$. By comparing the cosine similarity measure values, the grading of all generic medicines can be determined, and we can find the most suitable generic medicine after selection of suitable NS of parameters. By Equation (1), we can calculate the cosine similarity measure between neutrosophic value numbers $n_{u}$ of $u$ and $n_{u_{i}}$ of $u_{i}$ as follows:

$$
\begin{aligned}
& S\left(n_{u}, n_{u_{1}}\right)=0.9203, S\left(n_{u}, n_{u_{2}}\right)=0.9386, S\left(n_{u}, n_{u_{3}}\right)=0.9415 \\
& S\left(n_{u}, n_{u_{4}}\right)=0.8888 S\left(n_{u}, n_{u_{5}}\right)=0.9183 .
\end{aligned}
$$

We get $S\left(n_{u}, n_{u_{3}}\right)>S\left(n_{u}, n_{u_{2}}\right)>S\left(n_{u}, n_{u_{1}}\right)>S\left(n_{u}, n_{u_{5}}\right)>S\left(n_{u}, n_{u_{4}}\right)$. Thus, the optimal decision is $u_{3}$, and the most suitable generic version of Claritin is Sudafed (Pseudoephedrine). We have used software MATLAB (version 7, MathWorks, Natick, MA, USA) for calculations in the application. The flow chart of the algorithm is general for any number of objects with respect to certain parameters. The flow chart of our proposed method is given in Figure 1. The method is presented as an algorithm in Algorithm 1.


Figure 1. Flow chart for selection of most suitable objects.

```
Algorithm 1: Algorithm for selection of the most suitable objects
    . Begin
    2. Input the number of elements in universal set \(Y=\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}\).
    Input the number of elements in parameter set \(M=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}\).
    Input a neutrosophic soft relation \(\tilde{P}\) from \(Y\) to \(M\).
    Input an NS C on \(M\).
    if \(\operatorname{size}(\tilde{P}) \neq[n, 3 * m]\)
        fprintf( \(\backslash\) size of neutrosophic soft relation from universal set to parameter
            set is not correct, it should be of order \(\left.\% d x \% d ;{ }^{\prime}, n, 3 * m\right)\)
        error( \((\) Dimemsion of neutrosophic soft relation on vertex set is not correct. ')
    end
    if \(\operatorname{size}(C) \neq[m, 3]\)
    fprintf( \(\backslash\) size of NS on parameter set is not correct,
            it should be of order \%dx3; ',m)
    error('Dimemsion of NS on parameter set is not correct.')
    end
    \(T_{\overline{\bar{P}}(C)}=\operatorname{zeros}(n, 1) ;\)
    \(I_{\overline{\tilde{P}}(C)}=\operatorname{ones}(n, 1)\);
    \(F_{\bar{p}(C)}=\operatorname{ones}(n, 1)\);
    \(T_{\underline{\tilde{P}}(C)}=\operatorname{ones}(n, 1)\);
    \(I_{\underline{\tilde{P}}(C)}=z \operatorname{eros}(n, 1)\);
    \(F_{\underline{\tilde{P}}(C)}=z \operatorname{eros}(n, 1) ;\)
        if \(\operatorname{size}(\tilde{P})==[n, 3 * m]\)
            if \(\operatorname{size}(C)==[m, 3]\)
                if \(\tilde{P}>=0 \& \& \tilde{P}<=1\)
                if \(C>=0 \& \& C<=1\)
                            for \(i=1: n\)
                                for \(k=1: m\)
                \(\mathrm{j}=3^{*} \mathrm{k}-2\);
                    \(T_{\bar{P}(C)}(i, 1)=\max \left(T_{\bar{P}(C)}(i, 1), \min (\tilde{P}(i, j), C(k, 1))\right)\);
                    \(I_{\bar{P}(C)}(i, 1)=\min \left(I_{\bar{P}(C)}(i, 1), \max (\tilde{P}(i, j+1), C(k, 2))\right)\);
                    \(F_{\bar{P}(C)}(i, 1)=\min \left(F_{\widetilde{P}(C)}(i, 1), \max (\tilde{P}(i, j+2), C(k, 3))\right)\);
                    \(T_{\underline{\tilde{P}}(C)}(i, 1)=\min \left(T_{\underline{\tilde{P}}(C)}(i, 1), \max (\tilde{P}(i, j+2), C(k, 1))\right)\);
                    \(I_{\underline{\tilde{P}}(C)}(i, 1)=\max \left(I_{\underline{\tilde{P}}(C)}(i, 1), \min ((1-\tilde{P}(i, j+1)), C(k, 2))\right)\);
                    \(\bar{F}_{\underline{\tilde{P}}(C)}(i, 1)=\max \left(\bar{F}_{\underline{\tilde{P}}(C)}(i, 1), \min (\tilde{P}(i, j), C(k, 3))\right)\);
                end
                    end
                    \(\overline{\tilde{P}}(C)=\left(T_{\bar{P}(C)}, I_{\bar{P}(C)}, F_{\bar{P}(C)}\right)\)
                        \(\underline{\tilde{P}}(C)=\left(T_{\underline{\tilde{P}}(C)}, I_{\overline{\tilde{P}}(C)}, F_{\underline{\tilde{P}}(C)}\right)\)
                        if \(\overline{\tilde{P}}(C)==\underline{\tilde{P}}(C)\)
                    fprintf( \(\backslash\) it is a neutrosophic set on universal set. ')
                else
                    fprintf(lit is an NSRS on universal set. ')
                    \(\overline{\tilde{P}}(C) \oplus \underline{\tilde{P}}(C)=\operatorname{zeros}(n, 3)\);
```
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```


## 5. Conclusions and Future Directions

Rough set theory can be considered as an extension of classical set theory. Rough set theory is a very useful mathematical model to handle vagueness. NS theory, RS theory and SS theory are three useful distinguished approaches to deal with vagueness. NS and RS models are used to handle uncertainty, and combining these two models with another remarkable model of SSs gives more precise results for decision-making problems. In this paper, we have first presented the notion of SRNSs. Furthermore, we have introduced NSRSs and investigated some properties of NSRSs in detail. The notion of NSRS can be utilized as a mathematical tool to deal with imprecise and unspecified information. In addition, a decision-making method based on NSRSs has been proposed. This research work can be extended to (1) rough bipolar neutrosophic soft sets; (2) bipolar neutrosophic soft rough sets; (3) interval-valued bipolar neutrosophic rough sets; and (4) neutrosophic soft rough graphs.
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#### Abstract

Neutrosophic sets (NSs) handle uncertain information while fuzzy sets (FSs) and intuitionistic fuzzy sets (IFs) fail to handle indeterminate information. Soft set theory, neutrosophic set theory, and rough set theory are different mathematical models for handling uncertainties and they are mutually related. The neutrosophic soft rough set (NSRS) model is a hybrid model by combining neutrosophic soft sets with rough sets. We apply neutrosophic soft rough sets to graphs. In this research paper, we introduce the idea of neutrosophic soft rough graphs (NSRGs) and describe different methods of their construction. We consider the application of NSRG in decision-making problems. In particular, we develop efficient algorithms to solve decision-making problems.
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## 1. Introduction

Smarandache [1] initiated the concept of neutrosophic set (NS). Smarandache's NS is characterized by three parts: truth, indeterminacy, and falsity. Truth, indeterminacy and falsity membership values behave independently and deal with problems having uncertain, indeterminant and imprecise data. Wang et al. [2] gave a new concept of single valued neutrosophic sets (SVNSs) and defined the set theoretic operators on an instance of NS called SVNS. Peng et al. [3] discussed the operations of simplified neutrosophic numbers and introduced an outranking idea of simplified neutrosophic numbers.

Molodtsov [4] introduced the notion of soft set (SS) as a novel mathematical approach for handling uncertainties. Molodtsov's SSs gave us a new technique for dealing with uncertainty from the viewpoint of parameters. Maji et al. [5-7] introduced neutrosophic soft sets (NSSs), intuitionistic fuzzy soft sets and fuzzy soft sets (FSSs). In [8], Sahin and Kucuk presented NSS in the form of neutrosophic relations.

Theory of rough set (RS) was proposed by Pawlak [9] in 1982. Rough set theory is used to study the intelligence systems containing incomplete, uncertain or inexact information. The lower and upper approximation operators of RSs are used for managing hidden information in a system. Feng et al. [10] took a significant step to introduce parametrization tools in RSs. Meng et al. [11] provide further discussion of the combination of SSs, RSs and FSs. The existing results of RSs and other extended RSs such as rough fuzzy sets, generalized rough fuzzy sets, soft fuzzy rough sets and intuitionistic fuzzy rough sets based decision-making models have their advantages and limitations [12,13]. In a different way, rough set approximations have been constructed into the intuitionistic fuzzy environment and are known as intuitionistic fuzzy rough sets and rough intuitionistic fuzzy sets [14,15]. Zhang et al. [16,17] presented the notions of soft rough sets, soft rough intuitionistic fuzzy sets, intuitionistic fuzzy soft rough sets, its application in decision-making, and also introduced generalized intuitionistic fuzzy soft rough sets. Broumi et al. $[18,19]$ developed a hybrid structure by combining

RSs and NSs, called RNSs, they also presented interval valued neutrosophic soft rough sets by combining interval valued neutrosophic soft sets and RSs. Yang et al. [20] proposed single valued neutrosophic rough sets (SVNRSs) by combining SVNSs and RSs and defined SVNRSs on two universes and established an algorithm for a decision-making problem based on SVNRSs on two universes. Akram and Nawaz [21] have introduced the concept of soft graphs and some operation on soft graphs. Certain concepts of fuzzy soft graphs and intuitionistic fuzzy soft graphs are discussed in [22-24]. Akram and Shahzadi [25] have introduced neutrosophic soft graphs. Zafar and Akram [26] introduced a rough fuzzy digraph and several basic notions concerning rough fuzzy digraphs. In this research paper, a neutrosophic soft rough set is a generalization of a neutrosophic rough set, and we introduce the idea of neutrosophic soft rough graphs (NSRGs) that are made by combining NSRSs with graphs and describe different methods of their construction. We consider the application of NSRG in decision-making problems and resolve the problem. In particular, we develop efficient algorithms to solve decision-making problems.

For other notations, terminologies and applications not mentioned in the paper, the readers are referred to [27-35].

## 2. Neutrosophic Soft Rough Information

In this section, we will introduce the notions of neutrosophic soft rough relation (NSRR), and NSRGs.

Definition 1. Let $Y$ be an initial universal set, $\mathbb{P}$ a universal set of parameters and $\mathbb{M} \subseteq \mathbb{P}$. For an arbitrary neutrosophic soft relation $Q$ over $Y \times \mathbb{M},(Y, \mathbb{M}, Q)$ is called neutrosophic soft approximation space (NSAS).

For any $N S A \in \mathcal{N}(\mathbb{M})$, we define the upper neutrosophic soft rough approximation (UNSRA) and the lower neutrosophic soft rough approximation (LNSRA) operators of A with respect to $(Y, \mathbb{M}, Q)$ denoted by $\bar{Q}(A)$ and $\underline{Q}(A)$, respectively as follows:

$$
\begin{aligned}
& \bar{Q}(A)=\left\{\left(u, T_{\overline{\bar{Q}}(A)}(u), I_{\overline{\mathrm{Q}}(A)}(u), F_{\overline{\mathrm{Q}}(A)}(u)\right) \mid u \in Y\right\}, \\
& \underline{Q}(A)=\left\{\left(u, \underline{T}_{\underline{Q}(A)}(u), I_{\underline{Q}(A)}(u), F_{\underline{Q}(A)}(u)\right) \mid u \in Y\right\},
\end{aligned}
$$

where

$$
\begin{aligned}
& T_{\bar{Q}(A)}(u)=\bigvee_{e \in \mathbb{M}}\left(T_{Q(A)}(u, e) \wedge T_{A}(e)\right), \quad I_{\bar{Q}(A)}(u)=\bigwedge_{e \in \mathbb{M}}\left(I_{Q(A)}(u, e) \vee I_{A}(e)\right), \\
& F_{\bar{Q}(A)}(u)=\bigwedge_{e \in \mathbb{M}}\left(F_{Q(A)}(u, e) \vee F_{A}(e)\right) ; \quad T_{\underline{Q}(A)}(u)=\bigwedge_{e \in \mathbb{M}}\left(F_{Q(A)}(u, e) \vee T_{A}(e)\right), \\
& I_{\underline{Q}(A)}(u)=\bigvee_{e \in \mathbb{M}}\left(\left(1-I_{Q(A)}(u, e)\right) \wedge I_{A}(e)\right), F_{\underline{Q}(A)}(u)=\bigvee_{e \in \mathbb{M}}\left(T_{Q(A)}(u, e) \wedge F_{A}(e)\right) .
\end{aligned}
$$

The pair $(\underline{Q}(A), \bar{Q}(A))$ is called NSRS of $A$ w.r.t $(Y, \mathbb{M}, Q), \underline{Q}$ and $\bar{Q}$ are referred to as the $L N S R A$ and the UNSRA operators, respectively.

Example 1. Suppose that $Y=\left\{w_{1}, w_{2}, w_{3}, w_{4}\right\}$ is the set of careers under consideration, and $M r$. $X$ wants to select the best suitable career. $\mathbb{M}=\left\{e_{1}, e_{2}, e_{3}\right\}$ is a set of decision parameters. Mr. $X$ describes the "most suitable career" by defining a neutrosophic soft set $(Q, \mathbb{M})$ on $Y$ that is a neutrosophic relation from $Y$ to $\mathbb{M}$ as shown in Table 1.

Table 1. Neutrosophic soft relation $Q$.

| $Q$ | $w_{1}$ | $w_{2}$ | $w_{3}$ | $w_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $e_{1}$ | $(0.3,0.4,0.5)$ | $(0.4,0.2,0.3)$ | $(0.1,0.5,0.4)$ | $(0.2,0.3,0.4)$ |
| $e_{2}$ | $(0.1,0.5,0.4)$ | $(0.3,0.4,0.6)$ | $(0.4,0.4,0.3)$ | $(0.5,0.3,0.8)$ |
| $e_{3}$ | $(0.3,0.4,0.4)$ | $(0.4,0.6,0.7)$ | $(0.3,0.5,0.4)$ | $(0.5,0.4,0.6)$ |

Now, Mr. X gives the most favorable decision object $A$, which is an NS on $\mathbb{M}$ defined as follows: $A=$ $\left\{\left(e_{1}, 0.5,0.2,0.4\right),\left(e_{2}, 0.2,0.3,0.1\right),\left(e_{3}, 0.2,0.4,0.6\right)\right\}$. By Definition 1, we have

$$
\begin{array}{lll}
T_{\bar{Q}(A)}\left(w_{1}\right)=0.3, & I_{\bar{Q}(A)}\left(w_{1}\right)=0.4, & F_{\overline{\bar{Q}}(A)}\left(w_{1}\right)=0.4, \\
T_{\bar{Q}(A)}\left(w_{2}\right)=0.4, & I_{\bar{Q}(A)}\left(w_{2}\right)=0.2, & F_{\bar{Q}(A)}\left(w_{2}\right)=0.4, \\
T_{\bar{Q}(A)}\left(w_{3}\right)=0.2, & I_{\bar{Q}(A)}\left(w_{3}\right)=0.4, & F_{\bar{Q}(A)}\left(w_{3}\right)=0.3, \\
T_{\bar{Q}(A)}\left(w_{4}\right)=0.2, & I_{\bar{Q}(A)}\left(w_{4}\right)=0.3, & F_{\overline{\bar{Q}}(A)}\left(w_{4}\right)=0.4 .
\end{array}
$$

Similarly,

$$
\begin{array}{ll}
T_{\underline{Q}(A)}\left(w_{1}\right)=0.4, & I_{\underline{Q}(A)}\left(w_{1}\right)=0.4, \\
T_{\underline{Q}(A)}\left(w_{2}\right)=0.5, & I_{\underline{Q}(A)}\left(w_{1}\right)=0.3, \\
\left.w_{2}\right)=0.4, & F_{\underline{Q}(A)}\left(w_{2}\right)=0.4, \\
T_{\underline{Q}(A)}\left(w_{3}\right)=0.4, & I_{\underline{Q}(A)}\left(w_{3}\right)=0.4, \\
T_{\underline{Q}(A)}\left(w_{3}\right)=0.3, \\
T_{\underline{Q}(A)}\left(w_{4}\right)=0.5, & I_{\underline{Q}(A)}\left(w_{4}\right)=0.4,
\end{array} \quad F_{\underline{Q}(A)}\left(w_{4}\right)=0.5 .
$$

Thus, we obtain

$$
\begin{aligned}
& \bar{Q}(A)=\left\{\left(w_{1}, 0.3,0.4,0.4\right),\left(w_{2}, 0.4,0.2,0.4\right),\left(w_{3}, 0.2,0.4,0.3\right),\left(w_{4}, 0.2,0.3,0.4\right)\right\} \\
& \underline{Q}(A)=\left\{\left(w_{1}, 0.4,0.4,0.3\right),\left(w_{2}, 0.5,0.4,0.4\right),\left(w_{3}, 0.4,0.4,0.3\right),\left(w_{4}, 0.5,0.4,0.5\right)\right\} .
\end{aligned}
$$

Hence, $(\underline{Q}(A), \bar{Q}(A))$ is an NSRS of $A$.
The conventional neutrosophic soft set is a mapping from a parameter to the neutrosophic subset of the universe and letting $(Q, \mathbb{M})$ be neutrosophic soft set. Now, we present the constructive definition of neutrosophic soft rough relation by using a neutrosphic soft relation $S$ from $\mathbb{M} \times \mathbb{M}=\mathbb{M}$ to $\mathcal{N}(Y \times Y=Y)$, where $Y$ is a universal set and $\mathbb{M}$ be a set of parameters.

Definition 2. A neutrosophic soft rough relation $(\underline{S}(B), \bar{S}(B))$ on $Y$ is an $N S R S, S: \mathbb{M} \rightarrow \mathcal{N}(Y)$ is a neutrosophic soft relation on $Y$ defined by

$$
\begin{aligned}
S\left(e_{i} e_{j}\right) & =\left\{u_{i} u_{j} \mid \exists u_{i} \in Q\left(e_{i}\right), u_{j} \in Q\left(e_{j}\right)\right\}, u_{i} u_{j} \in \dot{Y}, \text { such that } \\
T_{S}\left(u_{i} u_{j}, e_{i} e_{j}\right) & \leqslant \min \left\{T_{Q}\left(u_{i}, e_{i}\right), T_{Q}\left(u_{j}, e_{j}\right)\right\} \\
I_{S}\left(u_{i} u_{j}, e_{i} e_{j}\right) & \leqslant \max \left\{I_{Q}\left(u_{i}, e_{i}\right), I_{Q}\left(u_{j}, e_{j}\right)\right\} \\
F_{S}\left(u_{i} u_{j}, e_{i} e_{j}\right) & \leqslant \max \left\{F_{Q}\left(u_{i}, e_{i}\right), F_{Q}\left(u_{j}, e_{j}\right)\right\} . \\
\text { For any } B \in \mathcal{N}(\mathbb{\mathbb { M }}), B & =\left\{\left(e_{i} e_{j}, T_{B}\left(e_{i} e_{j}\right), I_{B}\left(e_{i} e_{j}\right), F_{B}\left(e_{i} e_{j}\right)\right) u_{i} u_{j} \in \mathbb{M}\right\}, \\
T_{B}\left(e_{i} e_{j}\right) & \leqslant \min \left\{T_{A}\left(e_{i}\right), T_{A}\left(e_{j}\right)\right\}, \\
I_{B}\left(e_{i} e_{j}\right) & \leqslant \max \left\{I_{A}\left(e_{i}\right), I_{A}\left(e_{j}\right)\right\}, \\
F_{B}\left(e_{i} e_{j}\right) & \leqslant \max \left\{F_{A}\left(e_{i}\right), F_{A}\left(e_{j}\right)\right\} .
\end{aligned}
$$

The UNSA and the LNSA of B w.r.t $(\hat{Y}, \mathbb{M}, S)$ are defined as follows:

$$
\begin{aligned}
& \bar{S}(B)=\left\{\left(u_{i} u_{j}, T_{\bar{S}(B)}\left(u_{i} u_{j}\right), I_{\bar{S}(B)}\left(u_{i} u_{j}\right), F_{\bar{S}(B)}\left(u_{i} u_{j}\right)\right) \mid u_{i} u_{j} \in \dot{Y}\right\}, \\
& \underline{S}(B)=\left\{\left(u_{i} u_{j}, T_{\underline{S}(B)}\left(u_{i} u_{j}\right), \underline{I_{\underline{S}(B)}}\left(u_{i} u_{j}\right), F_{\underline{S}(B)}\left(u_{i} u_{j}\right)\right) \mid u_{i} u_{j} \in \dot{Y}\right\},
\end{aligned}
$$

where

$$
\begin{aligned}
T_{\bar{S}(B)}\left(u_{i} u_{j}\right) & =\bigvee_{e_{i} e_{j} \in \mathbb{\mathbb { M }}}\left(T_{S}\left(u_{i} u_{j}, e_{i} e_{j}\right) \wedge T_{B}\left(e_{i} e_{j}\right)\right), \\
I_{\bar{S}(B)}\left(u_{i} u_{j}\right) & =\bigwedge_{e_{i} e_{j} \in \mathbb{\mathbb { M }}}\left(I_{S}\left(u_{i} u_{j}, e_{i} e_{j}\right) \vee I_{B}\left(e_{i} e_{j}\right)\right), \\
F_{\bar{S}(B)}\left(u_{i} u_{j}\right) & =\bigwedge_{e_{i} e_{j} \in \mathbb{\mathbb { M }}}\left(F_{S}\left(u_{i} u_{j}, e_{i} e_{j}\right) \vee F_{B}\left(e_{i} e_{j}\right)\right) ; \\
T_{\underline{S}(B)}\left(u_{i} u_{j}\right) & =\bigwedge_{e_{i} e_{j} \in \mathbb{\mathbb { M } \mathbb { I }}}\left(F_{S}\left(u_{i} u_{j}, e_{i} e_{j}\right) \vee T_{B}\left(e_{i} e_{j}\right)\right), \\
I_{\underline{S}(B)}\left(u_{i} u_{j}\right) & \left.=\bigvee_{e_{i} e_{j} \in \mathbb{\mathbb { M }}}\left(1-I_{S}\left(u_{i} u_{j}, e_{i} e_{j}\right)\right) \wedge I_{B}\left(e_{i} e_{j}\right)\right), \\
F_{\underline{S}(B)}\left(u_{i} u_{j}\right) & =\bigvee_{e_{i} e_{j} \in \mathbb{M}}\left(T_{S}\left(u_{i} u_{j}, e_{i} e_{j}\right) \wedge F_{B}\left(e_{i} e_{j}\right)\right) .
\end{aligned}
$$

The pair $(\underline{S}(B), \bar{S}(B))$ is called $N S R R$ and $\underline{S}, \bar{S}: \mathcal{N}(\mathbb{M}) \rightarrow \mathcal{N}(\dot{Y})$ are called the LNSRA and the UNSRA operators, respectively.

Remark 1. Consider an NS B on $\mathbb{M}$ and an NS $A$ on $\mathbb{M}$, according to the definition of NSRR, we get

$$
\begin{aligned}
T_{\bar{S}(B)}\left(u_{i} u_{j}\right) & \leqslant \min \left\{T_{\bar{S}(A)}\left(u_{i}\right), T_{\bar{S}(A)}\left(u_{j}\right)\right\}, \\
I_{\bar{S}(B)}\left(u_{i} u_{j}\right) & \leqslant \max \left\{I_{\bar{S}(A)}\left(u_{i}\right), I_{\bar{S}(A)}\left(u_{j}\right)\right\}, \\
F_{\bar{S}(B)}\left(u_{i} u_{j}\right) & \leqslant \max \left\{F_{\bar{S}(A)}\left(u_{i}\right) \cdot F_{\bar{S}(A)}\left(u_{j}\right)\right\} .
\end{aligned}
$$

Similarly, for LNSRA operator $\underline{S}(B)$,

$$
\begin{aligned}
T_{\underline{S}(B)}\left(u_{i} u_{j}\right) & \leqslant \min \left\{T_{\underline{S}(A)}\left(u_{i}\right), T_{\underline{S}(A)}\left(u_{j}\right)\right\}, \\
I_{\underline{S}(B)}\left(u_{i} u_{j}\right) & \leqslant \max \left\{I_{\underline{S}(A)}\left(u_{i}\right), \underline{S}_{\underline{S}(A)}\left(u_{j}\right)\right\}, \\
F_{\underline{S}(B)}\left(u_{i} u_{j}\right) & \leqslant \max \left\{F_{\underline{S}(A)}\left(u_{i}\right) \cdot \cdot_{\underline{S}(A)}\left(u_{j}\right)\right\} .
\end{aligned}
$$

Example 2. Let $Y=\left\{u_{1}, u_{2}, u_{3}\right\}$ be a universal set and $\mathbb{M}=\left\{e_{1}, e_{2}, e_{3}\right\}$ a set of parameters. A neutrosophic soft set $(Q, \mathbb{M})$ on $Y$ can be defined in tabular form in Table 2 as follows:

Table 2. Neutrosophic soft set ( $Q, \mathbb{M}$ ).

| $Q$ | $u_{1}$ | $u_{2}$ | $u_{3}$ |
| :---: | :---: | :---: | :---: |
| $e_{1}$ | $(0.4,0.5,0.6)$ | $(0.7,0.3,0.2)$ | $(0.6,0.3,0.4)$ |
| $e_{2}$ | $(0.5,0.3,0.6)$ | $(0.3,0.4,0.3)$ | $(0.7,0.2,0.3)$ |
| $e_{3}$ | $(0.7,0.2,0.3)$ | $(0.6,0.5,0.4)$ | $(0.7,0.2,0.4)$ |

Let $E=\left\{u_{1} u_{2}, u_{2} u_{3}, u_{2} u_{2}, u_{3} u_{2}\right\} \subseteq \mathcal{Y}$ and $L=\left\{e_{1} e_{3}, e_{2} e_{1}, e_{3} e_{2}\right\} \subseteq \mathbb{M}$. Then, a soft relation $S$ on $E$ (from $L$ to $E$ ) can be defined in Table 3 as follows:

Table 3. Neutrosophic soft relation $S$.

| $S$ | $\boldsymbol{u}_{1} \boldsymbol{u}_{2}$ | $\boldsymbol{u}_{2} \boldsymbol{u}_{3}$ | $\boldsymbol{u}_{2} \boldsymbol{u}_{2}$ | $\boldsymbol{u}_{3} \boldsymbol{u}_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| $e_{1} e_{3}$ | $(0.4,0.4,0.5)$ | $(0.6,0.3,0.4)$ | $(0.5,0.4,0.2)$ | $(0.5,0.4,0.3)$ |
| $e_{2} e_{1}$ | $(0.3,0.3,0.4)$ | $(0.3,0.2,0.3)$ | $(0.2,0.3,0.3)$ | $(0.7,0.2,0.2)$ |
| $e_{3} e_{2}$ | $(0.3,0.3,0.2)$ | $(0.5,0.3,0.2)$ | $(0.2,0.4,0.4)$ | $(0.3,0.4,0.4)$ |

Let $A=\left\{\left(e_{1}, 0.2,0.4,0.6\right),\left(e_{2}, 0.4,0.5,0.2\right),\left(e_{3}, 0.1,0.2,0.4\right)\right\}$ be an NS on $\mathbb{M}$, then $\bar{S}(A)=\left\{\left(u_{1}, 0.4,0.2,0.4\right),\left(u_{2}, 0.3,0.4,0.3\right),\left(u_{3}, 0.4,0.2,0.3\right)\right\}$, $\underline{S}(A)=\left\{\left(u_{1}, 0.3,0.5,0.4\right),\left(u_{2}, 0.2,0.5,0.6\right),\left(u_{3}, 0.4,0.5,0.6\right)\right\}$.
Let $B=\left\{\left(e_{1} e_{3}, 0.1,0.3,0.5\right),\left(e_{2} e_{1}, 0.2,0.4,0.3\right),\left(e_{3} e_{2}, 0.1,0.2,0.3\right)\right\}$ be an NS on $L$, then $\bar{S}(B)=\left\{\left(u_{1} u_{2}, 0.2,0.3,0.3\right),\left(u_{2} u_{3}, 0.2,0.3,0.3\right),\left(u_{2} u_{2}, 0.2,0.4,0.3\right),\left(u_{3} u_{2}, 0.2,0.4,0.3\right)\right\}$, $\underline{S}(B)=\left\{\left(u_{1} u_{2}, 0.2,0.4,0.4\right),\left(u_{2} u_{3}, 0.2,0.4,0.5\right),\left(u_{2} u_{2}, 0.3,0.4,0.5\right),\left(u_{3} u_{2}, 0.2,0.4,0.5\right)\right\}$. Hence, $S(B)=(\underline{S}(B), \bar{S}(B))$ is NSRR.

Definition 3. A neutrosophic soft rough graph (NSRG) on a non-empty $V$ is an 4-ordered tuple $(V, \mathbb{M}, Q(A), S(B))$ such that
(i) $\mathbb{M}$ is a set of parameters,
(ii) $Q$ is an arbitrary neutrosophic soft relation over $V \times \mathbb{M}$,
(iii) $S$ is an arbitrary neutrosophic soft relation over $\bar{V} \times \mathbb{M}$,
(vi) $Q(A)=(Q A, \bar{Q} A)$ is an NSRS of $A$,
(v) $S(B)=(\underline{S} \bar{B}, \bar{S} B)$ is an NSRR on $\hat{V} \subset V \times V$,
(iv) $G=(Q(\bar{A}), S(B))$ is a neutrosophic soft rough graph, where $\underline{G}=(\underline{Q} A, \underline{S} B)$ and $\bar{G}=(\bar{Q} A, \bar{S} B)$ are lower neutrosophic approximate graph (LNAG) and upper neutrosophic approximate graph (UNAG), respectively of neutrosophic soft rough graph (NSRG) $G=(Q(A), S(B))$.

Example 3. Let $V=\left\{v_{1}, v_{2}, v_{3}, v_{4}, v_{5}, v_{6}\right\}$ be a vertex set and $\mathbb{M}=\left\{e_{1}, e_{2}, e_{3}\right\}$ a set of parameters. A neutrosophic soft relation over $V \times \mathbb{M}$ can be defined in tabular form in Table 4 as follows:

Table 4. Neutrosophic soft relation $Q$.

| $\boldsymbol{Q}$ | $v_{1}$ | $v_{2}$ | $v_{3}$ | $v_{4}$ | $v_{5}$ | $v_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{1}$ | $(0.4,0.5,0.6)$ | $(0.7,0.3,0.5)$ | $(0.6,0.2,0.3)$ | $(0.4,0.4,0.2)$ | $(0.5,0.5,0.6)$ | $(0.4,0.5,0.6)$ |
| $e_{2}$ | $(0.5,0.4,0.2)$ | $(0.6,0.4,0.5)$ | $(0.7,0.3,0.4)$ | $(0.5,0.3,0.2)$ | $(0.4,0.5,0.4)$ | $(0.6,0.5,0.4)$ |
| $e_{3}$ | $(0.5,0.4,0.1)$ | $(0.6,0.3,0.2)$ | $(0.5,0.4,0.3)$ | $(0.6,0.2,0.3)$ | $(0.5,0.4,0.4)$ | $(0.7,0.3,0.5)$ |

Let $A=\left\{\left(e_{1}, 0.5,0.4,0.6\right),\left(e_{2}, 0.7,0.4,0.5\right),\left(e_{3}, 0.6,0.2,0.5\right)\right\}$ be an $N S$ on $\mathbb{M}$, then

$$
\begin{aligned}
\bar{S}(A)= & \left\{\left(v_{1}, 0.5,0.4,0.5\right),\left(v_{2}, 0.6,0.3,0.5\right),\left(v_{3}, 0.7,0.4,0.5\right),\left(v_{4}, 0.6,0.2,0.5\right),\left(v_{5}, 0.5,\right.\right. \\
& \left.0.4,0.5),\left(v_{6}, 0.6,0.3,0.5\right)\right\}, \\
\underline{S}(A)= & \left\{\left(v_{1}, 0.6,0.4,0.5\right),\left(v_{2}, 0.5,0.4,0.6\right),\left(v_{3}, 0.5,0.4,0.6\right),\left(v_{4}, 0.5,0.4,0.5\right),\left(v_{5}, 0.6,\right.\right. \\
& \left.0.4,0.5),\left(v_{6}, 0.6,0.4,0.5\right)\right\} .
\end{aligned}
$$

Let $E=\left\{v_{1} v_{1}, v_{1} v_{2}, v_{2} v_{1}, v_{2} v_{3}, v_{4} v_{5}, v_{3} v_{4}, v_{5} v_{2}, v_{5} v_{6}\right\} \subseteq \bar{V}$ and $L=\left\{e_{1} e_{3}, e_{2} e_{1}, e_{3} e_{2}\right\} \subseteq \mathbb{M}$. Then, a neutrosophic soft relation $S$ on $E$ (from $L$ to $E$ ) can be defined in Tables 5 and 6 as follows:

Table 5. Neutrosophic soft relation $S$.

| $S$ | $v_{1} v_{1}$ | $v_{1} v_{\mathbf{2}}$ | $v_{2} v_{1}$ | $v_{2} v_{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| $e_{1} e_{2}$ | $(0.4,0.4,0.2)$ | $(0.4,0.4,0.5)$ | $(0.4,0.4,0.5)$ | $(0.6,0.3,0.4)$ |
| $e_{2} e_{3}$ | $(0.5,0.4,0.1)$ | $(0.4,0.3,0.2)$ | $(0.4,0.3,0.2)$ | $(0.5,0.3,0.2)$ |
| $e_{1} e_{3}$ | $(0.4,0.4,0.1)$ | $(0.4,0.2,0.2)$ | $(0.4,0.2,0.2)$ | $(0.5,0.3,0.3)$ |

Table 6. Neutrosophic soft relation $S$.

| $S$ | $v_{3} v_{4}$ | $v_{4} v_{5}$ | $v_{5} v_{2}$ | $v_{5} v_{6}$ |
| :---: | :---: | :---: | :---: | :---: |
| $e_{1} e_{2}$ | $(0.4,0.2,0.2)$ | $(0.4,0.4,0.2)$ | $(0.4,0.3,0.4)$ | $(0.3,0.2,0.3)$ |
| $e_{2} e_{3}$ | $(0.6,0.2,0.4)$ | $(0.3,0.2,0.1)$ | $(0.4,0.3,0.2)$ | $(0.4,0.3,0.4)$ |
| $e_{1} e_{3}$ | $(0.4,0.2,0.3)$ | $(0.4,0.3,0.1)$ | $(0.5,0.3,0.2)$ | $(0.5,0.3,0.5)$ |

$$
\begin{aligned}
\text { Let } B= & \left\{\left(e_{1} e_{2}, 0.4,0.4,0.5 ;\right),\left(e_{2} e_{3}, 0.5,0.4,0.5\right),\left(e_{1} e_{3}, 0.5,0.2,0.5\right)\right\} \text { be an } N S \text { on } \mathrm{L}, \text { then } \\
\bar{S} B= & \left\{\left(v_{1} v_{1}, 0.5,0.4,0.5\right),\left(v_{1} v_{2}, 0.4,0.2,0.5\right),\left(v_{2} v_{1}, 0.4,0.2,0.5\right),\left(v_{2} v_{3}, 0.5,0.3,0.5\right),\right. \\
& \left.\left(v_{3} v_{4}, 0.5,0.2,0.5\right),\left(v_{4} v_{5}, 0.4,0.3,0.5\right),\left(v_{5} v_{2}, 0.5,0.3,0.5\right),\left(v_{5} v_{6}, 0.5,0.3,0.5\right)\right\}, \\
\underline{S} B= & \left\{\left(v_{1} v_{1}, 0.4,0.4,0.5\right)\left(v_{1} v_{2}, 0.5,0.4,0.4\right),\left(v_{2} v_{1}, 0.5,0.4,0.4\right),\left(v_{2} v_{3}, 0.4,0.4,0.5\right),\right. \\
& \left.\left(v_{3} v_{4}, 0.4,0.4,0.5\right),\left(v_{4} v_{5}, 0.4,0.4,0.4\right),\left(v_{5} v_{2}, 0.4,0.4,0.5\right),\left(v_{5} v_{6}, 0.4,0.4,0.5\right)\right\} .
\end{aligned}
$$

Hence, $S(B)=(\underline{S} B, \bar{S} B)$ is NSRR on $\bar{V}$.
Thus, $\underline{G}=(\underline{Q} A, \underline{S} B)$ and $\bar{G}=(\bar{Q} A, \bar{S} B)$ are LNAG and UNAG, respectively, are shown in Figure 1.


Figure 1. Neutrosophic soft rough graph $G=(\underline{G}, \bar{G})$

Hence, $G=(\underline{G}, \bar{G})$ is NSRG.
Definition 4. Let $G=(V, \mathbb{M}, Q, S)$ be a neutrosophic soft rough graph on a non-empty set $V$. The order of $G$ can be denoted by $\mathbf{O}(G)$, defined by

$$
\begin{aligned}
& \mathbf{O}(G)=\mathbf{O}(\bar{G})+\mathbf{O}(\underline{G}), \text { where } \\
& \mathbf{O}(\bar{G})=\sum_{v \in V} \bar{Q} A(v), \mathbf{O}(\underline{G})=\sum_{v \in V} \underline{Q} A(v) .
\end{aligned}
$$

The size of neutrosophic soft rough graph $G$, denoted by $\mathbf{S}(G)$, defined by

$$
\begin{aligned}
& \mathbf{S}(G)=(\mathbf{S} \bar{G}+\mathbf{S} \underline{G}), \text { where } \\
& \mathbf{S}(\bar{G})=\sum_{u v \in E} \bar{S} B(u v), \mathbf{S}(\underline{G})=\sum_{u v \in E} \underline{S} B(u v) .
\end{aligned}
$$

Example 4. Let $G$ be a neutrosophic soft rough graph as shown in Figure 1. Then,

$$
\begin{aligned}
\mathbf{O}(\bar{G}) & =(3.5,2.0,3.0), \mathbf{O}(\underline{G})=(3.3,2.4,3.2) \\
\mathbf{O}(G) & =\mathbf{O}(\bar{G})+\mathbf{O}(\underline{G})=(6.8,4.4,6.2), \text { and } \\
\mathbf{S}(\bar{G}) & =(3.2,1.8,3.0) \mathbf{S}(\underline{G})=(2.5,2.4,2.8) \\
\mathbf{S}(G) & =\mathbf{S}(\bar{G})+\mathbf{S}(\underline{G})=(5.7,4.2,5.8) .
\end{aligned}
$$

Definition 5. Let $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$ and $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$ be two neutrosophic soft rough graphs on $V$. The union of $G_{1}$ and $G_{2}$ is a neutrosophic soft rough graph $G=G_{1} \cup G_{2}=\left(\underline{G}_{1} \cup \underline{G}_{2}, \bar{G}_{1} \cup \bar{G}_{2}\right)$, where $\underline{G}_{1} \cup \underline{G}_{2}=$ $\left(\underline{Q} A_{1} \cup \underline{Q} A_{2}, \underline{S} B_{1} \cup \underline{S} B_{2}\right)$ and $\bar{G}_{1} \cup \bar{G}_{2}=\left(\bar{Q} A_{1} \cup \bar{Q} A_{2}, \bar{S} B_{1} \cup \bar{S} B_{2}\right)$ are neutrosophic graphs, such that
(i) $\forall v \in Q A_{1}$ but $v \notin Q A_{2}$.

$$
\begin{aligned}
T_{\overline{\mathrm{Q}} A_{1} \cup \overline{\mathrm{Q}} A_{2}}(v) & =T_{\overline{\mathrm{Q}} A_{1}}(v), T_{\underline{Q} A_{1} \cup \underline{Q} A_{2}}(v)=T_{\underline{Q} A_{1}}(v), \\
I_{\overline{\mathrm{Q}} A_{1} \cup \overline{\mathrm{Q}} A_{2}}(v) & =I_{\overline{\mathrm{Q}} A_{1}}(v), I_{\underline{Q} A_{1} \cup \underline{Q} A_{2}}(v)=I_{\underline{Q} A_{1}}(v), \\
F_{\overline{\mathrm{Q}} A_{1} \cup \overline{\mathrm{Q}} A_{2}}(v) & =F_{\overline{\mathrm{Q}} A_{1}}(v), F_{\underline{Q} A_{1} \cup \underline{Q} A_{2}}(v)=F_{\underline{Q} A_{1}}(v) .
\end{aligned}
$$

(ii) $\forall v \notin Q A_{1}$ but $v \in Q A_{2}$.

$$
\begin{aligned}
T_{\overline{\mathrm{Q}} A_{1} \cup \overline{\mathrm{Q}} A_{2}}(v) & =T_{\overline{\mathrm{Q}} A_{2}}(v), T_{\underline{Q} A_{1} \cup \underline{Q} A_{2}}(v)=T_{\underline{Q} A_{2}}(v), \\
I_{\overline{\mathrm{Q}} A_{1} \cup \overline{\mathrm{Q}} A_{2}}(v) & =I_{\overline{\mathrm{Q}} A_{2}}(v), I_{\underline{Q} A_{1} \cup \underline{Q} A_{2}}(v)=I_{\underline{Q} A_{2}}(v), \\
F_{\overline{\mathrm{Q}} A_{1} \cup \overline{\mathrm{Q}} A_{2}}(v) & =F_{\overline{\mathrm{Q}} A_{2}}(v), F_{\underline{Q} A_{1} \cup \underline{Q} A_{2}}(v)=F_{\underline{Q} A_{2}}(v) .
\end{aligned}
$$

(iii) $\forall v \in Q A_{1} \cap \underline{Q} A_{2}$

$$
\begin{aligned}
& T_{\overline{\mathrm{Q}} A_{1} \cup \overline{\mathrm{Q} A_{2}}}(v)=\max \left\{T_{\overline{\mathrm{Q}} A_{1}}(v), T_{\overline{\mathrm{Q}} A_{2}}(v)\right\}, T_{\underline{Q} A_{1} \cup \underline{Q} A_{2}}(v)=\max \left\{T_{\underline{Q} A_{1}}(v), T_{\underline{Q} A_{2}}(v)\right\}, \\
& I_{\overline{\mathrm{Q}} A_{1} \cup \overline{\mathrm{Q} A_{2}}}(v)=\min \left\{I_{\overline{\mathrm{Q}} A_{1}}(v), I_{\overline{\mathrm{Q}} A_{2}}(v)\right\}, I_{\underline{Q} A_{1} \cup \underline{Q} A_{2}}(v)=\min \left\{I_{\underline{Q} A_{1}}(v), I_{\underline{Q} A_{2}}(v)\right\}, \\
& F_{\overline{\mathrm{Q}} A_{1} \cup \bar{Q} A_{2}}(v)=\min \left\{F_{\bar{Q} A_{1}}(v), F_{\overline{\mathrm{Q}} A_{2}}(v)\right\}, F_{\underline{Q} A_{1} \cup \underline{Q} A_{2}}(v)=\min \left\{F_{\underline{Q} A_{1}}(v), F_{\underline{Q} A_{2}}(v)\right\} .
\end{aligned}
$$

(iv) $\forall v u \in S B_{1}$ but $v u \notin S B_{2}$.

$$
\begin{aligned}
& T_{\bar{S} B_{1} \cup \bar{S} B_{2}}(v u)=T_{\bar{S} B_{1}}(v u), T_{\underline{S} B_{1} \cup \underline{S} B_{2}}(v u)=T_{\underline{S} B_{1}}(v u), \\
& I_{\bar{S} B_{1} \cup \bar{S} B_{2}}(v u)=I_{\bar{S} B_{1}}(v u), I_{\underline{S} B_{1} \cup \underline{S_{B}}}(v u)=I_{\underline{S} B_{1}}(v u), \\
& F_{\bar{S} B_{1} \cup \bar{S} B_{2}}(v u)=F_{\bar{S} B_{1}}(v u), F_{\underline{S} B_{1} \cup \underline{S} B_{2}}(v u)=F_{\underline{S} B_{1}}(v u) .
\end{aligned}
$$

(v) $\forall v u \notin S B_{1}$ but $v u \in S B_{2}$

$$
\begin{aligned}
& T_{\bar{S} B_{1} \cup \bar{S} B_{2}}(v u)=T_{\bar{S} B_{2}}(v u), T_{\underline{S} B_{1} \cup \underline{S} B_{2}}(v u)=T_{\underline{S} B_{2}}(v u), \\
& I_{\bar{S} B_{1} \cup \bar{S} B_{2}}(v u)=I_{\bar{S} B_{2}}(v u), I_{\underline{\underline{S} B_{1} \cup \underline{S} B_{2}}}(v u)=I_{\underline{S} B_{2}}(v u), \\
& F_{\bar{S} B_{1} \cup \bar{S} B_{2}}(v u)=F_{\bar{S} B_{2}}(v u), F_{\underline{S} B_{1} \cup \underline{S} B_{2}}(v u)=F_{\underline{S} B_{2}}(v u) .
\end{aligned}
$$

(vi) $\forall v u \in S B_{1} \cap \underline{S} B_{2}$

$$
\begin{aligned}
& T_{\bar{S} B_{1} \cup \bar{S} B_{2}}(v u)=\max \left\{T_{\bar{S} B_{1}}(v u), T_{\bar{S} B_{2}}(v u)\right\}, T_{\underline{S} B_{1} \cup \underline{S} B_{2}}(v u)=\max \left\{T_{\underline{S}} B_{1}(v u), T_{\underline{S} B_{2}}(v u)\right\}, \\
& I_{\bar{S} B_{1} \cup \bar{S} B_{2}}(v u)=\min \left\{I_{\bar{S} B_{1}}(v u), I_{\bar{S} B_{2}}(v u)\right\}, I_{\underline{S} B_{1} \cup \underline{S} B_{2}}(v u)=\min \left\{I_{\underline{S} B_{1}}(v u), I_{\underline{S} B_{2}}(v u)\right\}, \\
& F_{\bar{S} B_{1} \cup \bar{S} B_{2}}(v u)=\min \left\{F_{\bar{S} B_{1}}(v u), F_{\bar{S} B_{2}}(v u)\right\}, F_{\underline{S} B_{1} \cup \underline{S} B_{2}}(v u)=\min \left\{F_{\underline{S} B_{1}}(v u), F_{\underline{S} B_{2}}(v u)\right\} .
\end{aligned}
$$

Example 5. Let $V=\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$ be a set of universes, and $\mathbb{M}=\left\{e_{1}, e_{2}, e_{3}\right\}$ a set of parameters. Then, a neutrosophic soft relation over $V \times \mathbb{M}$ can be written as in Table 7 .

Table 7. Neutrosophic soft relation $Q$.

| $Q$ | $v_{1}$ | $v_{2}$ | $v_{3}$ | $v_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $e_{1}$ | $(0.5,0.4,0.3)$ | $(0.7,0.6,0.5)$ | $(0.7,0.6,0.4)$ | $(0.5,0.7,0.4)$ |
| $e_{2}$ | $(0.3,0.5,0.6)$ | $(0.4,0.5,0.1)$ | $(0.3,0.6,0.5)$ | $(0.4,0.8,0.2)$ |
| $e_{3}$ | $(0.7,0.5,0.8)$ | $(0.2,0.3,0.8)$ | $(0.7,0.3,0.5)$ | $(0.6,0.4,0.3)$ |

Let $A_{1}=\left\{\left(e_{1}, 0.5,0.7,0.8\right),\left(e_{2}, 0.7,0.5,0.3\right),\left(e_{3}, 0.4,0.5,0.3\right)\right\}$, and $A_{2}=\left\{\left(e_{1}, 0.6,0.3,0.5\right)\right.$, $\left.\left(e_{2}, 0.5,0.8,0.2\right),\left(e_{3}, 0.5,0.7,0.2\right)\right\}$ are two neutrosophic sets on $\mathbb{M}$, Then, $Q\left(A_{1}\right)=\left(\underline{Q}\left(A_{1}\right), \bar{Q}\left(A_{1}\right)\right)$ and $Q\left(A_{2}\right)=\left(\underline{Q}\left(A_{2}\right), \bar{Q}\left(A_{2}\right)\right)$ are NSRSs, where

$$
\begin{aligned}
& \underline{Q}\left(A_{1}\right)=\left\{\left(v_{1}, 0.5,0.6,0.5\right),\left(v_{2}, 0.5,0.5,0.7\right)\left(v_{3}, 0.5,0.5,0.7\right),\left(v_{4} 0.4,0.5,0.5\right)\right\}, \\
& \overline{\bar{Q}}\left(A_{1}\right)=\left\{\left(v_{1}, 0.5,0.5,0.6\right),\left(v_{2}, 0.5,0.5,0.3\right),\left(v_{3}, 0.5,0.5,0.5\right),\left(v_{4} 0.5,0.5,0.3\right)\right\}, \\
& \underline{Q}\left(A_{2}\right)=\left\{\left(v_{1}, 0.6,0.5,0.5\right),\left(v_{2}, 0.5,0.7,0.5\right),\left(v_{3}, 0.5,0.7,0.5\right),\left(v_{4}, 0.5,0.6,0.5\right)\right\}, \\
& \overline{\bar{Q}}\left(A_{2}\right)=\left\{\left(v_{1}, 0.5,0.4,0.5\right),\left(v_{2}, 0.6,0.6,0.2\right),\left(v_{3}, 0.6,0.6,0.5\right),\left(v_{4}, 0.5,0.7,0.2\right)\right\} .
\end{aligned}
$$

Let $E=\left\{v_{1} v_{2}, v_{1} v_{4}, v_{2} v_{2}, v_{2} v_{3}, v_{3} v_{3}, v_{3} v_{4}\right\} \subseteq V \times V$, and $L=\left\{e_{1} e_{2}, e_{1} e_{3}, e_{2} e_{3}\right\} \subset \mathbb{M}$. Then, a neutrosophic soft relation on $E$ can be written as in Table 8.

Table 8. Neutrosophic soft relation $S$.

| $S$ | $v_{1} v_{2}$ | $v_{1} v_{4}$ | $v_{2} v_{2}$ | $v_{2} v_{3}$ | $v_{3} v_{3}$ | $v_{3} v_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{1} e_{2}$ | $(0.3,0.4,0.1)$ | $(0.4,0.4,0.2)$ | $(0.4,0.5,0.1)$ | $(0.3,0.5,0.4)$ | $(0.3,0.4,0.4)$ | $(0.4,0.5,0.2)$ |
| $e_{1} e_{3}$ | $(0.2,0.3,0.3)$ | $(0.4,0.3,0.2)$ | $(0.2,0.3,0.5)$ | $(0.4,0.3,0.3)$ | $(0.5,0.3,0.3)$ | $(0.5,0.4,0.3)$ |
| $e_{2} e_{3}$ | $(0.2,0.3,0.5)$ | $(0.3,0.3,0.3)$ | $(0.2,0.3,0.1)$ | $(0.4,0.3,0.1)$ | $(0.3,0.3,0.5)$ | $(0.3,0.4,0.3)$ |

Let $B_{1}=\left\{\left(e_{1} e_{2}, 0.5,0.4,0.5\right),\left(e_{1} e_{3}, 0.3,0.4,0.5\right),\left(e_{2} e_{3}, 0.4,0.4,0.3\right)\right\}$, and $B_{2}=\left\{\left(e_{1} e_{2}, 0.5,0.3,0.2\right)\right.$, $\left.\left(e_{1} e_{3}, 0.4,0.3,0.3\right),\left(e_{2} e_{3}, 0.4,0.6,0.2\right)\right\}$ are two neutrosophic sets on $L$, Then, $S\left(B_{1}\right)=\left(\underline{S}\left(B_{1}\right), \bar{S}\left(B_{1}\right)\right)$ and $S\left(B_{2}\right)=\left(\underline{S}\left(B_{2}\right), \bar{S}\left(B_{2}\right)\right)$ are NSRRs, where

$$
\begin{aligned}
\underline{S}\left(B_{1}\right)= & \left\{\left(v_{1} v_{2}, 0.3,0.4,0.3\right),\left(v_{1} v_{4}, 0.3,0.4,0.4\right),\left(v_{2} v_{2}, 0.4,0.4,0.4\right),\left(v_{2} v_{3}, 0.3,0.4,0.4\right),\right. \\
& \left.\left(v_{3} v_{3}, 0.3,0.4,0.5\right),\left(v_{3} v_{4}, 0.3,0.4,0.5\right)\right\}, \\
\bar{S}\left(B_{1}\right)= & \left\{\left(v_{1} v_{2}, 0.3,0.4,0.5\right),\left(v_{1} v_{4}, 0.4,0.4,0.3\right),\left(v_{2} v_{2}, 0.4,0.4,0.3\right),\left(v_{2} v_{3}, 0.4,0.4,0.3\right),\right. \\
& \left.\left(v_{3} v_{3}, 0.3,0.4,0.5\right),\left(v_{3} v_{4}, 0.4,0.4,0.3\right)\right\} ; \\
\underline{S}\left(B_{2}\right)= & \left\{\left(v_{1} v_{2}, 0.4,0.6,0.2\right),\left(v_{1} v_{4}, 0.4,0.6,0.3\right),\left(v_{2} v_{2}, 0.4,0.6,0.2\right),\left(v_{2} v_{3}, 0.4,0.6,0.3\right),\right. \\
& \left.\left(v_{3} v_{3}, 0.4,0.6,0.3\right),\left(v_{3} v_{4}, 0.4,0.6,0.3\right)\right\}, \\
\bar{S}\left(B_{2}\right)= & \left\{\left(v_{1} v_{2}, 0.3,0.3,0.2\right),\left(v_{1} v_{4}, 0.4,0.3,0.2\right),\left(v_{2} v_{2}, 0.4,0.3,0.2\right),\left(v_{2} v_{3}, 0.4,0.3,0.2\right),\right. \\
& \left.\left(v_{3} v_{3}, 0.4,0.3,0.3\right),\left(v_{3} v_{4}, 0.4,0.4,0.2\right)\right\} .
\end{aligned}
$$

Thus, $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$ and $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$ are NSRGs, where $\underline{G}_{1}=\left(\underline{Q}\left(A_{1}\right), \underline{S}\left(B_{1}\right)\right), \bar{G}_{1}=$ $\left(\bar{Q}\left(A_{1}\right), \bar{S}\left(B_{1}\right)\right)$ as shown in Figure 2.


Figure 2. Neutrosophic soft rough graph $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$
$\underline{G}_{2}=\left(\underline{Q}\left(A_{2}\right), \underline{S}\left(B_{2}\right)\right), \bar{G}_{2}=\left(\bar{Q}\left(A_{2}\right), \bar{S}\left(B_{2}\right)\right)$ as shown in Figure 3.


Figure 3. Neutrosophic soft rough graph $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$

The union of $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$ and $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$ is NSRG $G=G_{1} \cup G_{2}=\left(\underline{G}_{1} \cup \underline{G}_{2}, \bar{G}_{1} \cup \bar{G}_{2}\right)$ as shown in Figure 4.


Figure 4. Neutrosophic soft rough graph $G_{1} \cup G_{2}=\left(\underline{G}_{1} \cup \underline{G}_{2}, \bar{G}_{1} \cup \bar{G}_{2}\right)$
Definition 6. Let $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$ and $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$ be two NSRGs on $V$. The intersection of $G_{1}$ and $G_{2}$ is a neutrosophic soft rough graph $G=G_{1} \cap G_{2}=\left(\underline{G}_{1} \cap \underline{G}_{2}, \bar{G}_{1} \cap \bar{G}_{2}\right)$, where $\underline{G}_{1} \cap \underline{G}_{2}=\left(\underline{Q} A_{1} \cap \underline{Q} A_{2}, \underline{S} B_{1} \cap\right.$ $\left.\underline{S} B_{2}\right)$ and $\bar{G}_{1} \cap \bar{G}_{2}=\left(\bar{Q} A_{1} \cap \bar{Q} A_{2}, \bar{S} B_{1} \cap \bar{S} B_{2}\right)$ are neutrosophic graphs, respectively, such that
(i) $\forall v \in Q A_{1}$ but $v \notin Q A_{2}$.

$$
\begin{aligned}
& T_{\overline{\mathrm{Q}} A_{1} \cap \overline{\mathrm{Q}} A_{2}}(v)=T_{\overline{\mathrm{Q}} A_{1}}(v), T_{\underline{\mathrm{Q} A_{1} \cap \underline{Q} A_{2}}}(v)=T_{\underline{\mathrm{Q} A_{1}}}(v), \\
& I_{\overline{\mathrm{Q}} A_{1} \cap \overline{\mathrm{Q} A_{2}}}(v)=I_{\overline{\mathrm{Q}} A_{1}}(v), I_{\underline{Q} A_{1} \cap \underline{Q} A_{2}}(v)=I_{\underline{Q} A_{1}}(v), \\
& F_{\overline{\mathrm{Q}} A_{1} \cap \overline{\mathrm{Q}} A_{2}}(v)=F_{\overline{\mathrm{Q}} A_{1}}(v), F_{\underline{Q} A_{1} \cap \underline{Q} A_{2}}(v)=F_{\underline{\mathrm{Q}} A_{1}}(v) .
\end{aligned}
$$

(ii) $\quad \forall v \notin Q A_{1}$ but $v \in Q A_{2}$.

$$
\begin{aligned}
& T_{\overline{\mathrm{Q}} A_{1} \cap \overline{\mathrm{Q}} A_{2}}(v)=T_{\overline{\mathrm{Q}} A_{2}}(v), T_{\underline{Q} A_{1} \cap \underline{Q} A_{2}}(v)=T_{\underline{Q} A_{2}}(v), \\
& I_{\overline{\mathrm{Q}} A_{1} \cap \overline{\mathrm{Q}} A_{2}}(v)=I_{\overline{\mathrm{Q}} A_{2}}(v), I_{\underline{Q} A_{1} \cap \underline{Q} A_{2}}(v)=I_{\underline{Q} A_{2}}(v), \\
& F_{\overline{\mathrm{Q}} A_{1} \cap \overline{\mathrm{Q} A_{2}}}(v)=F_{\overline{\mathrm{Q}} A_{2}}(v), F_{\underline{Q} A_{1} \cap \underline{Q} A_{2}}(v)=F_{\underline{Q} A_{2}}(v) .
\end{aligned}
$$

(iii) $\forall v \in Q A_{1} \cap \underline{Q} A_{2}$

$$
\begin{aligned}
& T_{\overline{\mathrm{Q}} A_{1} \cap \overline{\mathrm{Q} A_{2}}}(v)=\min \left\{T_{\overline{\mathrm{Q}} A_{1}}(v), T_{\overline{\mathrm{Q}} A_{2}}(v)\right\}, T_{\underline{Q} A_{1} \cap \underline{Q} A_{2}}(v)=\min \left\{T_{\underline{Q} A_{1}}(v), T_{\underline{Q} A_{2}}(v)\right\}, \\
& I_{\overline{\mathrm{Q}} A_{1} \cap \overline{\mathrm{Q}} A_{2}}(v)=\max \left\{I_{\overline{\mathrm{Q}} A_{1}}(v), I_{\overline{\mathrm{Q}} A_{2}}(v)\right\}, I_{\underline{Q} A_{1} \cap \underline{Q} A_{2}}(v)=\max \left\{I_{\underline{Q} A_{1}}(v), I_{\underline{Q} A_{2}}(v)\right\}, \\
& F_{\overline{\mathrm{Q}} A_{1} \cap \overline{\mathrm{Q} A_{2}}}(v)=\max \left\{F_{\overline{\mathrm{Q}} A_{1}}(v), F_{\overline{\mathrm{Q}} A_{2}}(v)\right\}, F_{\underline{Q} A_{1} \cap \underline{Q} A_{2}}(v)=\max \left\{F_{\underline{Q} A_{1}}(v), F_{\underline{Q} A_{2}}(v)\right\} .
\end{aligned}
$$

(iv) $\forall v u \in S B_{1}$ but $v u \notin S B_{2}$.

$$
\begin{aligned}
T_{\bar{S} B_{1} \cap \bar{S} B_{2}}(v u) & =T_{\bar{S} B_{1}}(v u), T_{\underline{S} B_{1} \cap \underline{S} B_{2}}(v u)=T_{\underline{S} B_{1}}(v u), \\
I_{\bar{S} B_{1} \cap \bar{S} B_{2}}(v u) & =I_{\bar{S} B_{1}}(v u), I_{\underline{S} B_{1} \cap \underline{S} B_{2}}(v u)=I_{\underline{S} B_{1}}(v u), \\
F_{\bar{S} B_{1} \cap \bar{S} B_{2}}(v u) & =F_{\bar{S} B_{1}}(v u), F_{\underline{S} B_{1} \cap \underline{S} B_{2}}(v u)=F_{\underline{S} B_{1}}(v u) .
\end{aligned}
$$

(v) $\forall v u \notin S B_{1}$ but $v u \in S B_{2}$

$$
\begin{aligned}
& T_{\bar{S} B_{1} \cap \bar{S} B_{2}}(v u)=T_{\bar{S} B_{2}}(v u), T_{\underline{S} B_{1} \cap \underline{S} B_{2}}(v u)=T_{\underline{S} B_{2}}(v u), \\
& I_{\bar{S} B_{1} \cap \bar{S} B_{2}}(v u)=I_{\bar{S} B_{2}}(v u), I_{\underline{S} B_{1} \cap \underline{S} B_{2}}(v u)=I_{\underline{S_{B}}}(v u), \\
& F_{\bar{S} B_{1} \cap \bar{S} B_{2}}(v u)=F_{\bar{S} B_{2}}(v u), F_{\underline{S} B_{1} \cap \underline{S} B_{2}}(v u)=F_{\underline{S} B_{2}}(v u) .
\end{aligned}
$$

(vi) $\forall v u \in S B_{1} \cap \underline{S} B_{2}$

$$
\begin{aligned}
& T_{\bar{S} B_{1} \cap \bar{S} B_{2}}(v u)=\min \left\{T_{\bar{S} B_{1}}(v u), T_{\bar{S} B_{2}}(v u)\right\}, T_{\underline{S} B_{1} \cap \underline{S} B_{2}}(v u)=\min \left\{T_{\underline{S}} B_{1}(v u), T_{\underline{S} B_{2}}(v u)\right\}, \\
& I_{\bar{S} B_{1} \cap \bar{S} B_{2}}(v u)=\max \left\{I_{\bar{S} B_{1}}(v u), I_{\bar{S} B_{2}}(v u)\right\}, I_{\underline{S} B_{1} \cap \underline{S} B_{2}}(v u)=\max \left\{I_{\underline{S} B_{1}}(v u), I_{\underline{S} B_{2}}(v u)\right\}, \\
& F_{\bar{S} B_{1} \cap \bar{S} B_{2}}(v u)=\max \left\{F_{\bar{S} B_{1}}(v u), F_{\bar{S} B_{2}}(v u)\right\}, F_{\underline{S} B_{1} \cap \underline{S} B_{2}}(v u)=\max \left\{F_{\underline{S} B_{1}}(v u), F_{\underline{S} B_{2}}(v u)\right\} .
\end{aligned}
$$

Definition 7. Let $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$ and $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$ be two neutrosophic soft rough graphs on $V$. The join of $G_{1}$ and $G_{2}$ is a neutrosophic soft rough graph $G=G_{1}+G_{2}=\left(\underline{G}_{1}+\underline{G}_{2}, \bar{G}_{1}+\bar{G}_{2}\right)$, where $\underline{G}_{1}+\underline{G}_{2}=$ $\left(\underline{Q} A_{1}+\underline{Q} A_{2}, \underline{S} B_{1}+\underline{S} B_{2}\right)$ and $\bar{G}_{1}+\bar{G}_{2}=\left(\bar{Q} A_{1}+\bar{Q} A_{2}, \bar{S} B_{1}+\bar{S} B_{2}\right)$ are neutrosophic graph, respectively, such that
(i) $\forall v \in Q A_{1}$ but $v \notin Q A_{2}$.

$$
\begin{aligned}
T_{\overline{\mathrm{Q}} A_{1}+\overline{\mathrm{Q}} A_{2}}(v) & =T_{\overline{\mathrm{Q}} A_{1}}(v), T_{\underline{Q} A_{1}+\underline{Q} A_{2}}(v)=T_{\underline{Q} A_{1}}(v), \\
I_{\overline{\mathrm{Q}} A_{1}+\overline{\mathrm{Q}} A_{2}}(v) & =I_{\overline{\mathrm{Q}} A_{1}}(v), I_{\underline{Q} A_{1}+\underline{Q} A_{2}}(v)=I_{\underline{Q} A_{1}}(v), \\
F_{\overline{\mathrm{Q}} A_{1}+\overline{\mathrm{Q}} A_{2}}(v) & =F_{\overline{\mathrm{Q}} A_{1}}(v), F_{\underline{Q} A_{1}+\underline{Q} A_{2}}(v)=F_{\underline{Q} A_{1}}(v) .
\end{aligned}
$$

(ii) $\forall v \notin Q A_{1}$ but $v \in Q A_{2}$.

$$
\begin{aligned}
T_{\overline{\mathrm{Q}} A_{1}+\overline{\mathrm{Q}} A_{2}}(v) & =T_{\overline{\mathrm{Q}} A_{2}}(v), T_{\underline{Q} A_{1}+\underline{Q} A_{2}}(v)=T_{\underline{Q} A_{2}}(v), \\
I_{\overline{\mathrm{Q}} A_{1}+\overline{\mathrm{Q}} A_{2}}(v) & =I_{\overline{\mathrm{Q}} A_{2}}(v), I_{\underline{Q} A_{1}+\underline{Q} A_{2}}(v)=I_{\underline{Q} A_{2}}(v), \\
F_{\overline{\mathrm{Q}} A_{1}+\overline{\mathrm{Q}} A_{2}}(v) & =F_{\overline{\mathrm{Q}} A_{2}}(v), F_{\underline{Q} A_{1}+\underline{Q} A_{2}}(v)=F_{\underline{Q} A_{2}}(v) .
\end{aligned}
$$

(iii) $\forall v \in Q A_{1} \cap \underline{Q} A_{2}$

$$
\begin{aligned}
& T_{\overline{\mathrm{Q}} A_{1}+\overline{\mathrm{Q}} A_{2}}(v)=\max \left\{T_{\overline{\mathrm{Q}} A_{1}}(v), T_{\overline{\mathrm{Q}} A_{2}}(v)\right\}, T_{\underline{Q} A_{1}+\underline{Q} A_{2}}(v)=\max \left\{T_{\underline{Q} A_{1}}(v), T_{\underline{Q} A_{2}}(v)\right\}, \\
& I_{\overline{\mathrm{Q}} A_{1}+\overline{\mathrm{Q}} A_{2}}(v)=\min \left\{I_{\overline{\mathrm{Q}} A_{1}}(v), I_{\overline{\mathrm{Q}} A_{2}}(v)\right\}, I_{\underline{Q} A_{1}+\underline{Q} A_{2}}(v)=\min \left\{I_{\underline{Q} A_{1}}(v), I_{\underline{Q} A_{2}}(v)\right\}, \\
& F_{\overline{\mathrm{Q}} A_{1}+\overline{\mathrm{Q}} A_{2}}(v)=\min \left\{F_{\overline{\mathrm{Q}} A_{1}}(v), F_{\overline{\mathrm{Q}} A_{2}}(v)\right\}, F_{\underline{Q} A_{1}+\underline{Q} A_{2}}(v)=\min \left\{F_{\underline{Q} A_{1}}(v), F_{\underline{Q} A_{2}}(v)\right\} .
\end{aligned}
$$

(iv) $\forall v u \in S B_{1}$ but $v u \notin S B_{2}$.

$$
\begin{aligned}
& T_{\bar{S} B_{1}+\bar{S} B_{2}}(v u)=T_{\bar{S} B_{1}}(v u), T_{\underline{S} B_{1}+\underline{S} B_{2}}(v u)=T_{\underline{S} B_{1}}(v u), \\
& I_{\bar{S} B_{1}+\bar{S} B_{2}}(v u)=I_{\bar{S} B_{1}}(v u), I_{\underline{S} B_{1}+\underline{S} B_{2}}(v u)=I_{\underline{\underline{S} B_{1}}}(v u), \\
& F_{\bar{S} B_{1}+\bar{S} B_{2}}(v u)=F_{\bar{S} B_{1}}(v u), F_{\underline{S} B_{1}+\underline{S} B_{2}}(v u)=F_{\underline{S} B_{1}}(v u) .
\end{aligned}
$$

(v) $\forall v u \notin S B_{1}$ but $v u \in S B_{2}$

$$
\begin{aligned}
& T_{\bar{S} B_{1}+\bar{S} B_{2}}(v u)=T_{\bar{S} B_{2}}(v u), T_{\underline{S} B_{1}+\underline{S} B_{2}}(v u)=T_{\underline{S} B_{2}}(v u), \\
& I_{\bar{S} B_{1}+\bar{S} B_{2}}(v u)=I_{\bar{S} B_{2}}(v u), I_{\underline{S} B_{1}}+\underline{S} B_{2} \\
&(v u)=I_{\underline{S_{B}}}(v u), \\
& F_{\bar{S} B_{1}+\bar{S} B_{2}}(v u)=F_{\bar{S} B_{2}}(v u), F_{\underline{S} B_{1}+\underline{S} B_{2}}(v u)=F_{\underline{S} B_{2}}(v u) .
\end{aligned}
$$

(vi) $\forall v u \in S B_{1} \cap \underline{S} B_{2}$

$$
\begin{aligned}
& T_{\bar{S} B_{1}+\bar{S} B_{2}}(v u)=\max \left\{T_{\bar{S} B_{1}}(v u), T_{\bar{S} B_{2}}(v u)\right\}, T_{\underline{S} B_{1}+\underline{S} B_{2}}(v u)=\max \left\{T_{\underline{S}} B_{1}(v u), T_{\underline{S} B_{2}}(v u)\right\}, \\
& I_{\bar{S} B_{1}+\bar{S} B_{2}}(v u)=\min \left\{I_{\bar{S} B_{1}}(v u), I_{\bar{S} B_{2}}(v u)\right\}, I_{\underline{S} B_{1}+\underline{S} B_{2}}(v u)=\min \left\{I_{\underline{S} B_{1}}(v u), I_{\underline{S} B_{2}}(v u)\right\}, \\
& F_{\bar{S} B_{1}+\bar{S} B_{2}}(v u)=\min \left\{F_{\bar{S} B_{1}}(v u), F_{\bar{S} B_{2}}(v u)\right\}, F_{\underline{S} B_{1}+\underline{S} B_{2}}(v u)=\min \left\{F_{\underline{S} B_{1}}(v u), F_{\underline{S} B_{2}}(v u)\right\} .
\end{aligned}
$$

(vii) $\forall v u \in \tilde{E}$, where $\tilde{E}$ is the set of edges joining vertices of $Q A_{1}$ and $Q A_{2}$.

$$
\begin{aligned}
& T_{\bar{S} B_{1}+\bar{S} B_{2}}(v u)=\min \left\{T_{\overline{\mathrm{Q}} A_{1}}(v), T_{\overline{\mathrm{Q}} A_{2}}(u)\right\}, T_{\underline{S} B_{1}+\underline{S} B_{2}}(v u)=\min \left\{T_{\underline{Q} A_{1}}(v), T_{\underline{Q} A_{2}}(u)\right\}, \\
& I_{\bar{S} B_{1}+\bar{S} B_{2}}(v u)=\max \left\{I_{\overline{\mathrm{Q}} A_{1}}(v), I_{\overline{\mathrm{Q}} A_{2}}(u)\right\}, I_{\underline{S} B_{1}+\underline{S} B_{2}}(v u)=\max \left\{I_{\underline{Q} A_{1}}(v), I_{\underline{Q} A_{2}}(u)\right\}, \\
& F_{\bar{S} B_{1}+\bar{S} B_{2}}(v u)=\max \left\{F_{\overline{\mathrm{Q}} A_{1}}(v), F_{\overline{\mathrm{Q}} A_{2}}(u)\right\}, F_{\underline{S} B_{1}+\underline{S} B_{2}}(v u)=\max \left\{F_{\underline{Q} A_{1}}(v), F_{\underline{Q} A_{2}}(u)\right\} .
\end{aligned}
$$

Definition 8. The Cartesian product of $G_{1}$ and $G_{2}$ is a $G=G_{1} \ltimes G_{2}=\left(\underline{G}_{1} \ltimes \underline{G}_{2}, \bar{G}_{1} \ltimes \bar{G}_{2}\right)$, where $\underline{G}_{1} \ltimes \underline{G}_{2}=$ $\left(\underline{Q} A_{1} \ltimes \underline{Q} A_{2}, \underline{S} B_{1} \ltimes \underline{S} B_{2}\right)$ and $\bar{G}_{1} \ltimes \bar{G}_{2}=\left(\bar{Q} A_{1} \ltimes \bar{Q} A_{2}, \bar{S} B_{1} \ltimes \bar{S} B_{2}\right)$ are neutrosophic digraph, such that
(i) $\forall\left(v_{1}, v_{2}\right) \in Q A_{1} \times Q A_{2}$.

$$
\begin{aligned}
& T_{\left(\overline{\mathrm{Q}} A_{1} \ltimes \overline{\mathrm{Q}} A_{2}\right)}\left(v_{1}, v_{2}\right)=\min \left\{T_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), T_{\overline{\mathrm{Q}} A_{2}}\left(v_{1}\right)\right\}, T_{\left(\underline{Q} A_{1} \ltimes \underline{Q} A_{2}\right)}\left(v_{1}, v_{2}\right)=\min \left\{T_{\underline{Q} A_{1}}\left(v_{1}\right), T_{\underline{Q} A_{2}}\left(v_{1}\right)\right\}, \\
& I_{\left(\overline{\mathrm{Q}} A_{1} \ltimes \overline{\mathrm{Q}} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{I_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), I_{\overline{\mathrm{Q} A_{2}}}\left(v_{1}\right)\right\}, I_{\left(\underline{Q} A_{1} \ltimes \underline{Q} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{I_{\underline{Q} A_{1}}\left(v_{1}\right), I_{\underline{Q} A_{2}}\left(v_{1}\right)\right\}, \\
& F_{\left(\overline{\mathrm{Q}} A_{1} \ltimes \overline{\mathrm{Q}} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{F_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), F_{\overline{\mathrm{Q}} A_{2}}\left(v_{1}\right)\right\}, F_{\left(\underline{Q} A_{1} \ltimes \underline{Q} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{F_{\underline{Q} A_{1}}\left(v_{1}\right), F_{\underline{Q} A_{2}}\left(v_{1}\right)\right\} .
\end{aligned}
$$

(ii) $\forall v_{1} v_{2} \in S B_{2}, v \in Q A_{1}$.

$$
\begin{aligned}
& T_{\left(\bar{S} B_{1} \ltimes \bar{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\min \left\{T_{\overline{\mathrm{Q}} A_{1}}(v), T_{\bar{S} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
& T_{\left(\underline{S} B_{1} \ltimes \underline{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\min \left\{T_{\underline{Q} A_{1}}(v), T_{\underline{S} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
& I_{\left(\bar{S} B_{1} \ltimes \bar{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\max \left\{I_{\bar{Q} A_{1}}(v), I_{\bar{S} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
& I_{\left(\underline{S} B_{1} \ltimes \underline{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\max \left\{I_{\underline{Q} A_{1}}(v), I_{\underline{S_{2}^{2}}}\left(v_{1} v_{2}\right)\right\}, \\
& F_{\left(\bar{S} B_{1} \ltimes \bar{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\max \left\{F_{\overline{\mathrm{Q}} A_{1}}(v), F_{\overline{\bar{S} B_{2}}}\left(v_{1} v_{2}\right)\right\}, \\
& F_{\left(\underline{S} B_{1} \ltimes \underline{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\max \left\{F_{\underline{Q} A_{1}}(v), F_{\underline{S} B_{2}}\left(v_{1} v_{2}\right)\right\} .
\end{aligned}
$$

(iii) $\forall v_{1} v_{2} \in S B_{1}, v \in Q A_{2}$.

$$
\begin{aligned}
& T_{\left(\underline{S} B_{1} \ltimes \underline{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\min \left\{T_{\underline{S} B_{1}}\left(v_{1} v_{2}\right), T_{\underline{Q} A_{2}}(v)\right\}, \\
& T_{\left(\bar{S} B_{1} \ltimes \bar{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\min \left\{T_{\bar{S} B_{1}}\left(v_{1} v_{2}\right), T_{\bar{Q} A_{2}}(v)\right\}, \\
& I_{\left(\bar{S} B_{1} \ltimes \bar{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\max \left\{I_{\bar{S} B_{1}}\left(v_{1} v_{2}\right), I_{\bar{Q} A_{2}}(v)\right\}, \\
& I_{\left(\underline{S} B_{1} \ltimes \underline{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\max \left\{I_{\underline{S} B_{1}}\left(v_{1} v_{2}\right), I_{\underline{Q} A_{2}}(v)\right\}, \\
& F_{\left(\bar{S} B_{1} \ltimes \bar{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\max \left\{F_{\bar{S} B_{1}}\left(v_{1} v_{2}\right), F_{\bar{Q} A_{2}}(v)\right\}, \\
& F_{\left(\underline{S} B_{1} \ltimes \underline{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\max \left\{F_{\underline{S} B_{1}}\left(v_{1} v_{2}\right), F_{\underline{Q} A_{2}}(v)\right\} .
\end{aligned}
$$

Definition 9. The cross product of $G_{1}$ and $G_{2}$ is a neutrosophic soft rough graph $G=G_{1} \odot G_{2}=\left(\underline{G}_{1} \odot\right.$ $\left.\underline{G}_{2}, \bar{G}_{1} \odot \bar{G}_{2}\right)$, where $\underline{G}_{1} \odot \underline{G}_{2}=\left(\underline{Q} A_{1} \odot \underline{Q} A_{2}, \underline{S} B_{1} \odot \underline{S} B_{2}\right)$ and $\bar{G}_{1} \odot \bar{G}_{2}=\left(\bar{Q} A_{1} \odot \bar{Q} A_{2}, \bar{S} B_{1} \odot \bar{S} B_{2}\right)$ are neutrosophic graphs, respectively, such that
(i) $\forall\left(v_{1}, v_{2}\right) \in Q A_{1} \times Q A_{2}$.

$$
\begin{aligned}
& T_{\left(\overline{\mathrm{Q}} A_{1} \odot \overline{\mathrm{Q}} A_{2}\right)}\left(v_{1}, v_{2}\right)=\min \left\{T_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), T_{\overline{\mathrm{Q}} A_{2}}\left(v_{1}\right)\right\}, T_{\left(\underline{Q} A_{1} \odot \underline{Q} A_{2}\right)}\left(v_{1}, v_{2}\right)=\min \left\{T_{\underline{Q} A_{1}}\left(v_{1}\right), T_{\underline{Q} A_{2}}\left(v_{1}\right)\right\}, \\
& I_{\left(\overline{\mathrm{Q}} A_{1} \odot \overline{\mathrm{Q}} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{I_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), I_{\overline{\mathrm{Q}} A_{2}}\left(v_{1}\right)\right\}, I_{\left(\underline{Q} A_{1} \odot \underline{Q} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{I_{\underline{Q} A_{1}}\left(v_{1}\right), I_{\underline{Q} A_{2}}\left(v_{1}\right)\right\}, \\
& F_{\left(\overline{\mathrm{Q}} A_{1} \odot \overline{\mathrm{Q}} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{F_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), F_{\overline{\mathrm{Q}} A_{2}}\left(v_{1}\right)\right\}, F_{\left(\underline{Q} A_{1} \odot \underline{Q} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{F_{\underline{Q} A_{1}}\left(v_{1}\right), F_{\underline{Q} A_{2}}\left(v_{1}\right)\right\} .
\end{aligned}
$$

(ii) $\forall v_{1} u_{1} \in S B_{1}, v_{2} u_{2} \in S B_{2}$.

$$
\begin{aligned}
T_{\left(\bar{S} B_{1} \odot \bar{S}_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right) & =\min \left\{T_{\bar{S} B_{1}}\left(v_{1} u_{1}\right), T_{\bar{S} B_{2}}\left(v_{1} u_{2}\right)\right\}, \\
T_{\left(\underline{S} B_{1} \odot \underline{S} B_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right) & =\min \left\{T_{\underline{S} B_{1}}\left(v_{1} u_{1}\right), T_{\underline{S} B_{2}}\left(v_{1} u_{2}\right)\right\}, \\
I_{\left(\bar{S} B_{1} \odot \bar{S} B_{2}\right.}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right) & =\max \left\{I_{\bar{S} B_{1}}\left(v_{1} u_{1}\right), I_{\bar{S} B_{2}}\left(v_{1} u_{2}\right)\right\}, \\
I_{\left(\underline{\left.S B_{1} \odot \underline{S} B_{2}\right)}\right.}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right) & =\max \left\{I_{\underline{S} B_{1}}\left(v_{1} u_{1}\right), I_{\underline{S} B_{2}}\left(v_{1} u_{2}\right)\right\}, \\
F_{\left(\bar{S} B_{1} \odot \bar{S} B_{2}\right.}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right) & =\max \left\{F_{\bar{S} B_{1}}\left(v_{1} u_{1}\right), F_{\bar{S} B_{2}}\left(v_{1} u_{2}\right)\right\}, \\
F_{\left(\underline{S} B_{1} \odot \underline{S} B_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right) & =\max \left\{F_{\underline{S} B_{1}}\left(v_{1} u_{1}\right), F_{\underline{S_{2}}}\left(v_{1} u_{2}\right)\right\} .
\end{aligned}
$$

Definition 10. The rejection of $G_{1}$ and $G_{2}$ is a neutrosophic soft rough graph $G=G_{1} \mid G_{2}=\left(\underline{G}_{1}\left|\underline{G}_{2}, \bar{G}_{1}\right| \bar{G}_{2}\right)$, where $\underline{G}_{1} \mid \underline{G}_{2}=\left(\underline{S} A_{1}\left|\underline{S} A_{2}, \underline{S} B_{1}\right| \underline{S} B_{2}\right)$ and $\bar{G}_{1} \mid \bar{G}_{2}=\left(\bar{S} A_{1}\left|\bar{S} A_{2}, \bar{S} B_{1}\right| \bar{S} B_{2}\right)$ are neutrosophic graphs such that
(i) $\forall\left(v_{1}, v_{2}\right) \in Q A_{1} \times Q A_{2}$.

$$
\begin{aligned}
& T_{\left(\overline{\mathrm{Q}} A_{1} \mid \overline{\mathrm{Q}} A_{2}\right)}\left(v_{1}, v_{2}\right)=\min \left\{T_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), T_{\overline{\mathrm{Q}} A_{2}}\left(v_{2}\right)\right\}, T_{\left(\underline{\left.\mathrm{Q} A_{1} \mid \underline{Q} A_{2}\right)}\right.}\left(v_{1}, v_{2}\right)=\min \left\{T_{\underline{Q} A_{1}}\left(v_{1}\right), T_{\underline{Q} A_{2}}\left(v_{2}\right)\right\}, \\
& I_{\left(\overline{\mathrm{Q}} A_{1} \mid \overline{\mathrm{Q}} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{I_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), I_{\overline{\mathrm{Q}} A_{2}}\left(v_{2}\right)\right\}, I_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{I_{\underline{Q} A_{1}}\left(v_{1}\right), I_{\underline{Q} A_{2}}\left(v_{2}\right)\right\}, \\
& F_{\left(\overline{\mathrm{Q}} A_{1} \mid \overline{\mathrm{Q}} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{F_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), F_{\bar{Q} A_{2}}\left(v_{2}\right)\right\}, F_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{F_{\underline{Q} A_{1}}\left(v_{1}\right), F_{\underline{Q} A_{2}}\left(v_{2}\right)\right\} .
\end{aligned}
$$

(ii) $\forall v_{2} u_{2} \notin S B_{2}, v \in Q A_{1}$.

$$
\begin{aligned}
T_{\left(\bar{S} B_{1} \mid \bar{S} B_{2}\right)} & \left(\left(v, v_{2}\right)\left(v, u_{2}\right)\right) \\
T_{\left(\underline{S} B_{1} \mid \underline{Q} B_{2}\right)}\left(\left(v, v_{2}\right)\left(v, u_{2}\right)\right) & =\min \left\{T_{\overline{\mathrm{Q}} A_{1}}(v), T_{\overline{\mathrm{Q}} A_{2}}\left(v_{2}\right), T_{\overline{\mathrm{Q}} A_{2}}\left(u_{2}\right)\right\}, \\
\left(I_{\left.\bar{S} B_{1} \mid \bar{S} B_{2}\right)}(v), T_{\underline{Q} A_{2}}\left(v, v_{2}\right), T_{\underline{Q} A_{2}}\left(v, u_{2}\right)\right)= & \max \left\{I_{\overline{\mathrm{Q}} A_{1}}(v), I_{\overline{\mathrm{Q}} A_{2}}\left(v_{2}\right), I_{\overline{\mathrm{Q}} A_{2}}\left(u_{2}\right)\right\}, \\
\left(I_{\underline{\left.S B_{1} \mid \underline{S} B_{2}\right)}}\left(\left(v, v_{2}\right)\left(v, u_{2}\right)\right)\right. & =\max \left\{I_{\underline{Q} A_{1}}(v), I_{\underline{Q} A_{2}}\left(v_{2}\right), I_{\underline{Q} A_{2}}\left(u_{2}\right)\right\}, \\
\left(F_{\left.\bar{S} B_{1} \mid \bar{S} B_{2}\right)}\left(\left(v, v_{2}\right)\left(v, u_{2}\right)\right)\right. & =\max \left\{F_{\bar{Q} A_{1}}(v), F_{\bar{Q} A_{2}}\left(v_{2}\right), F_{\bar{Q} A_{2}}\left(u_{2}\right)\right\}, \\
\left(F_{\left.\underline{S} B_{1} \mid \underline{S} B_{2}\right)}\left(\left(v, v_{2}\right)\left(v, u_{2}\right)\right)\right. & =\max \left\{F_{\underline{Q} A_{1}}(v), F_{\underline{Q} A_{2}}\left(v_{2}\right), F_{\underline{Q} A_{2}}\left(u_{2}\right)\right\} .
\end{aligned}
$$

(iii) $\forall v_{1} u_{1} \notin S B_{1}, v \in Q A_{2}$,

$$
\begin{aligned}
& T_{\left(\underline{S} B_{1} \mid \underline{S B_{2}}\right)}\left(\left(v_{1}, v\right)\left(u_{1}, v\right)\right)=\min \left\{T_{\underline{Q} A_{1}}\left(v_{1}\right), T_{\underline{Q} A_{1}}\left(u_{1}\right), T_{\underline{Q} A_{2}}(v)\right\}, \\
& I_{\left(\underline{S} B_{1} \underline{\left.S B_{2}\right)}\right.}\left(\left(v_{1}, v\right)\left(u_{1}, v\right)\right)=\max \left\{\underline{I}_{\underline{Q} A_{1}}\left(v_{1}\right), I_{\underline{Q} A_{1}}\left(u_{1}\right), I_{\underline{Q} A_{2}}(v)\right\}, \\
& F_{\left(\underline{S} B_{1} \mid \underline{S B_{2}}\right)}\left(\left(v_{1}, v\right)\left(u_{1}, v\right)\right)=\max \left\{F_{\underline{Q} A_{1}}\left(v_{1}\right), F_{\underline{Q} A_{1}}\left(u_{1}\right), \underline{F}_{\underline{Q} A_{2}}(v)\right\}, \\
& T_{\left(\bar{S} B_{1} \mid \bar{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(u_{1}, v\right)\right)=\min \left\{T_{\bar{Q} A_{1}}\left(v_{1}\right), T_{\bar{Q} A_{1}}\left(u_{1}\right), T_{\bar{Q} A_{2}}(v)\right\}, \\
& I_{\left(\bar{S} B_{1} \mid \bar{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(u_{1}, v\right)\right)=\max \left\{I_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), I_{\overline{\mathrm{Q}} A_{1}}\left(u_{1}\right), I_{\overline{\mathrm{Q}} A_{2}}(v)\right\}, \\
& F_{\left(\bar{S} B_{1} \mid \bar{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(u_{1}, v\right)\right)=\max \left\{F_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), F_{\overline{\mathrm{Q}} A_{1}}\left(u_{1}\right), F_{\overline{\mathrm{Q}} A_{2}}(v)\right\} .
\end{aligned}
$$

(iv) $\forall v_{1} u_{1} \notin \bar{S} B_{1}, v_{2} u_{2} \notin \bar{S} B_{2}, v_{1}=u_{1}$.

$$
\begin{aligned}
& T_{\left(\underline{\left.S B_{1} \mid \underline{\underline{S}} B_{2}\right)}\right.}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right)=\min \left\{T_{\underline{\underline{Q} A_{1}}}\left(v_{1}\right), T_{\underline{\underline{Q} A_{1}}}\left(u_{1}\right), T_{\underline{\underline{Q} A_{2}}}\left(v_{2}\right), T_{\underline{Q} A_{2}}\left(u_{2}\right)\right\}, \\
& I_{\left(\underline{\left.\underline{I} B_{1} \mid \underline{S} B_{2}\right)}\right.}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right)=\max \left\{\underline{I}_{\underline{Q} A_{1}}\left(v_{1}\right), I_{\underline{Q} A_{1}}\left(u_{1}\right), \underline{I}_{\underline{Q} A_{2}}\left(v_{2}\right), \underline{I}_{\underline{Q} A_{2}}\left(u_{2}\right)\right\} \text {, } \\
& F_{\left(\underline{S B_{1}} \mid \underline{\underline{S}} B_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right)=\max \left\{F_{\underline{Q} A_{1}}\left(v_{1}\right), F_{\underline{Q} A_{1}}\left(u_{1}\right), \underline{F}_{\underline{Q} A_{2}}\left(v_{2}\right), F_{\underline{Q} A_{2}}\left(u_{2}\right)\right\}, \\
& T_{\left(\bar{S} B_{1} \mid \bar{S} B_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right)=\min \left\{T_{\bar{Q} A_{1}}\left(v_{1}\right), T_{\overline{\mathrm{Q}} A_{1}}\left(u_{1}\right), T_{\overline{\mathrm{Q}} A_{2}}\left(v_{2}\right), T_{\overline{\mathrm{Q}} A_{2}}\left(u_{2}\right)\right\}, \\
& I_{\left(\bar{S} B_{1} \mid \bar{S} B_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right)=\max \left\{I_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), I_{\overline{\mathrm{Q}} \mathrm{~A}_{1}}\left(u_{1}\right), I_{\overline{\mathrm{Q}} \mathrm{~A}_{2}}\left(v_{2}\right), I_{\overline{\mathrm{Q}} \mathrm{~A}_{2}}\left(u_{2}\right)\right\} \text {, } \\
& F_{\left(\bar{S} B_{1} \mid \bar{S} B_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right)=\max \left\{F_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), F_{\overline{\mathrm{Q}} A_{1}}\left(u_{1}\right), F_{\overline{\mathrm{Q}} A_{2}}\left(v_{2}\right), F_{\overline{\mathrm{Q}} A_{2}}\left(u_{2}\right)\right\},
\end{aligned}
$$

Example 6. Let $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$ and $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$ be two neutrosophic soft rough graphs on $V$, where $\underline{G}_{1}=\left(\underline{Q} A_{1}, \underline{S} B_{1}\right)$ and $\bar{G}_{1}=\left(\bar{Q} A_{1}, \bar{S} B_{1}\right)$ are neutrosophic graphs as shown in Figure 2 and $\underline{G}_{2}=\left(\underline{Q} A_{2}, \underline{S} B_{2}\right)$ and $\bar{G}_{2}=\left(\bar{Q} A_{2}, \bar{S} B_{2}\right)$ are neutrosophic graphs as shown in Figure 3. The Cartesian product of $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$ and $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$ is NSRG $G=G_{1} \times G_{2}=\left(\underline{G}_{1} \times \underline{G}_{2}, \bar{G}_{1} \times \bar{G}_{2}\right)$ as shown in Figure 5.

(a)

Figure 5. Cont.

(b)

Figure 5. Cartesian product of two neutrosophic soft rough graphs $G_{1} \times G_{2}$
Definition 11. The symmetric difference of $G_{1}$ and $G_{2}$ is a neutrosophic soft rough graph $G=G_{1} \oplus G_{2}=$ $\left(\underline{G}_{1} \oplus \underline{G}_{2}, \bar{G}_{1} \oplus \bar{G}_{2}\right)$, where $\underline{G}_{1} \oplus \underline{G}_{2}=\left(\underline{Q} A_{1} \oplus \underline{Q} A_{2}, \underline{S} B_{1} \oplus \underline{S} B_{2}\right)$ and $\bar{G}_{1} \oplus \bar{G}_{2}=\left(\bar{Q} A_{1} \oplus \bar{Q} A_{2}, \bar{S} B_{1} \oplus \bar{S} B_{2}\right)$ are neutrosophic graphs, respectively, such that
(i) $\forall\left(v_{1}, v_{2}\right) \in Q A_{1} \times Q A_{2}$.

$$
\begin{aligned}
T_{\left(\overline{\mathrm{Q}} A_{1} \oplus \overline{\mathrm{Q}} A_{2}\right)} & \left(v_{1}, v_{2}\right)
\end{aligned}=\min \left\{T_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), T_{\overline{\mathrm{Q}} A_{2}}\left(v_{2}\right)\right\}, T_{\left(\underline{Q} A_{1} \oplus \underline{Q} A_{2}\right)}\left(v_{1}, v_{2}\right)=\min \left\{T_{\underline{Q} A_{1}}\left(v_{1}\right), T_{\underline{Q} A_{2}}\left(v_{2}\right)\right\},
$$

(ii) $\forall v_{1} v_{2} \in S B_{2}, v \in Q A_{1}$.

$$
\begin{aligned}
& T_{\left(\bar{S} B_{1} \oplus \bar{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\min \left\{T_{\bar{Q} A_{1}}(v), T_{\bar{S} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
& T_{\left(\underline{S} B_{1} \oplus \underline{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\min \left\{T_{\underline{Q} A_{1}}(v), T_{\underline{S} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
& I_{\left(\bar{S} B_{1} \oplus \bar{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\max \left\{I_{\bar{Q} A_{1}}(v), I_{\bar{S} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
& I_{\left(\underline{S} B_{1} \oplus \underline{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\max \left\{\underline{I}_{\underline{Q} A_{1}}(v), I_{\underline{\underline{S}} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
& F_{\left(\bar{S} B_{1} \oplus \bar{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\max \left\{F_{\bar{Q} A_{1}}(v), F_{\bar{S}_{B_{2}}}\left(v_{1} v_{2}\right)\right\}, \\
& F_{\left(\underline{S} B_{1} \oplus \underline{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\max \left\{\underline{F}_{\underline{Q} A_{1}}(v), F_{\underline{S} B_{2}}\left(v_{1} v_{2}\right)\right\} .
\end{aligned}
$$

(iii) $\forall v_{1} v_{2} \in S B_{1}, v \in Q A_{2}$.

$$
\begin{aligned}
& T_{\left(\bar{S} B_{1} \oplus \bar{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\min \left\{T_{\bar{S} B_{1}}\left(v_{1} v_{2}\right), T_{\bar{Q} A_{2}}(v)\right\}, \\
& T_{\left(\underline{S} B_{1} \oplus \underline{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\min \left\{T_{\underline{S} B_{1}}\left(v_{1} v_{2}\right), T_{\underline{Q} A_{2}}(v)\right\}, \\
& I_{\left(\bar{S} B_{1} \oplus \bar{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\max \left\{I_{\bar{S} B_{1}}\left(v_{1} v_{2}\right), I_{\bar{Q} A_{2}}(v)\right\}, \\
& I_{\left(\underline{S} B_{1} \oplus \underline{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\max \left\{I_{\underline{I_{B_{1}}}}\left(v_{1} v_{2}\right), I_{\underline{Q} A_{2}}(v)\right\}, \\
& F_{\left(\bar{S} B_{1} \oplus \bar{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\max \left\{F_{\bar{S} B_{1}}\left(v_{1} v_{2}\right), F_{\bar{Q} A_{2}}(v)\right\}, \\
& F_{\left(\underline{S} B_{1} \oplus \underline{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\max \left\{F_{\underline{S} B_{1}}\left(v_{1} v_{2}\right), F_{\underline{Q} A_{2}}(v)\right\} .
\end{aligned}
$$

(iv) $\forall v_{1} u_{1} \notin S B_{1}, v_{2} u_{2} \in S B_{2}$.

$$
\begin{aligned}
& T_{\left(\bar{S} B_{1} \oplus \bar{S} B_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right) \\
& T_{\left(\underline{S} B_{1} \oplus \underline{S} B_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right)=\min \left\{T_{\bar{S} B_{1}}\left(v_{1} u_{1}\right), T_{\overline{\mathbb{Q}} A_{2}}\left(v_{2}\right), T_{\overline{\mathbb{Q}} B_{1}}\left(v_{1} u_{1}\right), T_{\underline{Q} A_{2}}\left(v_{2}\right), T_{\underline{Q} A_{2}}\left(u_{2}\right)\right\}, \\
& I_{\left(\bar{S} B_{1} \oplus \bar{S} B_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right)=\max \left\{I_{\bar{S} B_{1}}\left(v_{1} u_{1}\right), I_{\bar{Q} A_{2}}\left(v_{2}\right), I_{\bar{Q} A_{2}}\left(u_{2}\right)\right\}, \\
& I_{\left(\underline{S} B_{1} \oplus \underline{S} B_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right)=\max \left\{I_{\underline{S} B_{1}}\left(v_{1} u_{1}\right), I_{\underline{Q} A_{2}}\left(v_{2}\right), I_{\underline{Q} A_{2}}\left(u_{2}\right)\right\}, \\
& F_{\left(\bar{S} B_{1} \oplus \bar{S} B_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right)=\max \left\{F_{{\bar{S} B_{1}}}\left(v_{1} u_{1}\right), F_{\bar{Q} A_{2}}\left(v_{2}\right), F_{\bar{Q} A_{2}}\left(u_{2}\right)\right\}, \\
& F_{\left(\underline{S} B_{1} \oplus \underline{S} B_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right)=\max \left\{F_{\underline{S} B_{1}}\left(v_{1} u_{1}\right), F_{\underline{Q} A_{2}}\left(v_{2}\right), F_{\underline{Q} A_{2}}\left(u_{2}\right)\right\} .
\end{aligned}
$$

(v) $\forall v_{1} u_{1} \notin S B_{1}, v_{2} u_{2} \in S B_{2}$.

$$
\begin{aligned}
& T_{\left(\bar{S} B_{1} \oplus \bar{S} B_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right)=\min \left\{T_{\bar{Q} A_{1}}\left(v_{1}\right), T_{\bar{Q} A_{1}}\left(u_{1}\right), T_{\bar{S} B_{2}}\left(v_{2} u_{2}\right)\right\}, \\
& T_{\left(\underline{S} B_{1} \oplus \underline{S} B_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right)=\min \left\{T_{\underline{Q} A_{1}}\left(v_{1}\right), T_{\underline{Q} A_{1}}\left(u_{1}\right), T_{\underline{S} B_{2}}\left(v_{2} u_{2}\right)\right\}, \\
& I_{\left(\bar{S} B_{1} \oplus \bar{S} B_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right)=\max \left\{I_{\bar{Q} A_{1}}\left(v_{1}\right), I_{\bar{Q} A_{1}}\left(u_{1}\right), I_{\bar{S} B_{2}}\left(v_{2} u_{2}\right)\right\}, \\
& I_{\left(\underline{S} B_{1} \oplus \underline{S} B_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right)=\max \left\{I_{\underline{Q} A_{1}}\left(v_{1}\right), I_{\underline{Q} A_{1}}\left(u_{1}\right), I_{\underline{S_{2}^{2}}}\left(v_{2} u_{2}\right)\right\}, \\
& F_{\left(\bar{S} B_{1} \oplus \bar{S} B_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right)=\max \left\{F_{\bar{Q} A_{1}}\left(v_{1}\right), F_{\bar{Q} A_{1}}\left(u_{1}\right), F_{\bar{S} B_{2}}\left(v_{2} u_{2}\right)\right\}, \\
& F_{\left(\underline{S} B_{1} \oplus \underline{S} B_{2}\right)}\left(\left(v_{1}, v_{2}\right)\left(u_{1}, u_{2}\right)\right)=\max \left\{F_{\underline{Q} A_{1}}\left(v_{1}\right), F_{\underline{Q} A_{1}}\left(u_{1}\right), F_{\underline{S}_{2}}\left(v_{2} u_{2}\right)\right\} .
\end{aligned}
$$

Example 7. Let $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$ and $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$ be two neutrosophic soft rough graphs on $V$, where $\underline{G}_{1}=\left(\underline{Q} A_{1}, \underline{S} B_{1}\right)$ and $\bar{G}_{1}=\left(\bar{Q} A_{1}, \bar{S} B_{1}\right)$ are neutrosophic graphs as shown in Figure 6 and $\underline{G}_{2}=\left(\underline{Q} A_{2}, \underline{S} B_{2}\right)$ and $\bar{G}_{2}=\left(\bar{Q} A_{2}, \bar{S} B_{2}\right)$ are neutrosophic graphs as shown in Figure 7.


Figure 6. Neutrosophic soft rough graph $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$


Figure 7. Neutrosophic soft rough graph $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$

The symmetric difference of $G_{1}$ and $G_{2}$ is $G=G_{1} \oplus G_{2}=\left(\underline{G}_{1} \oplus \underline{G}_{2}, \bar{G}_{1} \oplus \bar{G}_{2}\right)$, where $\underline{G}_{1} \oplus \underline{G}_{2}=$ $\left(\underline{Q} A_{1} \oplus \underline{Q} A_{2}, \underline{S} B_{1} \oplus \underline{S} B_{2}\right)$ and $\bar{G}_{1} \oplus \bar{G}_{2}=\left(\bar{Q} A_{1} \oplus \bar{Q} A_{2}, \bar{S} B_{1} \oplus \bar{S} B_{2}\right)$ are neutrosophic graphs as shown in Figure 8.


Figure 8. Neutrosophic soft rough graph $G_{1} \oplus G_{2}=\left(\underline{G}_{1} \oplus G_{2}, \bar{G}_{1} \oplus \bar{G}_{2}\right)$

Definition 12. The lexicographic product of $G_{1}$ and $G_{2}$ is a neutrosophic soft rough graph $G=G_{1} \odot G_{2}=\left(G_{1 *} \odot\right.$ $\left.G_{2 *}, G_{1}^{*} \odot G_{2}^{*}\right)$, where $G_{1 *} \odot G_{2 *}=\left(\underline{Q} A_{1} \odot \underline{Q} A_{2}, \underline{S} B_{1} \odot \underline{S} B_{2}\right)$ and $G_{1}^{*} \odot G_{2}^{*}=\left(\bar{Q} A_{1} \odot \bar{Q} A_{2}, \bar{S} B_{1} \odot \bar{S} B_{2}\right)$ are neutrosophic graphs, respectively, such that
(i) $\forall\left(v_{1}, v_{2}\right) \in Q A_{1} \times Q A_{2}$.

$$
\begin{aligned}
& T_{\left(\overline{\mathrm{Q}} A_{1} \odot \overline{\mathrm{Q}} A_{2}\right)}\left(v_{1}, v_{2}\right)=\min \left\{T_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), T_{\overline{\mathrm{Q}} A_{2}}\left(v_{2}\right)\right\}, T_{\left(\underline{Q} A_{1} \odot \underline{Q} A_{2}\right)}\left(v_{1}, v_{2}\right)=\min \left\{T_{\underline{Q} A_{1}}\left(v_{1}\right), T_{\underline{Q} A_{2}}\left(v_{2}\right)\right\}, \\
& I_{\left(\overline{\mathrm{Q}} A_{1} \odot \overline{\mathrm{Q}} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{I_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), I_{\overline{\mathrm{Q} A_{2}}}\left(v_{2}\right)\right\}, I_{\left(\underline{Q} A_{1} \odot \underline{Q} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{I_{\underline{Q} A_{1}}\left(v_{1}\right), I_{\underline{Q} A_{2}}\left(v_{2}\right)\right\}, \\
& F_{\left(\overline{\mathrm{Q}} A_{1} \odot \overline{\mathrm{Q}} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{F_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), F_{\overline{\mathrm{Q}} A_{2}}\left(v_{2}\right)\right\}, F_{\left(\underline{Q} A_{1} \odot \underline{Q} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{F_{\underline{Q} A_{1}}\left(v_{1}\right), F_{\underline{Q} A_{2}}\left(v_{2}\right)\right\} .
\end{aligned}
$$

(ii) $\forall v_{1} v_{2} \in S B_{2}, v \in Q A_{1}$.

$$
\begin{aligned}
& T_{\left(\bar{S} B_{1} \odot \bar{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\min \left\{T_{\bar{Q} A_{1}}(v), T_{\bar{S} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
& T_{\left(\underline{S} B_{1} \odot \underline{S}_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\min \left\{T_{\underline{Q} A_{1}}(v), T_{\underline{S} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
& I_{\left(\bar{S} B_{1} \odot \bar{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\max \left\{I_{\bar{Q} A_{1}}(v), I_{\bar{S} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
& I_{\left(\underline{S} B_{1} \odot \underline{S}_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\max \left\{I_{\underline{Q} A_{1}}(v), I_{\underline{S_{2}}{ }_{2}}\left(v_{1} v_{2}\right)\right\}, \\
& F_{\left(\bar{S} B_{1} \odot \bar{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\max \left\{F_{\bar{Q} A_{1}}(v), F_{\bar{S} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
& F_{\left(\underline{S} B_{1} \odot \underline{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\max \left\{F_{\underline{Q} A_{1}}(v), F_{\underline{S} B_{2}}\left(v_{1} v_{2}\right)\right\} .
\end{aligned}
$$

(iii) $\forall v_{1} u_{1} \in S B_{1}, v_{1} u_{2} \in S B_{2}$.

$$
\begin{aligned}
& T_{\left(\bar{S} B_{1} \odot \bar{S}_{B_{2}}\right)}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right)=\min \left\{T_{\bar{S} B_{1}}\left(v_{1} u_{1}\right), T_{\bar{S}_{B_{2}}}\left(v_{1} u_{2}\right)\right\}, \\
& T_{\left(\underline{S} B_{1} \odot \underline{S}_{2}\right)}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right)=\min \left\{T_{\underline{S} B_{1}}\left(v_{1} u_{1}\right), T_{\underline{S} B_{2}}\left(v_{1} u_{2}\right)\right\}, \\
& I_{\left(\bar{S} B_{1} \odot \bar{S} B_{2}\right.}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right)=\max \left\{I_{\bar{S} B_{1}}\left(v_{1} u_{1}\right), I_{\bar{S} B_{2}}\left(v_{1} u_{2}\right)\right\} \text {, } \\
& I_{\left(\underline{S} B_{1} \odot \underline{S}_{2}\right)}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right)=\max \left\{I_{\underline{I_{B}} B_{1}}\left(v_{1} u_{1}\right), I_{\underline{S_{2}} B_{2}}\left(v_{1} u_{2}\right)\right\} \text {, } \\
& F_{\left(\bar{S} B_{1} \odot \bar{S}_{B_{2}}\right.}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right)=\max \left\{F_{\bar{S}_{B_{1}}}\left(v_{1} u_{1}\right), F_{\bar{S}_{B_{2}}}\left(v_{1} u_{2}\right)\right\}, \\
& F_{\left(\underline{S} B_{1} \odot \underline{S} B_{2}\right)}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right)=\max \left\{F_{\underline{S_{B_{1}}}}\left(v_{1} u_{1}\right), F_{\underline{S} B_{2}}\left(v_{1} u_{2}\right)\right\} .
\end{aligned}
$$

Definition 13. The strong product of $G_{1}$ and $G_{2}$ is a neutrosophic soft rough graph $G=G_{1} \otimes G_{2}=\left(G_{1 *} \otimes\right.$ $\left.G_{2 *}, G_{1}^{*} \otimes G_{2}^{*}\right)$, where $G_{1 *} \otimes G_{2 *}=\left(\underline{Q} A_{1} \otimes \underline{Q} A_{2}, \underline{S} B_{1} \otimes \underline{S} B_{2}\right)$ and $G_{1}^{*} \otimes G_{2}^{*}=\left(\bar{Q} A_{1} \otimes \bar{Q} A_{2}, \bar{S} B_{1} \otimes \bar{S} B_{2}\right)$ are neutrosophic graphs, respectively, such that
(i) $\forall\left(v_{1}, v_{2}\right) \in Q A_{1} \times Q A_{2}$.

$$
\begin{aligned}
& T_{\left(\overline{\mathrm{Q}} A_{1} \otimes \overline{\mathrm{Q}} A_{2}\right)}\left(v_{1}, v_{2}\right)=\min \left\{T_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), T_{\overline{\mathrm{Q}} A_{2}}\left(v_{2}\right)\right\}, T_{\left(\underline{Q} A_{1} \otimes \underline{Q} A_{2}\right)}\left(v_{1}, v_{2}\right)=\min \left\{T_{\underline{Q} A_{1}}\left(v_{1}\right), T_{\underline{Q} A_{2}}\left(v_{2}\right)\right\}, \\
& I_{\left(\overline{\mathrm{Q}} A_{1} \otimes \overline{\left.\mathrm{Q} A_{2}\right)}\right.}\left(v_{1}, v_{2}\right)=\max \left\{I_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), I_{\overline{\mathrm{Q}} A_{2}}\left(v_{2}\right)\right\}, I_{\left(\underline{Q} A_{1} \otimes \underline{Q} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{I_{\underline{Q} A_{1}}\left(v_{1}\right), I_{\underline{Q} A_{2}}\left(v_{2}\right)\right\}, \\
& F_{\left(\overline{\mathrm{Q}} A_{1} \otimes \overline{\mathrm{Q}} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{F_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), F_{\overline{\mathrm{Q}} A_{2}}\left(v_{2}\right)\right\}, F_{\left(\underline{Q} A_{1} \otimes \underline{Q} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{F_{\underline{Q} A_{1}}\left(v_{1}\right), F_{\underline{Q} A_{2}}\left(v_{2}\right)\right\} .
\end{aligned}
$$

(ii) $\forall v_{1} v_{2} \in S B_{2}, v \in Q A_{1}$.

$$
\begin{aligned}
T_{\left(\bar{S} B_{1} \otimes \bar{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right) & =\min \left\{T_{\bar{Q} A_{1}}(v), T_{\bar{S} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
T_{\left(\underline{S} B_{1} \otimes \underline{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right) & =\min \left\{T_{\underline{Q} A_{1}}(v), T_{\underline{S} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
I_{\left(\bar{S} B_{1} \otimes \bar{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right) & =\max \left\{I_{\bar{Q} A_{1}}(v), I_{\bar{S} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
I_{\left(\underline{S} B_{1} \otimes \underline{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right) & =\max \left\{I_{\underline{Q} A_{1}}(v), I_{\underline{S} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
F_{\left(\bar{S} B_{1} \otimes \bar{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right) & =\max \left\{F_{\bar{Q} A_{1}}(v), F_{\bar{S} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
F_{\left(\underline{S} B_{1} \otimes \underline{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right) & =\max \left\{F_{\underline{Q} A_{1}}(v), F_{\underline{S} B_{2}}\left(v_{1} v_{2}\right)\right\} .
\end{aligned}
$$

(iii) $\forall v_{1} v_{2} \in S B_{1}, v \in Q A_{2}$.

$$
\begin{aligned}
& T_{\left(\bar{S} B_{1} \otimes \bar{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\min \left\{T_{\bar{S} B_{1}}\left(v_{1} v_{2}\right), T_{\overline{\mathrm{Q}} A_{2}}(v)\right\}, \\
& T_{\left(\underline{S} B_{1} \otimes \underline{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\min \left\{T_{\underline{S} B_{1}}\left(v_{1} v_{2}\right), T_{\underline{Q} A_{2}}(v)\right\}, \\
& I_{\left(\bar{S} B_{1} \otimes \bar{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\max \left\{I_{\bar{S} B_{1}}\left(v_{1} v_{2}\right), I_{\bar{Q} A_{2}}(v)\right\}, \\
& I_{\left(\underline{S} B_{1} \otimes \underline{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\max \left\{I_{\underline{S} B_{1}}\left(v_{1} v_{2}\right), I_{\underline{Q} A_{2}}(v)\right\}, \\
& F_{\left(\bar{S} B_{1} \otimes \bar{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\max \left\{F_{\overline{S_{1}} 1}\left(v_{1} v_{2}\right), F_{\bar{Q} A_{2}}(v)\right\}, \\
& F_{\left(\underline{S} B_{1} \otimes \underline{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\max \left\{F_{\underline{S} B_{1}}\left(v_{1} v_{2}\right), F_{Q A_{2}}(v)\right\} .
\end{aligned}
$$

(iv) $\forall v_{1} u_{1} \in S B_{1}, v_{1} u_{2} \in S B_{2}$.

$$
\begin{aligned}
T_{\left(\bar{S} B_{1} \otimes \bar{S} B_{2}\right)}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right) & =\min \left\{T_{\bar{S} B_{1}}\left(v_{1} u_{1}\right), T_{\bar{S} B_{2}}\left(v_{1} u_{2}\right)\right\}, \\
T_{\left(\underline{S} B_{1} \otimes \underline{S} B_{2}\right)}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right) & =\min \left\{T_{\underline{S} B_{1}}\left(v_{1} u_{1}\right), T_{\underline{S} B_{2}}\left(v_{1} u_{2}\right)\right\}, \\
I_{\left(\bar{S} B_{1} \otimes \bar{S} B_{2}\right.}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right) & =\max \left\{I_{\bar{S} B_{1}}\left(v_{1} u_{1}\right), I_{\bar{S} B_{2}}\left(v_{1} u_{2}\right)\right\}, \\
I_{\left(\underline{S} B_{1} \otimes \underline{S} B_{2}\right)}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right) & =\max \left\{I_{\underline{S} B_{1}}\left(v_{1} u_{1}\right), I_{\underline{S} B_{2}}\left(v_{1} u_{2}\right)\right\}, \\
F_{\left(\bar{S} B_{1} \otimes \bar{S} B_{2}\right.}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right) & =\max \left\{F_{\bar{S}_{1} B_{1}}\left(v_{1} u_{1}\right), F_{\bar{S} B_{2}}\left(v_{1} u_{2}\right)\right\}, \\
F_{\left(\underline{S} B_{1} \otimes \underline{S} B_{2}\right)}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right) & =\max \left\{F_{\underline{S} B_{1}}\left(v_{1} u_{1}\right), F_{\underline{S} B_{2}}\left(v_{1} u_{2}\right)\right\} .
\end{aligned}
$$

Definition 14. The composition of $G_{1}$ and $G_{2}$ is a neutrosophic soft rough graph $G=G_{1}\left[G_{2}\right]=$ $\left(G_{1 *}\left[G_{2 *}\right], G_{1}^{*}\left[G_{2}^{*}\right]\right)$, where $\left.G_{1 *}\left[G_{2 *}\right]=\left(\underline{Q} A_{1}\left[\underline{Q} A_{2}\right], \underline{S} B_{1}\left[\underline{S} B_{2}\right]\right)\right]$ and $G_{1}^{*}\left[G_{2}^{*}\right]=\left(\bar{Q} A_{1}\left[\bar{Q} A_{2}\right], \bar{S} B_{1}\left[\bar{S} B_{2}\right]\right)$ are neutrosophic graphs, respectively, such that
(i) $\forall\left(v_{1}, v_{2}\right) \in Q A_{1} \times Q A_{2}$.

$$
\begin{aligned}
& T_{\left(\overline{\mathrm{Q}} A_{1} \times \overline{\mathrm{Q}} A_{2}\right)}\left(v_{1}, v_{2}\right)=\min \left\{T_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), T_{\overline{\mathrm{Q}} A_{2}}\left(v_{2}\right)\right\}, T_{\left(\underline{Q} A_{1} \times \underline{Q} A_{2}\right)}\left(v_{1}, v_{2}\right)=\min \left\{T_{\underline{Q} A_{1}}\left(v_{1}\right), T_{\underline{Q} A_{2}}\left(v_{2}\right)\right\}, \\
& I_{\left(\overline{\left.\mathrm{Q} A_{1} \times \overline{\mathrm{Q}} A_{2}\right)}\right.}\left(v_{1}, v_{2}\right)=\max \left\{I_{\overline{\mathrm{Q} A_{1}}}\left(v_{1}\right), I_{\overline{\mathrm{Q} A_{2}}}\left(v_{2}\right)\right\}, I_{\left(\underline{Q} A_{1} \times \underline{Q} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{I_{\underline{Q} A_{1}}\left(v_{1}\right), I_{\underline{Q} A_{2}}\left(v_{2}\right)\right\}, \\
& F_{\left(\overline{\mathrm{Q}} A_{1} \times \overline{\mathrm{Q}} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{F_{\overline{\mathrm{Q}} A_{1}}\left(v_{1}\right), F_{\overline{\mathrm{Q}} A_{2}}\left(v_{2}\right)\right\}, F_{\left(\underline{Q} A_{1} \times \underline{Q} A_{2}\right)}\left(v_{1}, v_{2}\right)=\max \left\{F_{\underline{Q} A_{1}}\left(v_{1}\right), F_{\underline{Q} A_{2}}\left(v_{2}\right)\right\} .
\end{aligned}
$$

(ii) $\forall v_{1} v_{2} \in S B_{2}, v \in Q A_{1}$.

$$
\begin{aligned}
& T_{\left(\bar{S} B_{1} \times \bar{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\min \left\{T_{\overline{\mathrm{Q}} A_{1}}(v), T_{\bar{S} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
& T_{\left(\underline{S} B_{1} \times \underline{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\min \left\{T_{\underline{Q} A_{1}}(v), T_{\underline{S} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
& I_{\left(\bar{S} B_{1} \times \bar{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\max \left\{I_{\bar{Q} A_{1}}(v), I_{\bar{S} B_{2}}\left(v_{1} v_{2}\right)\right\}, \\
& I_{\left(\underline{S} B_{1} \times \underline{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\max \left\{I_{\underline{Q} A_{1}}(v), I_{\underline{S_{B_{2}}}}\left(v_{1} v_{2}\right)\right\}, \\
& F_{\left(\bar{S} B_{1} \times \bar{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\max \left\{F_{\bar{Q} A_{1}}(v), F_{\overline{\bar{S} B_{2}}}\left(v_{1} v_{2}\right)\right\}, \\
& F_{\left(\underline{S} B_{1} \times \underline{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right)=\max \left\{F_{\underline{Q} A_{1}}(v), F_{\underline{S} B_{2}}\left(v_{1} v_{2}\right)\right\} .
\end{aligned}
$$

(iii) $\forall v_{1} v_{2} \in S B_{1}, v \in Q A_{2}$.

$$
\begin{aligned}
& T_{\left(\bar{S} B_{1} \times \bar{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\min \left\{T_{\bar{S} B_{1}}\left(v_{1} v_{2}\right), T_{\bar{Q} A_{2}}(v)\right\}, \\
& T_{\left(\underline{S} B_{1} \times \underline{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\min \left\{T_{\underline{S} B_{1}}\left(v_{1} v_{2}\right), T_{\underline{Q} A_{2}}(v)\right\}, \\
& I_{\left(\bar{S} B_{1} \times \bar{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\max \left\{I_{\bar{S} B_{1}}\left(v_{1} v_{2}\right), I_{\bar{Q} A_{2}}(v)\right\}, \\
& I_{\left(\underline{S} B_{1} \times \underline{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\max \left\{I_{\underline{S} B_{1}}\left(v_{1} v_{2}\right), I_{\underline{Q} A_{2}}(v)\right\}, \\
& F_{\left(\bar{S} B_{1} \times \bar{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\max \left\{F_{\bar{S} B_{1}}\left(v_{1} v_{2}\right), F_{\bar{Q} A_{2}}(v)\right\}, \\
& F_{\left(\underline{S} B_{1} \times \underline{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right)=\max \left\{F_{\underline{S} B_{1}}\left(v_{1} v_{2}\right), F_{\underline{Q} A_{2}}(v)\right\} .
\end{aligned}
$$

(iv) $\forall v_{1} u_{1} \in S B_{1}, v_{1} \neq u_{2} \in Q A_{2}$.

$$
\begin{aligned}
T_{\left(\bar{S} B_{1} \times \bar{S} B_{2}\right)}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right) & =\min \left\{T_{\bar{S} B_{1}}\left(v_{1} u_{1}\right), T_{\bar{S} B_{2}}\left(v_{1} u_{2}\right)\right\}, \\
T_{\left(\underline{S} B_{1} \times \underline{S} B_{2}\right)}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right) & =\min \left\{T_{\underline{S} B_{1}}\left(v_{1} u_{1}\right), T_{\underline{S} B_{2}}\left(v_{1} u_{2}\right)\right\}, \\
I_{\left(\bar{S} B_{1} \times \bar{S} B_{2}\right.}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right) & =\max \left\{I_{\bar{S} B_{1}}\left(v_{1} u_{1}\right), I_{\bar{S} B_{2}}\left(v_{1} u_{2}\right)\right\}, \\
I_{\left(\underline{\left.S B_{1} \times \underline{S} B_{2}\right)}\right.}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right) & =\max \left\{I_{\underline{S} B_{1}}\left(v_{1} u_{1}\right), I_{\underline{S} B_{2}}\left(v_{1} u_{2}\right)\right\}, \\
F_{\left(\bar{S} B_{1} \times \bar{S} B_{2}\right.}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right) & =\max \left\{F_{\bar{S}_{1}}\left(v_{1} u_{1}\right), F_{\bar{S} B_{2}}\left(v_{1} u_{2}\right)\right\}, \\
F_{\left(\underline{S} B_{1} \times \underline{S} B_{2}\right)}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right) & =\max \left\{F_{\underline{S} B_{1}}\left(v_{1} u_{1}\right), F_{\underline{S} B_{2}}\left(v_{1} u_{2}\right)\right\} .
\end{aligned}
$$

Definition 15. Let $G=(\underline{G}, \bar{G})$ be a neutrosophic soft rough graph. The complement of $G$, denoted by $\underline{G}=(\underline{G}, \dot{\bar{G}})$ is a neutrosophic soft rough graph, where $\underline{\underline{G}}=\left(\underline{Q^{\prime}} A, \underline{S} B\right)$ and $\dot{\bar{G}}=(\bar{Q} A, \bar{S} B)$ are neutrosophic graphs such that
(i) $\forall v \in Q A$.

$$
\begin{aligned}
& T_{\bar{Q} A}^{\prime}(v)=T_{\bar{Q} A(v)}, \quad I_{\bar{Q} A}^{\prime}(v)=I_{\overline{\mathrm{Q}} A(v)}, \quad F_{\bar{Q} A}^{\prime}(v)=F_{\bar{Q} A(v)}, \\
& T_{\underline{Q} A}^{\prime}(v)=T_{\underline{Q} A(v)}, I_{\underline{Q} A}^{\prime}(v)=I_{\underline{Q} A(v)}, \quad F_{\underline{Q} A}^{\prime}(v)=F_{\underline{Q} A(v)} .
\end{aligned}
$$

(ii) $\forall v, u \in Q A$.

$$
\begin{aligned}
T_{\bar{S} B}^{\prime}(v u) & =\min \left\{T_{\overline{\mathrm{Q}} A}(v), T_{\overline{\mathrm{Q}} A}(u)\right\}-T_{\bar{S} B}(v u), \\
I_{\bar{S} B}^{\prime}(v u) & =\max \left\{I_{\overline{\mathrm{Q}} A}(v), I_{\bar{Q} A}(u)\right\}-I_{\bar{S} B}(v u), \\
F_{\bar{S} B}^{\prime}(v u) & =\max \left\{F_{\bar{Q} A}(v), F_{\bar{Q} A}(u)\right\}-F_{\bar{S} B}(v u), \\
T_{\underline{S} B}^{\prime}(v u) & =\min \left\{T_{\underline{Q} A}(v), T_{\underline{Q} A}(u)\right\}-T_{\underline{S} B}(v u), \\
I_{\underline{S} B}^{\prime}(v u) & =\max \left\{I_{\underline{Q} A}(v), I_{\underline{Q} A}(u)\right\}-I_{\bar{S} B}(v u), \\
F_{\underline{S} B}^{\prime}(v u) & =\max \left\{F_{\underline{Q} A}(v), F_{\underline{Q} A}(u)\right\}-F_{\underline{S} B}(v u) .
\end{aligned}
$$

Example 8. Consider an NSRGs $G$ as shown in Figure 9.


Figure 9. Neutrosophic soft rough graph $G=(\underline{G}, \bar{G})$
The complement of $G$ is $G=(\underline{G}, \dot{\bar{G}})$ is obtained by using the Definition 15 , where $\underline{G}=(\underline{Q} A, \underline{S} B)$ and $\bar{G}=(\bar{Q} A, \bar{S} B)$ are neutrosophic graphs as shown in Figure 10.


Figure 10. Neutrosophic soft rough graph $\dot{G}=(\underline{G}, \dot{\bar{G}})$
Definition 16. A graph $G$ is called self complement, if $G=\mathbf{G}$, i.e.,
(i) $\forall v \in Q A$.

$$
\begin{aligned}
& T_{\overline{\bar{Q}} A}^{\prime}(v)=T_{\overline{\mathrm{Q}} A(v)}, \quad I_{\overline{\mathrm{Q}} A}^{\prime}(v)=I_{\overline{\mathrm{Q}} A(v)}, F_{\overline{\bar{Q}} A}^{\prime}(v)=F_{\overline{\mathrm{Q}} A(v)}, \\
& T_{\underline{\mathrm{Q}} A}^{\prime}(v)=T_{\underline{Q} A(v)}, I_{\underline{Q} A}^{\prime}(v)=I_{\underline{Q} A(v)}, F_{\underline{Q} A}^{\prime}(v)=F_{\underline{Q} A(v)} .
\end{aligned}
$$

(ii) $\forall v, u \in Q A$.

$$
\begin{aligned}
& T_{\bar{S} B}^{\prime}(v u)=T_{\bar{S} B}(v u), I_{\bar{S} B}^{\prime}(v u)=I_{\bar{S} B}(v u), F_{\bar{S} B}^{\prime}(v u)=F_{\bar{S} B}(v u), \\
& T_{\underline{S} B}^{\prime}(v u)=T_{\underline{S} B}(v u), I_{\underline{S} B}^{\prime}(v u)=I_{\underline{S} B}(v u), F_{\underline{S} B}^{\prime}(v u)=F_{\underline{S} B}(v u) .
\end{aligned}
$$

Definition 17. A neutrosophic soft rough graph $G$ is called strong neutrosophic soft rough graph if $\forall u v \in S B$,
$\left.T_{\bar{S} B}(v u)=\min \left\{T_{\overline{\mathrm{Q}} A}(v), T_{\overline{\mathrm{Q}} A}(u)\right\}, I_{\bar{S} B}(v u)=\max \left\{I_{\overline{\mathrm{Q}} A}(v), I_{\overline{\mathrm{Q}} A}(u)\right\}\right), F_{\bar{S} B}(v u)=\max \left\{F_{\overline{\mathrm{Q}} A}(v), F_{\overline{\mathrm{Q}} A}(u)\right\}$,
$T_{\underline{S} B}(v u)=\min \left\{T_{\underline{Q} A}(v), T_{\underline{Q} A}(u)\right\}, I_{\underline{S} B}(v u)=\max \left\{\underline{I_{\underline{Q} A}}(v), I_{\underline{Q} A}(u)\right\}, F_{\underline{S} B}(v u)=\max \left\{F_{\underline{Q} A}(v), F_{\underline{Q} A}(u)\right\}$.
Example 9. Consider a graph $G$ such that $V=\{u, v, w\}$ and $E=\{u v, v w, w u\}$, as shown in Figure 11. Let $Q A$ be a neutrosophic soft rough set of $V$ and let $S B$ be a neutrosophic soft rough set of $E$ defined in the Tables 9 and 10, respectively.

Table 9. Neutrosophic soft rough set on $V$.

| $\boldsymbol{V}$ | $\overline{\mathbf{Q}} \boldsymbol{A}$ | $\underline{Q} A$ |
| :---: | :---: | :---: |
| $u$ | $(0.8,0.5,0.2)$ | $(0.7,0.5,0.2)$ |
| $v$ | $(0.9,0.5,0.1)$ | $(0.7,0.5,0.2)$ |
| $w$ | $(0.7,0.5,0.1)$ | $(0.7,0.5,0.2)$ |

Table 10. Neutrosophic soft rough set on $E$.

| $E$ | $\bar{S} B$ | $\underline{S} B$ |
| :---: | :---: | :---: |
| $u v$ | $(0.8,0.5,0.2)$ | $(0.7,0.5,0.2)$ |
| $v w$ | $(0.7,0.5,0.1)$ | $(0.7,0.5,0.2)$ |
| $w u$ | $(0.7,0.5,0.2)$ | $(0.7,0.5,0.2)$ |



Figure 11. Strong neutrosophic soft rough graph $G=(Q A, S B)$

Hence, $G=(Q A, S B)$ is a strong neutrosophic soft rough graph.
Definition 18. A neutrosophic soft rough graph $G$ is called a complete neutrosophic soft rough graph if $\forall v u \in Q A$,

$$
\begin{aligned}
& T_{\bar{S} B}(v u)=\min \left\{T_{\overline{\mathrm{Q}} A}(v), T_{\overline{\mathrm{Q}} A}(u)\right\}, I_{\overline{\bar{S}} B}(v u)=\max \left\{I_{\overline{\mathrm{Q}} A}(v), I_{\overline{\mathrm{Q}} A}(u)\right\}, F_{\overline{\bar{S}} B}(v u)=\max \left\{F_{\overline{\bar{Q}} A}(v), F_{\overline{\mathrm{Q}} A}(u)\right\}, \\
& T_{\underline{S} B}(v u)=\min \left\{T_{\underline{Q} A}(v), T_{\underline{Q} A}(u)\right\}, I_{\underline{S} B}(v u)=\max \left\{I_{\underline{Q} A}(v), I_{\underline{Q} A}(u)\right\}, F_{\underline{S} B}(v u)=\max \left\{F_{\underline{Q} A}(v), F_{\underline{Q} A}(u)\right\} .
\end{aligned}
$$

Remark 2. Every complete neutrosophic soft rough graph is a strong neutrosophic soft rough graph. However, the converse is not true.

Definition 19. A neutrosophic soft rough graph $G$ is isolated, if $\forall x, y \in Q A$.

$$
T_{\underline{S} B}(v u)=0, I_{\underline{S} B}(v u)=0, F_{\underline{S} B}(v u)=0, T_{\bar{S} B}(v u)=0, I_{\bar{S} B}(v u)=0, F_{\bar{S} B}(v u)=0 .
$$

Theorem 1. The rejection of two neutrosophic soft rough graphs is a neutrosophic soft rough graph.
Proof. Let $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$ and $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$ be two NSRGs. Let $G=G_{1} \mid G_{2}=\left(\underline{G}_{1}\left|\underline{G}_{2}, \bar{G}_{1}\right| \bar{G}_{2}\right)$ be the rejection of $G_{1}$ and $G_{2}$, where $\underline{G}_{1} \mid \underline{G}_{2}=\left(\underline{Q} A_{1}\left|\underline{Q} A_{2}, \underline{S} B_{1}\right| \underline{S} B_{2}\right)$ and $\bar{G}_{1} \mid \bar{G}_{2}=\left(\bar{Q} A_{1}\left|\bar{Q} A_{2}, \bar{S} B_{1}\right| \underline{S} B_{2}\right)$. We claim that $G=G_{1} \mid G_{2}$ is a neutrosophic soft rough graph. It is enough to show that $\underline{S} B_{1} \mid \underline{S} B_{2}$ and $\bar{S} B_{1} \mid \bar{S} B_{2}$ are neutrosophic relations on $\underline{Q} A_{1} \mid Q A_{2}$ and $\bar{Q} A_{1} \mid \bar{Q} A_{2}$, respectively. First, we show that $\underline{S} B_{1} \mid \underline{S} B_{2}$ is a neutrosophic relation on $Q A_{1} \mid \underline{Q} A_{2}$.
If $v \in \underline{Q} A_{1}, v_{1} v_{2} \notin \underline{S} B_{2}$, then

$$
\begin{aligned}
T_{\left(\underline{\left.S B_{1} \mid \underline{S} B_{2}\right)}\right.}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right) & =\left(T_{\underline{Q} A_{1}}(v) \wedge\left(T_{\underline{Q} A_{2}}\left(v_{2}\right) \wedge T_{\underline{Q} A_{2}}\left(v_{2}\right)\right)\right) \\
& =\left(T_{\underline{Q} A_{1}}(v) \wedge T_{\underline{Q} A_{2}}\left(v_{2}\right)\right) \wedge\left(T_{\underline{Q} A_{1}}(v) \wedge T_{\underline{Q} A_{2}}\left(v_{2}\right)\right) \\
& =T_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v, v_{1}\right) \wedge T_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v, v_{2}\right) \\
T_{\left(\underline{\left.S B_{1} \mid \underline{S} B_{2}\right)}\right.}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right) & =T_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v, v_{1}\right) \wedge T_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v, v_{2}\right) \\
\text { Similarly, } I_{\left(\underline{\left.S B_{1} \mid \underline{S} B_{2}\right)}\right.}\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right) & =I_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v, v_{1}\right) \vee I_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v, v_{2}\right) \\
\left.F_{\left(\underline{S} B_{1} \mid \underline{S} B_{2}\right)}\right)\left(\left(v, v_{1}\right)\left(v, v_{2}\right)\right) & =F_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v, v_{1}\right) \vee F_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v, v_{2}\right) .
\end{aligned}
$$

If $v_{1} v_{2} \notin \underline{S} B_{1}, v \in \underline{Q} A_{2}$, then

$$
\begin{aligned}
T_{\left(\underline{S} B_{1} \mid \underline{S B_{2}}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right) & =\left(\left(T_{\underline{Q} A_{1}}\left(v_{1}\right) \wedge T_{\underline{Q} A_{1}}\left(v_{2}\right)\right) \wedge T_{\underline{Q} A_{2}}(v)\right) \\
& =\left(\left(T_{\underline{Q} A_{1}}\left(v_{1}\right) \wedge T_{\underline{Q} A_{2}}(v)\right) \wedge\left(T_{\underline{Q} A_{1}}\left(v_{2}\right) \wedge T_{\underline{Q} A_{2}}(v)\right)\right) \\
& =T_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v_{1}, v\right) \wedge T_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v_{2}, v\right) \\
T_{\left(\underline{S} B_{1} \mid \underline{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right) & =T_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v_{1}, v\right) \wedge T_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v_{2}, v\right) \\
\text { Similarly, } I_{\left(\underline{S} B_{1} \mid \underline{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right) & =I_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v_{1}, v\right) \vee I_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v_{2}, v\right) \\
F_{\left(\underline{S} B_{1} \mid \underline{S} B_{2}\right)}\left(\left(v_{1}, v\right)\left(v_{2}, v\right)\right) & =F_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v_{1}, v\right) \vee F_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v_{2}, v\right) .
\end{aligned}
$$

If $v_{1} v_{2} \notin \underline{S} B_{1}, u_{1}, u_{2} \notin \underline{S} B_{2}$, then

$$
\begin{aligned}
T_{\left(\underline{S} B_{1} \mid \underline{S} B_{2}\right)}\left(\left(v_{1}, u_{1}\right)\left(v_{2}, u_{2}\right)\right) & =\left(\left(T_{\underline{Q} A_{1}}\left(v_{1}\right) \wedge T_{\underline{Q} A_{1}}\left(v_{2}\right)\right) \wedge\left(T_{\underline{Q} A_{2}}\left(u_{1}\right) \wedge T_{\underline{Q} A_{2}}\left(u_{2}\right)\right)\right) \\
& =\left(T_{\underline{Q} A_{1}}\left(v_{1}\right) \wedge T_{\underline{Q} A_{2}}\left(u_{1}\right)\right) \wedge\left(T_{\underline{Q} A_{1}}\left(v_{2}\right) \wedge T_{\underline{Q} A_{2}}\left(u_{2}\right)\right) \\
& =T_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v_{1}, u_{1}\right) \wedge T_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v_{2}, u_{2}\right) \\
T_{\left(\underline{\left.S B_{1} \mid \underline{S} B_{2}\right)}\right.}\left(\left(v_{1}, u_{1}\right)\left(v_{2}, u_{2}\right)\right) & =T_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v_{1}, u_{1}\right) \wedge T_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(u_{1}, u_{2}\right) \\
\text { Similarly, } I_{\left(\underline{\left.S B_{1} \mid \underline{S} B_{2}\right)}\right.}\left(\left(v_{1}, u_{1}\right)\left(v_{2}, u_{2}\right)\right) & =I_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v_{1}, u_{1}\right) \vee I_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(u_{1}, u_{2}\right) \\
F_{\left(\underline{\left.S B_{1} \mid \underline{S} B_{2}\right)}\right.}\left(\left(v_{1}, u_{1}\right)\left(v_{2}, u_{2}\right)\right) & =F_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(v_{1}, u_{1}\right) \vee F_{\left(\underline{Q} A_{1} \mid \underline{Q} A_{2}\right)}\left(u_{1}, u_{2}\right) .
\end{aligned}
$$

Thus, $\underline{S} B_{1} \mid \underline{S} B_{2}$ is a neutrosophic relation on $\underline{Q} A_{1} \mid \underline{Q} A_{2}$. Similarly, we can show that $\bar{S} B_{1} \mid \bar{S} B_{2}$ is a neutrosophic relation on $\bar{Q} A_{1} \mid \bar{Q} A_{2}$. Hence, $G$ is a neutrosophic soft rough graph.

Theorem 2. The Cartesian product of two NSRGs is a neutrosophic soft rough graph.
Proof. Let $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$ and $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$ be two NSRGs. Let $G=G_{1} \ltimes G_{2}=\left(\underline{G}_{1} \ltimes \underline{G}_{2}, \bar{G}_{1} \ltimes \bar{G}_{2}\right)$ be the Cartesian product of $G_{1}$ and $G_{2}$, where $\underline{G}_{1} \ltimes \underline{G}_{2}=\left(\underline{Q} A_{1} \ltimes \underline{Q} A_{2}, \underline{S} B_{1} \ltimes \underline{S} B_{2}\right)$ and $\bar{G}_{1} \ltimes \bar{G}_{2}=$ $\left(\bar{Q} A_{1} \ltimes \bar{Q} A_{2}, \bar{S} B_{1} \ltimes \underline{S} B_{2}\right)$. We claim that $G=G_{1} \ltimes G_{2}$ is a neutrosophic soft rough graph. It is enough to show that $\underline{S} B_{1} \ltimes \underline{S} B_{2}$ and $\bar{S} B_{1} \ltimes \bar{S} B_{2}$ are neutrosophic relations on $\underline{Q} A_{1} \ltimes \underline{Q} A_{2}$ and $\bar{Q} A_{1} \ltimes \bar{Q} A_{2}$, respectively. We have to show that $\underline{S} B_{1} \ltimes \underline{S} B_{2}$ is a neutrosophic relation on $\underline{Q} A_{1} \ltimes \underline{Q} A_{2}$.

If $v \in \underline{Q} A_{1}, v_{1} u_{1} \in \underline{S} B_{2}$, then

$$
\begin{aligned}
& T_{\left(\underline{S} B_{1} \propto \underline{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, u_{1}\right)\right)=T_{\left(\underline{Q} A_{1}\right)}(v) \wedge T_{\left(\underline{\left(\underline{B_{2}}\right)}\right.}\left(v_{1} u_{1}\right) \\
& \leqslant T_{\left(\underline{Q} A_{1}\right)}(v) \wedge\left(T_{\left(\underline{Q} A_{2}\right)}\left(v_{1}\right) \wedge T\left(\underline{Q} A_{2}\right)\left(u_{1}\right)\right) \\
& =\left(T_{\left(\underline{Q} A_{1}\right)}(v) \wedge T_{\left(\underline{Q} A_{2}\right)}\left(v_{1}\right)\right) \wedge\left(T_{\left(\underline{Q} A_{1}\right)}(v) \wedge T_{\left(\underline{Q} A_{2}\right)}\left(u_{1}\right)\right) \\
& =T_{\left(\underline{Q} A_{1} \times \underline{Q} A_{2}\right)}\left(v, v_{1}\right) \wedge T_{\left(\underline{Q} A_{1} \ltimes \underline{Q} A_{2}\right)}\left(v, u_{1}\right) \\
& T_{\left(\underline{S} B_{1} \ltimes \underline{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, u_{1}\right)\right) \leqslant T_{\left(\underline{Q} A_{1} \times \underline{Q} A_{2}\right)}\left(v, v_{1}\right) \wedge T_{\left(\underline{Q} A_{1} \times \underline{Q} A_{2}\right)}\left(v, u_{1}\right) \\
& \text { Similarly, } I_{\left(\underline{\left.\underline{( } B_{1} \ltimes \underline{S} B_{2}\right)}\right.}\left(\left(v, v_{1}\right)\left(v, u_{1}\right)\right) \leqslant I_{\left(\underline{Q} A_{1} \ltimes \underline{Q} A_{2}\right)}\left(v, v_{1}\right) \vee I_{\left(\underline{Q} A_{1} \ltimes \underline{Q} A_{2}\right)}\left(v, u_{1}\right) \\
& F_{\left(\underline{S} B_{1} \propto \underline{S} B_{2}\right)}\left(\left(v, v_{1}\right)\left(v, u_{1}\right)\right) \leqslant F_{\left(\underline{Q} A_{1} \times \underline{Q} A_{2}\right)}\left(v, v_{1}\right) \vee F_{\left(\underline{Q} A_{1} \times \underline{Q} A_{2}\right)}\left(v, u_{1}\right) .
\end{aligned}
$$

If $v_{1} u_{1} \in \underline{S} B_{1}, z \in \underline{Q} A_{2}$, then

$$
\begin{aligned}
T_{\left(\underline{S} B_{1} \ltimes \underline{S} B_{2}\right)}\left(\left(v_{1}, z\right)\left(u_{1}, z\right)\right) & =T_{\left(\underline{\left.S B_{1}\right)}\right.}\left(v_{1} u_{1}\right) \wedge T_{\left(\underline{Q} A_{2}\right)}(z) \\
& \leqslant\left(T_{\left(\underline{Q} A_{1}\right)\left(v_{1}\right) \wedge\left(\underline{Q} A_{1}\right)}\left(u_{1}\right)\right) \wedge T_{\left(\underline{Q} A_{2}\right)}(z) \\
& =T_{\left(\underline{Q} A_{1} \ltimes \underline{Q} A_{2}\right)}\left(v_{1}, z\right) \wedge T_{\left(\underline{Q} A_{1} \ltimes \underline{Q} A_{2}\right)}\left(u_{1}, z\right) \\
T_{\left(\underline{S} B_{1} \ltimes \underline{\left.S B_{2}\right)}\right.}\left(\left(v_{1}, z\right)\left(u_{1}, z\right)\right) & \leqslant T_{\left(\underline{Q} A_{1} \ltimes \underline{Q} A_{2}\right)}\left(v_{1}, z\right) \wedge T_{\left(\underline{Q} A_{1} \ltimes \underline{Q} A_{2}\right)}\left(u_{1}, z\right) \\
\text { Similarly, } I_{\left(\underline{\left.S B_{1} \ltimes \underline{S} B_{2}\right)}\right.}\left(\left(v_{1}, z\right)\left(u_{1}, z\right)\right) & \leqslant I_{\left(\underline{Q} A_{1} \ltimes \underline{Q} A_{2}\right)}\left(v_{1}, z\right) \vee I_{\left(\underline{Q} A_{1} \ltimes \underline{Q} A_{2}\right)}\left(u_{1}, z\right) \\
F_{\left(\underline{S} B_{1} \ltimes \underline{S} B_{2}\right)}\left(\left(v_{1}, z\right)\left(u_{1}, z\right)\right) & \leqslant F_{\left(\underline{Q} A_{1} \ltimes \underline{Q} A_{2}\right)}\left(v_{1}, z\right) \vee F_{\left(\underline{Q} A_{1} \ltimes \underline{Q} A_{2}\right)}\left(u_{1}, z\right) .
\end{aligned}
$$

Therefore, $\underline{S} B_{1} \ltimes \underline{S} B_{2}$ is a neutrosophic relation on $\underline{Q} A_{1} \ltimes \underline{Q} A_{2}$. Similarly, $\bar{S} B_{1} \ltimes \bar{S} B_{2}$ is a neutrosophic relation on $\bar{Q} A_{1} \ltimes \bar{Q} A_{2}$. Hence, $G$ is a neutrosophic rough graph.

Theorem 3. The cross product of two neutrosophic soft rough graphs is a neutrosophic soft rough graph.
Proof. Let $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$ and $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$ be two NSRGs. Let $G=G_{1} \odot G_{2}=\left(\underline{G}_{1} \odot \underline{G}_{2}, \bar{G}_{1} \odot \bar{G}_{2}\right)$ be the cross product of $G_{1}$ and $G_{2}$, where $\underline{G}_{1} \odot \underline{G}_{2}=\left(\underline{Q} A_{1} \odot \underline{Q} A_{2}, \underline{S} B_{1} \odot \underline{S} B_{2}\right)$ and $\bar{G}_{1} \odot \bar{G}_{2}=\left(\bar{Q} A_{1} \odot\right.$ $\left.\bar{Q} A_{2}, \bar{S} B_{1} \odot \underline{S} B_{2}\right)$. We claim that $G=G_{1} \odot G_{2}$ is a neutrosophic soft rough graph. It is enough to show that $\underline{S} B_{1} \odot \underline{S} B_{2}$ and $\bar{S} B_{1} \odot \bar{S} B_{2}$ are neutrosophic relations on $Q A_{1} \odot Q A_{2}$ and $\bar{Q} A_{1} \odot \bar{Q} A_{2}$, respectively. First, we show that $\underline{S} B_{1} \odot \underline{S} B_{2}$ is a neutrosophic relation on $\underline{Q} A_{1} \odot \underline{Q} A_{2}$.

If $v_{1} u_{1} \in \underline{S} B_{1}, v_{1} u_{2} \in \underline{S} B_{2}$, then

$$
\begin{aligned}
& T_{\left(\underline{S} B_{1} \bigcirc \underline{S} B_{2}\right)}\left(\left(v_{1}, v_{1}\right)\left(u_{1}, u_{2}\right)\right)=T_{\left(\underline{S} B_{1}\right)}\left(v_{1} u_{1}\right) \wedge T_{\left(\underline{S} B_{2}\right)}\left(v_{1} u_{2}\right) \\
& \leqslant\left(T_{\left(\underline{Q} A_{1}\right)}\left(v_{1}\right) \wedge T_{\left(\underline{Q} A_{1}\right)}\left(u_{1}\right) \wedge\left(T_{\left(\underline{Q} A_{2}\right)}\left(v_{1}\right) \wedge T_{\left(\underline{Q} A_{2}\right)}\left(u_{2}\right)\right)\right. \\
&=\left(T_{\left(\underline{Q} A_{1}\right)}\left(v_{1}\right) \wedge T_{\left(\underline{Q} A_{2}\right)}\left(v_{1}\right)\right) \wedge\left(T_{\left(\underline{Q} A_{1}\right)}\left(u_{1}\right) \wedge T_{\left(\underline{Q} A_{2}\right)}\left(u_{2}\right)\right) \\
&\left.=T_{\left(\underline{Q} A_{1} \odot \underline{Q} A_{2}\right)}\left(v_{1}, v_{1}\right) \wedge T_{\left(\underline{Q} A_{1} \odot \underline{Q} A_{2}\right)}\right) \\
& \\
& T_{\left(\underline{S} B_{1} \odot \underline{S} B_{2}\right)}\left(\left(u_{2}\right)\right. \\
& \text { Similarly, } I_{\left(\underline{S} B_{1} \odot \underline{S} B_{2}\right)}\left(\left(v_{1}, v_{1}\right)\left(v_{1}, u_{2}\right)\right) \leqslant T_{\left(\underline{Q} A_{1} \odot \underline{Q} A_{2}\right)}\left(v_{1}, v_{1}\right) \wedge T_{\left(\underline{Q} A_{1} \odot \underline{Q} A_{2}\right)}\left(v, u_{2}\right) \\
& F_{\left(\underline{S} B_{1} \odot \underline{S} B_{2}\right)}\left(\left(v_{1}, v_{1}\right)\right) \leqslant I_{\left(\underline{Q} A_{1} \odot \underline{Q} A_{2}\right)}\left(v_{1}, v_{1}\right) \vee I_{\left(\underline{Q} A_{1} \odot \underline{Q} A_{2}\right)}\left(v, u_{2}\right) \\
& \leqslant F_{\left(\underline{Q} A_{1} \odot \underline{Q} A_{2}\right)}\left(v_{1}, v_{1}\right) \vee F_{\left(\underline{Q} A_{1} \odot \underline{Q} A_{2}\right)}\left(v, u_{2}\right) .
\end{aligned}
$$

Thus, $\underline{S} B_{1} \odot \underline{S} B_{2}$ is a neutrosophic relation on $\underline{Q} A_{1} \odot \underline{Q} A_{2}$. Similarly, we can show that $\bar{S} B_{1} \odot \bar{S} B_{2}$ is a neutrosophic relation on $\bar{Q} A_{1} \odot \bar{Q} A_{2}$. Hence, $\bar{G}$ is a neutrosophic soft rough graph.

## 3. Application

In this section, we apply the concept of NSRSs to a decision-making problem. In recent times, the object recognition problem has gained considerable importance. The object recognition problem can be considered as a decision-making problem, in which final identification of objects is founded on a given set of information. A detailed description of the algorithm for the selection of most suitable objects based on an available set of alternatives is given, and purposed decision-making method can be used to calculate lower and upper approximation operators to progress deep concerns of the problem. The presented algorithms can be applied to avoid lengthy calculations when dealing with large number of objects. This method can be applied in various domains for multi-criteria selection of objects.

## Selection of Most Suitable Generic Version of Brand Name Medicine

In the pharmaceutical industry, different pharmaceutical companies develop, produce and discover pharmaceutical medicine (drugs) for use as medication. These pharmaceutical companies deals with "brand name medicine" and "generic medicine". Brand name medicine and generic medicine are bioequivalent, and have a generic medicine rate and element of absorption. Brand name medicine and generic medicine have the same active ingredients, but the inactive ingredients may differ. The most important difference is cost. Generic medicine is less expensive as compared to brand name comparators. Usually, generic drug manufacturers face competition to produce cost less products. The product may possibly be slightly dissimilar in color, shape, or markings. The major difference is cost. We consider a brand name drug " $u=$ Loratadine" used for seasonal allergies medication. Consider

$$
\begin{aligned}
V= & \left\{u_{1}=\text { Triamcinolone, } u_{2}=\text { Cetirizine } /\right. \text { Pseudoephedrine, } \\
& u_{3}=\text { Pseudoephedrine, } u_{4}=\text { loratadine/pseudoephedrine }, \\
& \left.u_{5}=\text { Fluticasone }\right\}
\end{aligned}
$$

is a set of generic versions of "Loratadine". We want to select the most suitable generic version of Loratadine on the basis of parameters $e_{1}=$ Highly soluble, $e_{2}=$ Highly permeable, $e_{3}=$ Rapidly dissolving. $\mathbb{M}=\left\{e_{1}, e_{2}, e_{3}\right\}$ be a set of paraments. Let $Q$ be a neutrosophic soft relation from $V$ to parameter set $M$, and describe truth-membership, indeterminacy-membership and false-membership degrees of generic version medicine corresponding to the parameters as shown in Table 11.

Table 11. Neutrosophic soft set $(Q, M)$.

| $\boldsymbol{Q}$ | $\boldsymbol{u}_{\mathbf{1}}$ | $\boldsymbol{u}_{\mathbf{2}}$ | $\boldsymbol{u}_{\mathbf{3}}$ | $\boldsymbol{u}_{\mathbf{4}}$ | $\boldsymbol{u}_{\mathbf{5}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{1}$ | $(0.4,0.5,0.6)$ | $(0.5,0.3,0.6)$ | $(0.7,0.2,0.3)$ | $(0.5,0.7,0.5)$ | $(0.6,0.5,0.4)$ |
| $e_{2}$ | $(0.7,0.3,0.2)$ | $(0.3,0.4,0.3)$ | $(0.6,0.5,0.4)$ | $(0.8,0.4,0.6)$ | $(0.7,0.8,0.5)$ |
| $e_{3}$ | $(0.6,0.3,0.4)$ | $(0.7,0.2,0.3)$ | $(0.7,0.2,0.4)$ | $(0.8,0.7,0.6)$ | $(0.7,0.3,0.5)$ |

Suppose $A=\left\{\left(e_{1}, 0.2,0.4,0.5\right),\left(e_{2}, 0.5,0.6,0.4\right),\left(e_{3}, 0.7,0.5,0.4\right)\right\}$ is the most favorable object that is an NS on the parameter set $M$ under consideration. Then, $(\underline{Q}(A), \bar{Q}(A))$ is an NSRS in NSAS $(V, M, Q)$, where

$$
\begin{aligned}
& \bar{Q}(A)=\left\{\left(u_{1}, 0.6,0.5,0.4\right),\left(u_{2}, 0.7,0.4,0.4\right),\left(u_{3}, 0.7,0.4,0.4\right),\left(u_{4}, 0.7,0.6,0.5\right),\left(u_{5}, 0.7,0.5,0.5\right)\right\}, \\
& \underline{Q}(A)=\left\{\left(u_{1}, 0.5,0.6,0.4\right),\left(u_{2}, 0.5,0.6,0.5\right),\left(u_{3}, 0.3,0.3,0.5\right),\left(u_{4}, 0.5,0.6,0.5\right),\left(u_{5}, 0.4,0.5,0.5\right)\right\} .
\end{aligned}
$$

Let $E=\left\{u_{1} v_{2}, u_{1} u_{3}, u_{4} u_{1}, u_{2} u_{3}, u_{5} u_{3}, u_{2} u_{4}, u_{2} u_{5}\right\} \subseteq \dot{V}$ and $L=\left\{e_{1} e_{3}, e_{2} e_{1}, e_{3} e_{2}\right\} \subseteq \mathbb{M}$.
Then, a neutrosophic soft relation $S$ on $E$ (from $L$ to $E$ ) can be defined as follows in Table 12:

Table 12. Neutrosophic soft relation $S$.

| $S$ | $u_{1} u_{2}$ | $u_{1} u_{3}$ | $u_{4} u_{1}$ | $u_{2} u_{3}$ | $u_{5} u_{3}$ | $u_{2} u_{4}$ | $u_{2} u_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{1} e_{2}$ | $(0.3,0.4,0.2)$ | $(0.4,0.4,0.5)$ | $(0.4,0.4,0.5)$ | $(0.6,0.3,0.4)$ | $(0.4,0.2,0.2)$ | $(0.4,0.4,0.2)$ | $(0.4,0.3,0.4)$ |
| $e_{2} e_{3}$ | $(0.5,0.4,0.1)$ | $(0.4,0.3,0.2)$ | $(0.4,0.3,0.2)$ | $(0.3,0.3,0.2)$ | $(0.6,0.2,0.4)$ | $(0.3,0.2,0.1)$ | $(0.3,0.3,0.2)$ |
| $e_{1} e_{3}$ | $(0.4,0.4,0.1)$ | $(0.4,0.2,0.2)$ | $(0.4,0.2,0.2)$ | $(0.5,0.3,0.3)$ | $(0.4,0.2,0.3)$ | $(0.4,0.3,0.1)$ | $(0.5,0.3,0.2)$ |

Let $B=\left\{\left(e_{1} e_{2}, 0.2,0.4,0.5\right),\left(e_{2} e_{3}, 0.5,0.4,0.4\right),\left(e_{1} e_{3}, 0.5,0.2,0.5\right)\right\}$ be an NS on $L$ that describes some relationship between the parameters under consideration; then, $S B=(\underline{S} B, \bar{S} B)$ is an NSRR, where

$$
\begin{aligned}
\bar{S} B= & \left\{\left(u_{1} u_{2}, 0.5,0.4,0.4\right),\left(u_{1} u_{3}, 0.4,0.2,0.4\right),\left(u_{4} u_{1}, 0.4,0.2,0.4\right),\left(u_{2} u_{3}, 0.5,0.3,0.4\right),\right. \\
& \left.\left(u_{5} u_{3}, 0.5,0.2,0.4\right),\left(u_{2} u_{4}, 0.4,0.3,0.4\right),\left(u_{2} u_{5}, 0.5,0.3,0.4\right)\right\}, \\
\underline{S} B= & \left\{\left(u_{1} u_{2}, 0.2,0.4,0.4\right)\left(u_{1} u_{3}, 0.5,0.4,0.4\right),\left(u_{4} u_{1}, 0.5,0.4,0.4\right),\left(u_{2} u_{3}, 0.4,0.4,0.5\right),\right. \\
& \left.\left(u_{5} u_{3}, 0.2,0.4,0.4\right),\left(u_{2} u_{4}, 0.2,0.4,0.4\right),\left(u_{2} u_{5}, 0.4,0.4,0.5\right)\right\} .
\end{aligned}
$$

Thus, $G=(\underline{G}, \bar{G})$ is an NSRG as shown in Figure 12.

$\underline{G}=(\underline{Q} A, \underline{S} B)$


$$
\bar{G}=(\bar{Q} A, \bar{S} B)
$$

Figure 12. Neutrosophic soft rough graph $G=(\underline{G}, \bar{G})$

In [3], the sum of two neutrosophic numbers is defined.

Definition 20. [3] Let $C$ and $D$ be two single valued neutrosophic numbers, and the sum of two single valued neutrosophic number is defined as follows:

$$
\begin{equation*}
C \oplus D=<T_{C}+T_{D}-T_{C} \times T_{D}, I_{C} \times I_{D}, F_{C} \times F_{D}> \tag{1}
\end{equation*}
$$

## Algorithm 1: Algorithm for selection of most suitable objects

1. Input the number of elements in vertex set $V=\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$.
2. Input the number of elements in parameter set $\mathbb{M}=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$.
3. Input a neutrosophic soft relation $Q$ from $V$ to $\mathbb{M}$.
4. Input a neutrosophic set $A$ on $M$.
5. Compute neutrosophic soft rough vertex set $Q A=(\underline{Q} A, \bar{Q}(A))$.
6. Input the number of elements in edge set $E=\left\{u_{1} u_{1}, u_{1} u_{2}, \ldots, u_{k} u_{1}\right\}$.
7. Input the number of elements in parameter set $\mathbb{M}=\left\{e_{1} e_{1}, e_{1} e_{2}, \ldots, e_{l} e_{1}\right\}$.
8. Input a neutrosophic soft relation $S$ from $V$ to $\mathbb{M}$.
9. Input a neutrosophic set $B$ on $\mathbb{M}$.
10. Compute neutrosophic soft rough edge set $S B=(\underline{S} B, \bar{S}(B))$.
11. Compute neutrosophic set $\alpha=\left(T_{\alpha}\left(u_{i}\right), I_{\alpha}\left(u_{i}\right), F_{\alpha}\left(u_{i}\right)\right)$, where

$$
\begin{aligned}
T_{\alpha}\left(u_{i}\right) & =T_{\overline{\mathbb{Q}}(A)}\left(u_{i}\right)+T_{\underline{Q}(A)}\left(u_{i}\right)-T_{\overline{\mathrm{Q}}(A)}\left(u_{i}\right) \times T_{\underline{Q}(A)}\left(u_{i}\right), \\
I_{\alpha}\left(u_{i}\right) & =T_{\overline{\mathrm{Q}}(A)}\left(u_{i}\right) \times T_{\underline{Q}(A)}\left(u_{i}\right), \\
F_{\alpha}\left(u_{i}\right) & =F_{\overline{\bar{Q}}(A)}\left(u_{i}\right) \times F_{\underline{Q}(A)}\left(u_{i}\right) .
\end{aligned}
$$

12. Compute neutrosophic set $\beta=\left(T_{\beta}\left(u_{i} u_{i}\right), I_{\beta}\left(u_{i} u_{j}\right), F_{\beta}\left(u_{i} u_{j}\right)\right)$, where

$$
\begin{aligned}
T_{\beta}\left(u_{i} u_{j}\right) & =T_{\bar{S}(B)}\left(u_{i} u_{j}\right)+T_{\underline{S}(B)}\left(u_{i} u_{j}\right)-T_{\bar{S}(B)}\left(u_{i} u_{j}\right) \times T_{\underline{S}(B)}\left(u_{i} u_{j}\right), \\
I_{\beta}\left(u_{i} u_{j}\right) & =T_{\bar{S}(B)}\left(u_{i} u_{j}\right) \times T_{\underline{S}(B)}\left(u_{i} u_{j}\right), \\
F_{\beta}\left(u_{i} u_{j}\right) & =F_{\bar{S}(B)}\left(u_{i} u_{j}\right) \times F_{\underline{S}(B)}\left(u_{i} u_{j}\right) .
\end{aligned}
$$

13. Calculate the score values of each object $u_{i}$, and the score function is defined as follows:

$$
\tilde{S}\left(u_{i}\right)=\sum_{u_{i} u_{j} \in E} \frac{T_{\alpha}\left(u_{j}\right)+I_{\alpha}\left(u_{j}\right)-F_{\alpha}\left(u_{j}\right)}{3-\left(T_{\beta}\left(u_{i} u_{j}\right)+I_{\beta}\left(u_{i} u_{j}\right)-F_{\beta}\left(u_{i} u_{j}\right)\right)} .
$$

14. The decision is $S_{i}$ if $S_{i}=\max _{i=1}^{n} \tilde{S}_{i}$.
15. If $i$ has more than one value, then any one of $S_{i}$ may be chosen.

The sum of UNSRS $\bar{Q} A$ and the LNSRS $\underline{Q} A$ and sum of LNSRR $\underline{S} B$ and the UNSRR $\bar{S} B$ are NSs $\bar{Q} A \oplus \underline{Q} A$ and $\bar{S} B \oplus \underline{S} B$, respectively defined by

$$
\begin{aligned}
\alpha=\bar{Q} A \oplus \underline{Q} A= & \left\{\left(u_{1}, 0.8,0.3,0.16\right),\left(u_{2}, 0.85,0.24,0.2\right),\left(u_{3}, 0.79,0.2,0.2\right),\left(u_{4}, 0.85,0.36,0.25\right)\right. \\
& \left.\left(u_{5}, 0.82,0.25,0.25\right)\right\} \\
\beta=\bar{S} B \oplus \underline{S} B= & \left\{\left(u_{1} u_{2}, 0.6,0.16,0.16\right),\left(u_{1} u_{3}, 0.7,0.8,0.16\right),\left(u_{4} u_{1}, 0.7,0.8,0.16\right),\left(u_{2} u_{3}, 0.7\right.\right. \\
& \left.0.12,0.2),\left(u_{5} u_{3}, 0.6,0.08,0.16\right),\left(u_{2} u_{4}, 0.52,0.12,0.16\right),\left(u_{2} u_{5}, 0.7,0.12,0.2\right)\right\}
\end{aligned}
$$

The score function $\tilde{S}\left(u_{k}\right)$ defines for each generic version medicine $u_{i} \in V$,

$$
\begin{equation*}
\tilde{S}\left(u_{i}\right)=\sum_{u_{i} u_{j} \in E} \frac{T_{\alpha}\left(u_{j}\right)+I_{\alpha}\left(u_{j}\right)-F_{\alpha}\left(u_{j}\right)}{3-\left(T_{\beta}\left(u_{i} u_{j}\right)+I_{\beta}\left(u_{i} u_{j}\right)-F_{\beta}\left(u_{i} u_{j}\right)\right)} \tag{2}
\end{equation*}
$$

and $u_{k}$ with the larger score value $u_{k}=\max _{i} S\left(u_{i}\right)$ is the most suitable generic version medicine. By calculations, we have

$$
\begin{equation*}
\tilde{S}\left(u_{1}\right)=0.88, \tilde{S}\left(u_{2}\right)=0.69, \tilde{S}\left(u_{3}\right)=0.26 \tilde{S}\left(u_{4}\right)=0.57, \text { and } \tilde{S}\left(u_{5}\right)=0.33 . \tag{3}
\end{equation*}
$$

Here, $u_{1}$ is the optimal decision, and the most suitable generic version of "Loratadine" is "Triamcinolone". We have used software MATLAB (version 7, MathWorks, Natick, MA, USA) for calculating the required results in the application. The algorithm is given in Algorithm 1. The algorithm of the program is general for any number of objects with respect to certain parameters.

## 4. Conclusions

Rough set theory can be considered as an extension of classical set theory. Rough set theory is a very useful mathematical model to handle vagueness. NS theory, RS theory and SS theory are three useful distinguished approaches to deal with vagueness. NS and RS models are used to handle uncertainty, and combining these two models with another remarkable model of SSs gives more precise results for decision-making problems. In this paper, we have presented the notion of NSRGs and investigated some properties of NSRGs in detail. The notion of NSRGs can be utilized as a mathematical tool to deal with imprecise and unspecified information. In addition, a decision-making method based on NSRGs is proposed. This research work can be extended to (1) Rough bipolar neutrosophic soft sets; (2) Bipolar neutrosophic soft rough sets, (3) Interval-valued bipolar neutrosophic rough sets, and (4) Soft rough neutrosophic graphs.
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#### Abstract

In practical situations, we often have to handle programming problems involving indeterminate information. Building on the concepts of indeterminacy $I$ and neutrosophic number (NN) $(z=p+q I$ for $p, q \in \mathbb{R})$, this paper introduces some basic operations of NNs and concepts of NN nonlinear functions and inequalities. These functions and/or inequalities contain indeterminacy $I$ and naturally lead to a formulation of NN nonlinear programming (NN-NP). These techniques include NN nonlinear optimization models for unconstrained and constrained problems and their general solution methods. Additionally, numerical examples are provided to show the effectiveness of the proposed NN-NP methods. It is obvious that the NN-NP problems usually yield NN optimal solutions, but not always. The possible optimal ranges of the decision variables and NN objective function are indicated when the indeterminacy $I$ is considered for possible interval ranges in real situations.
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## 1. Introduction

Traditional mathematical programming usually handles optimization problems involving deterministic objective functions and/or constrained functions. However, uncertainty also exists in real problems. Hence, many researchers have proposed uncertain optimization methods, such as approaches using fuzzy and stochastic logics, interval numbers, or uncertain variables [1-6]. Uncertain programming has been widely applied in engineering, management, and design problems. In existing uncertain programming methods, however, the objective functions or constrained functions are usually transformed into a deterministic or crisp programming problem to yield the optimal feasible crisp solution of the decision variables and the optimal crisp value of the objective function. Hence, existing uncertain linear or nonlinear programming methods are not really meaningful indeterminate methods because they only obtain optimal crisp solutions rather than indeterminate solutions necessary for real situations. However, indeterminate programming problems may also yield an indeterminate optimal solution for the decision variables and the indeterminate optimal value of the objective function suitable for real problems with indeterminate environments. Hence, it is necessary to understand how to handle indeterminate programming problems with indeterminate solutions.

Since there exists indeterminacy in the real world, Smarandache [7-9] first introduced a concept of indeterminacy-which is denoted by $I$, the imaginary value-and then he presented a neutrosophic number (NN) $z=p+q I$ for $p, q \in \mathbb{R}$ ( $\mathbb{R}$ is all real numbers) by combining the determinate part $p$ with the indeterminate part $q I$. It is obvious that this is a useful mathematical concept for describing incomplete
and indeterminate information. After their introduction, NNs were applied to decision-making [10,11] and fault diagnosis $[12,13]$ under indeterminate environments.

In 2015, Smarandache [14] introduced a neutrosophic function (i.e., interval function or thick function), neutrosophic precalculus, and neutrosophic calculus to handle more indeterminate problems. He defined a neutrosophic thick function $g: \mathbb{R} \rightarrow G(\mathbb{R})(G(\mathbb{R})$ is the set of all interval functions) as the form of an interval function $g(x)=\left[g_{1}(x), g_{2}(x)\right]$. After that, Ye et al. [15] introduced the neutrosophic functions in expressions for the joint roughness coefficient and the shear strength in the mechanics of rocks. Further, Ye [16] and Chen et al. [17,18] presented expressions and analyses of the joint roughness coefficient using NNs. Ye [19] proposed the use of neutrosophic linear equations and their solution methods in traffic flow problems with NN information.

Recently, NNs have been extended to linguistic expressions. For instance, Ye [20] proposed neutrosophic linguistic numbers and their aggregation operators for multiple attribute group decision-making. Further, Ye [21] presented hesitant neutrosophic linguistic numbers-based on both the neutrosophic linguistic numbers and the concept of hesitant fuzzy logic-calculated their expected value and similarity measure, and applied them to multiple attribute decision-making. Additionally, Fang and Ye [22] introduced linguistic NNs based on both the neutrosophic linguistic number and the neutrosophic set concept, and some aggregation operators of linguistic NNs for multiple attribute group decision-making.

In practical problems, the information obtained by decision makers or experts may be imprecise, uncertain, and indeterminate because of a lack of data, time pressures, measurement errors, or the decision makers' limited attention and knowledge. In these cases, we often have to solve programming problems involving indeterminate information (indeterminacy $I$ ). However, the neutrosophic functions introduced in $[14,15]$ do not contain information about the indeterminacy $I$ and also cannot express functions involving indeterminacy $I$. Thus, it is important to define NN functions containing indeterminacy $I$ based on the concept of NNs, in order to handle programming problems under indeterminate environments. Jiang and Ye [23] and Ye [24] proposed NN linear and nonlinear programming models and their preliminary solution methods, but they only handled some simple/specified NN optimization problems and did not propose effective solution methods for complex NN optimization problems. To overcome this insufficiency, this paper first introduces some operations of NNs and concepts of NN linear and nonlinear functions and inequalities, which contain indeterminacy $I$. Then, various NN nonlinear programming (NN-NP) models and their general solution methods are proposed in order to obtain NN/indeterminate optimal solutions.

The rest of this paper is structured as follows. On the basis of some basic concept of NNs, Section 2 introduces some basic operations of NNs and concepts of NN linear and nonlinear functions and inequalities with indeterminacy $I$. Section 3 presents NN-NP problems, including NN nonlinear optimization models with unconstrained and constrained problems. In Section 4, general solution methods are introduced for various NN-NP problems, and then numerical examples are provided to illustrate the effectiveness of the proposed NN-NP methods. Section 5 contains some conclusions and future research.

## 2. Neutrosophic Numbers and Neutrosophic Number Functions

Smarandache [7-9] first introduced an NN, denoted by $z=p+q I$ for $p, q \in \mathbb{R}$, consisting of a determinate part $p$ and an indeterminate part $q I$, where $I$ is the indeterminacy. Clearly, it can express determinate information and indeterminate information as in real world situations. For example, consider the $\mathrm{NN} z=5+3 I$ for $I \in[0,0.3]$, which is equivalent to $z \in[5,5.9]$. This indicates that the determinate part of $z$ is 5 , the indeterminate part is $3 I$, and the interval of possible values for the number $z$ is $[5,5.9]$. If $I \in[0.1,0.2]$ is considered as a possible interval range of indeterminacy $I$, then the possible value of $z$ is within the interval [5.3,5.6]. For another example, the fraction $7 / 15$ is within the interval $[0.46,0.47]$, which is represented as the neutrosophic number $z=0.46+0.01 I$ for $I \in[0,1]$.

The NN $z$ indicates that the determinate value is 0.46 , the indeterminate value is $0.01 I$, and the possible value is within the interval $[0.46,0.47]$.

It is obvious that an $\mathrm{NN} z=p+q I$ may be considered as the possible interval range (changeable interval number) $z=[p+q \cdot \inf \{I\}, p+q \cdot \sup \{I\}]$ for $p, q \in \mathbb{R}$ and $I \in[\inf \{I\}, \sup \{I\}]$. For convenience, $z$ is denoted by $z=\left[p+q I^{L}, p+q I^{U}\right]$ for $z \in Z\left(Z\right.$ is the set of all NNs) and $I \in\left[I^{L}, I^{U}\right]$ for short. In special cases, $z$ can be expressed as the determinate part $z=p$ if $q I=0$ for the best case, and, also, $z$ can be expressed as the indeterminate part $z=q I$ if $p=0$ for the worst case.

Let two NNs be $z_{1}=p_{1}+q_{1} I$ and $z_{2}=p_{2}+q_{2} I$ for $z_{1}, z_{2} \in Z$, then their basic operational laws for $I \in\left[I^{L}, I^{U}\right]$ are defined as follows [23,24]:

$$
\begin{align*}
& z_{1}+z_{2}=p_{1}+p_{2}+\left(q_{1}+q_{2}\right) I=\left[p_{1}+p_{2}+q_{1} I^{L}+q_{2} I^{L}, p_{1}+p_{2}+q_{1} I^{U}+q_{2} I^{U}\right] ;  \tag{1}\\
& z_{1}-z_{2}=p_{1}-p_{2}+\left(q_{1}-q_{2}\right) I=\left[p_{1}-p_{2}+q_{1} I^{L}-q_{2} I^{L}, p_{1}-p_{2}+q_{1} I^{U}-q_{2} I^{U}\right] ; \\
& z_{1} \times z_{2}=p_{1} p_{2}+\left(p_{1} q_{2}+p_{2} q_{1}\right) I+q_{1} q_{2} I^{2} \\
& =\left[\begin{array}{c}
\min \binom{\left(p_{1}+q_{1} I^{L}\right)\left(p_{2}+q_{2} I^{L}\right),\left(p_{1}+q_{1} I^{L}\right)\left(p_{2}+q_{2} I^{U}\right),}{\left(p_{1}+q_{1} I^{U}\right)\left(p_{2}+q_{2} I^{L}\right),\left(p_{1}+q_{1} I^{U}\right)\left(p_{2}+q_{2} I^{U}\right)}, \\
\max \binom{\left(p_{1}+q_{1} I^{L}\right)\left(p_{2}+q_{2} I^{L}\right),\left(p_{1}+q_{1} I^{L}\right)\left(p_{2}+q_{2} I^{U}\right),}{\left(p_{1}+q_{1} I^{U}\right)\left(p_{2}+q_{2} I^{L}\right),\left(p_{1}+q_{1} I^{U}\right)\left(p_{2}+q_{2} I^{U}\right)}
\end{array}\right] ; \\
& \frac{z_{1}}{z_{2}}=\frac{p_{1}+q_{1} I}{p_{2}+q_{2} I}=\frac{\left[p_{1}+q_{1} I^{L}, p_{1}+q_{1} I^{U}\right]}{\left[p_{2}+q_{2} I^{L}, p_{2}+q_{2} I^{U}\right]} \\
& =\left[\begin{array}{l}
\min \left(\frac{p_{1}+q_{1} I^{L}}{p_{2}+q_{2} I^{U}}, \frac{p_{1}+q_{1} I^{L}}{p_{2}+q_{2} I^{L}}, \frac{p_{1}+q_{1} I^{U}}{p_{2}+q_{2} I^{U}}, \frac{p_{1}+q_{1} I^{U}}{p_{2}+q_{2} I^{L}}\right), \\
\max \left(\frac{p_{1}+q_{1} I^{L}}{p_{2}+q_{2} I^{U}}, \frac{p_{1}+q_{1} I^{L}}{p_{2}+q_{2} I^{L}}, \frac{p_{1}+q_{1} I^{U}}{p_{2}+q_{2} I^{U}}, \frac{p_{1}+q_{1} I^{U}}{p_{2}+q_{2} I^{L}}\right)
\end{array}\right] . \tag{4}
\end{align*}
$$

For a function containing indeterminacy $I$, we can define an NN function (indeterminate function) in $n$ variables (unknowns) as $F(x, I): Z^{n} \rightarrow Z$ for $x=\left[x_{1}, x_{2}, \ldots, x_{n}\right]^{T} \in Z^{n}$ and $I \in\left[I^{L}, I^{U}\right]$, which is either an NN linear or an NN nonlinear function. For example, $F_{1}(x, I)=x_{1}-I x_{2}+1+2 I$ for $x=\left[x_{1}, x_{2}\right]^{T} \in Z^{2}$ and $I \in\left[I^{L}, I^{U}\right]$ is an NN linear function, and $F_{2}(x)=x_{1}^{2}+x_{2}^{2}-2 I x_{1}-I x_{2}+3 I$ for $x=\left[x_{1}, x_{2}\right]^{\mathrm{T}} \in Z^{2}$ and $I \in\left[I^{L}, I^{U}\right]$ is an NN nonlinear function.

For an NN function in $n$ variables (unknowns) $g(x, I): Z^{n} \rightarrow Z$, we can define an NN inequality $g(x, I) \leq(\geq) 0$ for $x=\left[x_{1}, x_{2}, \ldots, x_{n}\right]^{\mathrm{T}} \in Z^{n}$ and $I \in\left[I^{L}, I^{U}\right]$, where $g(x, I)$ is either an NN linear function or an NN nonlinear function. For example, $g_{1}(\boldsymbol{x}, I)=2 x_{1}-I x_{2}+4+3 I \leq 0$ and $g_{2}(\boldsymbol{x}, I)=$ $2 x_{1}^{2}-x_{2}^{2}+2+5 I \leq 0$ for $x=\left[x_{1}, x_{2}\right]^{\mathrm{T}} \in Z^{2}$ and $I \in\left[I^{L}, I^{U}\right]$ are NN linear and NN nonlinear inequalities in two variables, respectively.

Generally, the values of $x, F(x, I)$, and $g(x, I)$ are NNs (usually but not always). In this study, we mainly research on NN-NP problems and their general solution methods.

## 3. Neutrosophic Number Nonlinear Programming Problems

An NN-NP problem is similar to a traditional nonlinear programming problem, which is composed of an objective function, general constraints, and decision variables. The difference is that an NN-NP problem includes at least one NN nonlinear function, which could be the objective function, or some or all of the constraints. In the real world, many real problems are inherently nonlinear and indeterminate. Hence, various NN optimization models need to be established to handle different NN-NP problems.

In general, NN-NP problems in $n$ decision variables can be expressed by the following NN mathematical models:
(1) Unconstrained NN optimization model:

$$
\begin{equation*}
\min F(x, I), x \in Z^{n} \tag{1}
\end{equation*}
$$

where $x=\left[x_{1}, x_{2}, \ldots, x_{n}\right]^{T} \in Z^{n}, F(x, I): Z^{n} \rightarrow Z$, and $I \in\left[I^{L}, I^{U}\right]$.
(2) Constrained NN optimization model:

$$
\begin{gather*}
\min F(x, I) \\
\text { s.t. } g_{i}(x, I) \leq 0, I=1,2, \ldots, m  \tag{2}\\
h_{j}(x, I)=0, j=1,2, \ldots, l \\
x \in Z^{n}
\end{gather*}
$$

where $g_{1}(\boldsymbol{x}, I), g_{2}(\boldsymbol{x}, I), \ldots, g_{m}(\boldsymbol{x}, I), h_{1}(\boldsymbol{x}, I), h_{2}(\boldsymbol{x}, I), \ldots, h_{l}(\boldsymbol{x}, I): Z^{n} \rightarrow Z$, and $I \in\left[I^{L}, I^{U}\right]$.
In special cases, if the NN-NP problem only contains the restrictions $h_{j}(x, I)=0$ without inequality constraints, $g_{i}(x, I) \leq 0$, then the NN-NP problem is called the NN-NP problem with equality constraints. If the NN-NP problem only contains the restrictions $g_{i}(\boldsymbol{x}, I) \leq 0$, without constraints $h_{j}(x, I)=0$, then the NN-NP problem is called the NN-NP problem with inequality constraints. Finally, if the NN-NP problem does not contain either restrictions, $h_{j}(x, I)=0$ or $g_{i}(x, I) \leq 0$, then the constrained $\mathrm{NN}-\mathrm{NP}$ problem is reduced to the unconstrained NN-NP problem.

The NN optimal solution for the decision variables is feasible in an NN-NP problem if it satisfies all of the constraints. Usually, the optimal solution for the decision variables and the value of the NN objective function are NNs, but not always). When the indeterminacy $I$ is considered as a possible interval range (possible interval number), the optimal solution of all feasible intervals forms the feasible region or feasible set for $x$ and $I \in\left[I^{L}, I^{U}\right]$. In this case, the value of the NN objective function is an optimal possible interval (NN) for $F(x, I)$.

In the following section, we shall introduce general solution methods for NN-NP problems, including unconstrained NN and constrained NN nonlinear optimizations, based on methods of traditional nonlinear programming problems.

## 4. General Solution Methods for NN-NP Problems

### 4.1. One-Dimension Unconstrained NN Nonlinear Optimization

The simplest NN nonlinear optimization only has a nonlinear NN objective function with one variable and no constraints. Let us consider a single variable NN nonlinear objective function $F(x, I)$ for $x \in Z$ and $I \in\left[I^{L}, I^{U}\right]$. Then, for a differentiable NN nonlinear objective function $F(x, I)$, a local optimal solution $x^{*}$ satisfies the following two conditions:
(1) Necessary condition: The derivative is $d F\left(x^{*}, I\right) / d x=0$ for $I \in\left[I^{L}, I^{U}\right]$;
(2) Sufficient condition: If the second derivative is $d^{2} F\left(x^{*}, I\right) / d x^{2}<0$ for $I \in\left[I^{L}, I^{U}\right]$, then $x^{*}$ is an optimal solution for the maximum $F\left(x^{*}, I\right)$; if the second derivative is $d^{2} F\left(x^{*}, I\right) / d x^{2}>0$, then $x^{*}$ is an optimal solution for the minimum $F\left(x^{*}, I\right)$.

Example 1. An NN nonlinear objective function with one variable is $F(x, I)=2 I x^{2}+5 I$ for $x \in Z$ and $I \in\left[I^{L}, I^{U}\right]$. Based on the optimal conditions, we can obtain:

$$
\begin{gathered}
\frac{d F(x, I)}{d x}=4 I x=0 \Rightarrow x^{*}=0, \\
\left.\frac{d^{2} F(x, I)}{d x^{2}}\right|_{x^{*}=0}=4 I .
\end{gathered}
$$

Assume that we consider a specific possible range of $I \in\left[I^{L}, I^{U}\right]$ according to real situations or actual requirements, then we can discuss its optimal possible value. If $I \in[1,2]$ is considered as a possible interval range, then $d^{2} F\left(x^{*}, I\right) / d x^{2}>0$, and $x^{*}=0$ is the optimal solution for the minimum $F\left(x^{*}, I\right)$. Thus, the minimum value of the NN objective function is $F\left(x^{*}, I\right)=[5,10]$, which, in this case, is a possible interval range, but not always. Specifically if $I=1$ (crisp value), then $F\left(x^{*}, I\right)=5$.

### 4.2. Multi-Dimension Unconstrained NN Nonlinear Optimization

Assume that a multiple variable NN function $F(x, I)$ for $x=\left[x_{1}, x_{2}, \ldots, x^{n}\right]^{T} \in Z^{n}$ and $I \in\left[I^{L}, I^{U}\right]$ is considered as an unconstrained differentiable NN nonlinear objective function in $n$ variables. Then, we can obtain the partial derivatives:

$$
\nabla F(x, I)=\left[\frac{\partial F(x, I)}{\partial x_{1}}, \frac{\partial F(x, I)}{\partial x_{2}}, \ldots, \frac{\partial F(x, I)}{\partial x_{n}}\right]^{T}=0 \Rightarrow x=x^{*}
$$

Further, the partial second derivatives, structured as the Hessian matrix $H(x, I)$, are:

$$
H(\boldsymbol{x}, I)=\left[\begin{array}{ccc}
\frac{\partial^{2} F(x, I)}{\partial x_{1}^{2}}, \frac{\partial^{2} F(x, I)}{\partial x_{1} \partial x_{2}}, \ldots, \frac{\partial^{2} F(x, I)}{\partial x_{1} \partial x_{n}} \\
\frac{\partial^{2} F(x, I)}{\partial x_{2} \partial x_{1}}, \frac{\partial^{2} F(x, I)}{\partial x_{2}^{2}}, \ldots, \frac{\partial^{2} F(x, I)}{\partial x_{2} \partial x_{n}} \\
\vdots & \vdots & \vdots \\
\vdots \\
\frac{\partial^{2} F(x, I)}{\partial x_{n} \partial x_{1}}, \frac{\partial^{2} F(x, I)}{\partial x_{n} \partial x_{2}}, \ldots, \frac{\partial^{2} F(x, I)}{\partial x_{n}^{2}}
\end{array}\right]_{x=x^{*}}
$$

Then, the Hessian matrix $H(x, I)$ is structured as its subsets $H_{i}(x, I)(i=1,2, \ldots, n)$, where $H_{i}(x, I)$ indicate the subset created by taking the first $i$ rows and columns of $H(x, I)$. You calculate the determinant of each of the $n$ subsets at $x^{*}$ :

$$
H_{1}\left(x^{*}, I\right)=\left|\frac{\partial^{2} F\left(x^{*}, I\right)}{\partial x_{1}^{2}}\right|, H_{2}\left(x^{*}, I\right)=\left|\begin{array}{cc}
\frac{\partial^{2} F\left(x^{*}, I\right)}{\partial x_{1}^{2}} & \frac{\partial^{2} F\left(x^{*}, I\right)}{\partial x_{1} \partial x_{2}} \\
\frac{\partial^{2} F\left(x^{*}, I\right)}{\partial x_{2} \partial x_{1}} & \frac{\partial^{2} F\left(x^{*}, I\right)}{\partial x_{2}^{2}}
\end{array}\right|, \ldots
$$

from the sign patterns of the determinates of $H_{i}\left(x^{*}, I\right)(i=1,2, \ldots, n)$ for $I \in\left[I^{L}, I^{U}\right]$, as follows:
(1) If $H_{i}\left(x^{*}, I\right)>0$, then $H\left(x^{*}, I\right)$ is positive definite at $x^{*}$;
(2) If $H_{i}\left(x^{*}, I\right)<0$ and the remaining $H_{i}\left(x^{*}, I\right)$ alternate in sign, then $H\left(x^{*}, I\right)$ is negative definite at $x^{*}$;
(3) If some of the values which are supposed to be nonzero turn out to be zero, then $H\left(x^{*}, I\right)$ can be positive semi-definite or negative semi-definite.
A local optimal value of $x^{*}$ in neutrosophic nonlinear objective function $F\left(x^{*}, I\right)$ for $I \in\left[I^{L}, I^{U}\right]$ can be determined by the following categories:
(1) $x^{*}$ is a local maximum if $\nabla F\left(x^{*}, I\right)=0$ and $H\left(x^{*}, I\right)$ is negative definite;
(2) $x^{*}$ is a local minimum if $\nabla F\left(x^{*}, I\right)=0$ and $H\left(x^{*}, I\right)$ is positive definite;
(3) $x^{*}$ is a saddle point if $\nabla F\left(x^{*}, I\right)=0$ and $H\left(x^{*}, I\right)$ is neither positive semi-definite nor negative semi-definite.

Example 2. Consider an unconstrained NN nonlinear objective function with two variables $x_{1}$ and $x_{2}$ is $F(x, I)=x_{1}^{2}+x_{2}^{2}-4 I x_{1}-2 I x_{2}+5$ for $x \in Z^{2}$ and $I \in\left[I^{L}, I^{U}\right]$. According to optimal conditions, we first obtain the following derivative and the optimal solution:

$$
\nabla F(x, I)=\left[\begin{array}{c}
\frac{\partial F(x, I)}{\partial x_{1}} \\
\frac{\partial F(x, I)}{\partial x_{2}}
\end{array}\right]=\left[\begin{array}{c}
2 x_{1}-4 I \\
2 x_{2}-2 I
\end{array}\right]=0 \Rightarrow x^{*}=\left[\begin{array}{c}
x_{1}^{*} \\
x_{2}^{*}
\end{array}\right]=\left[\begin{array}{c}
2 I \\
I
\end{array}\right] .
$$

Then, the NN Hessian matrix is given as follows:

$$
H\left(x^{*}, I\right)=\left[\begin{array}{ll}
\frac{\partial^{2} F\left(x^{*}, I\right)}{\partial x_{1}^{2}} & \frac{\partial^{2} F\left(x^{*}, I\right)}{\partial x_{1} \partial x_{2}} \\
\frac{\partial^{2} F\left(x^{*}, I\right)}{\partial x_{2} \partial x_{1}} & \frac{\partial^{2} F\left(x^{*}, I\right)}{\partial x_{2}^{2}}
\end{array}\right]=\left[\begin{array}{ll}
2 & 0 \\
0 & 2
\end{array}\right] .
$$

Thus, $\left|H_{1}\left(x^{*}, I\right)\right|=2>0$ and $\left|H\left(x^{*}, I\right)\right|=\left|\begin{array}{ll}2 & 0 \\ 0 & 2\end{array}\right|=4>0$. Hence, the NN optimal solution is $x^{*}=[2 I, I]^{T}$ and the minimum value of the NN objective function is $F\left(x^{*}, I\right)=5\left(1-I^{2}\right)$ in this optimization problem.

If the indeterminacy $I \in[0,1]$ is considered as a possible interval range, then the optimal solution of $x$ is $x_{1}{ }^{*}=[0,2]$ and $x_{2}{ }^{*}=[0,1]$ and the minimum value of the NN objective function is $F\left(x^{*}, I\right)=[0,5]$. Specifically, when $I=1$ is a determinate value, then $x_{1}{ }^{*}=2, x_{2}{ }^{*}=1$, and $F\left(x^{*}, I\right)=0$. In this case, the NN nonlinear optimization is reduced to the traditional nonlinear optimization, which is a special case of the NN nonlinear optimization.

### 4.3. NN-NP Problem Having Equality Constraints

Consider an NN-NP problem having NN equality constraints:

$$
\begin{gather*}
\min F(x, I) \\
\text { s.t. } h_{j}(x, I)=0, j=1,2, \ldots, l  \tag{3}\\
x \in Z^{n}
\end{gather*}
$$

where $h_{1}(x, I), h_{2}(x, I), \ldots, h_{l}(x, I): Z^{n} \rightarrow Z$ and $I \in\left[I^{L}, I^{U}\right]$.
Here we consider Lagrange multipliers for the NN-NP problem. The Lagrangian function that we minimize is then given by:

$$
\begin{equation*}
L(x, I, \lambda)=F(x, I)+\sum_{j=1}^{l} \lambda_{j} h_{j}(x, I), \lambda \in Z^{l}, x \in Z^{n} \tag{4}
\end{equation*}
$$

where $\lambda_{j}(j=1,2, \ldots, l)$ is a Lagrange multiplier and $I \in\left[I^{L}, I^{U}\right]$. It is obvious that this method transforms the constrained optimization into unconstrained optimization. Then, the necessary condition for this case to have a minimum is that:

$$
\begin{aligned}
& \frac{\partial L(x, I, \lambda)}{\partial x_{i}}=0, i=1,2, \ldots, n \\
& \frac{\partial L(x, I, \lambda)}{\partial \lambda_{j}}=0, j=1,2, \ldots, l
\end{aligned}
$$

By solving $n+l$ equations above, we can obtain the optimum solution $x^{*}=\left[x_{1}{ }^{*}, x_{2}{ }^{*}, \ldots, x_{n}{ }^{*}\right]^{\mathrm{T}}$ and the optimum multiplier values $\lambda_{j}^{*}(j=1,2, \ldots, l)$.

Example 3. Let us consider an NN-NP problem having an NN equality constraint:

$$
\begin{gathered}
\min F(x, I)=4 I x_{1}+5 x_{2} \\
\text { s.t. } h(x, I)=2 x_{1}+3 x_{2}-6 I=0, x \in Z^{2} .
\end{gathered}
$$

Then, we can construct the Lagrangian function:

$$
L(x, I, \lambda)=4 I x_{1}+5 x_{2}+\lambda\left(2 x_{1}+3 x_{2}-6 I\right), \lambda \in Z, x \in Z^{2} .
$$

The necessary condition for the optimal solution yields the following:

$$
\frac{\partial L(x, I, \lambda)}{\partial x_{1}}=8 I x_{1}+2 \lambda=0, \frac{\partial L(x, I, \lambda)}{\partial x_{2}}=10 x_{2}+3 \lambda=0, \text { and } \frac{\partial L(x, I, \lambda)}{\partial \lambda}=2 x_{1}+3 x_{2}-6 I=0 .
$$

By solving these equations, we obtain the results $x_{1}=-\lambda /(4 I), x_{2}=-3 \lambda / 10$, and $\lambda=-12 I^{2} /(1+1.8 I)$. Hence, the NN optimal solution is obtained by the results of $x_{1}{ }^{*}=3 I /(1+1.8 I)$ and $x_{2}{ }^{*}=18 I^{2} /(5+9 I)$. If the indeterminacy $I \in[1,2]$ is considered as a possible interval range, then the optimal solution is $x_{1}{ }^{*}=[0.6522$, 4.2857] and $x_{2}{ }^{*}=[0.7826,5.1429]$. Specifically, if $I=1$ (crisp value), then the optimal solution is $x_{1}{ }^{*}=1.0714$ and $x_{2}{ }^{*}=1.2857$, which are reduced to the crisp optimal solution in classical optimization problems.

### 4.4. General Constrained NN-NP Problems

Now, we consider a general constrained NN-NP problem:

$$
\begin{gather*}
\min F(x, I) \\
\text { s.t. } g_{k}(x, I) \leq 0, k=1,2, \ldots, m \\
h_{j}(x, I)=0, j=1,2, \ldots, l  \tag{5}\\
x \in Z^{n}
\end{gather*}
$$

where $g_{1}(x, I), g_{2}(x, I), \ldots, g_{m}(x, I), h_{1}(x, I), h_{2}(x, I), \ldots, h_{l}(x, I): Z^{n} \rightarrow Z$ for $I \in\left[I^{L}, I^{U}\right]$. Then, we can consider the NN Lagrangian function for the NN-NP problem:

$$
\begin{equation*}
L(\boldsymbol{x}, I, \boldsymbol{\mu}, \boldsymbol{\lambda})=F(\boldsymbol{x}, I)+\sum_{k=1}^{m} \mu_{k} g_{k}(\boldsymbol{x}, I)+\sum_{j=1}^{l} \lambda_{j} h_{j}(\boldsymbol{x}, I), \mu \in Z^{m}, \lambda \in Z^{l}, \boldsymbol{x} \in Z^{n} \tag{6}
\end{equation*}
$$

The usual NN Karush-Kuhn-Tucker (KKT) necessary conditions yield:

$$
\begin{equation*}
\nabla F(\boldsymbol{x}, I)+\sum_{k=1}^{m}\left\{\mu_{k} \nabla g_{k}(\boldsymbol{x}, I)\right\}+\sum_{j=1}^{l}\left\{\lambda_{j} \nabla h_{j}(\boldsymbol{x}, I)\right\}=0 \tag{7}
\end{equation*}
$$

combined with the original constraints, complementary slackness for the inequality constraints, and $\mu_{k} \geq 0$ for $k=1,2, \ldots, m$.

Example 4. Let us consider an NN-NP problem with one NN inequality constraint:

$$
\begin{gathered}
\min F(x, I)=I x_{1}^{2}+2 x_{2}^{2} \\
\text { s.t. } g(x, I)=I-x_{1}-x_{2} \leq 0, x \in Z^{2} .
\end{gathered}
$$

Then, the NN Lagrangian function is constructed as:

$$
L(x, I, \mu)=I x_{1}^{2}+2 x_{2}^{2}+\mu\left(I-x_{1}-x_{2}\right), \mu \in Z, x \in Z^{2} .
$$

The usual NN KKT necessary conditions yield:

$$
\frac{\partial L(x, I, \mu)}{\partial x_{1}}=2 I x_{1}-\mu=0, \frac{\partial L(x, I, \mu)}{\partial x_{2}}=4 x_{2}-\mu=0, \text { and } \mu\left(I-x_{1}-x_{2}\right)=0
$$

By solving these equations, we can obtain the results of $x_{1}=\mu /(2 I), x_{2}=\mu / 4$, and $\mu=4 I^{2} /(2+I)(\mu=0$ yields an infeasible solution for $I>0)$. Hence, the NN optimal solution is obtained by the results of $x_{1}{ }^{*}=2 I /(2+I)$ and $x_{2}{ }^{*}=I^{2} /(2+I)$.

If the indeterminacy $I \in[1,2]$ is considered as a possible interval range corresponding to some specific actual requirement, then the optimal solution is $x_{1}{ }^{*}=[0.5,1.3333]$ and $x_{2}{ }^{*}=[0.25,1.3333]$. As another case, if the indeterminacy $I \in[2,3]$ is considered as a possible interval range corresponding to some specific actual requirement, then the optimal solution is $x_{1}{ }^{*}=[0.8,1.5]$ and $x_{2}{ }^{*}=[0.8,2.25]$. Specifically, if $I=2$ (a crisp value), then the optimal solution is $x_{1}{ }^{*}=1$ and $x_{2}{ }^{*}=1$, which is reduced to the crisp optimal solution of the crisp/classical optimization problem.

Compared with existing uncertain optimization methods [1-6], the proposed NN-NP methods can obtain ranges of optimal solutions (usually NN solutions but not always) rather than the crisp optimal solutions of previous uncertain optimization methods [1-6], which are not really meaningful in indeterminate programming of indeterminate solutions in real situations [23,24]. The existing uncertain optimization solutions are the special cases of the proposed NN-NP optimization solutions. Furthermore, the existing uncertain optimization methods in [1-6] cannot express and solve the NN-NP problems from this study. Obviously, the optimal solutions in the NN-NP problems are intervals corresponding to different specific ranges of the indeterminacy $I \in\left[I^{L}, I^{U}\right]$ and show the flexibility and rationality under indeterminate/ NN environments, which is the main advantage of the proposed NN-NP methods.

## 5. Conclusions

On the basis of the concepts of indeterminacy I and NNs, this paper introduced some basic operations of NNs and concepts of both NN linear and nonlinear functions and inequalities, which involve indeterminacy I. Then, we proposed NN-NP problems with unconstrained and constrained NN nonlinear optimizations and their general solution methods for various optimization models. Numerical examples were provided to illustrate the effectiveness of the proposed NN-NP methods. The main advantages are that: (1) some existing optimization methods like the Lagrange multiplier method and the KKT condition can be employed for NN-NP problems, (2) the indeterminate (NN) programming problems can show indeterminate (NN) optimal solutions which can indicate possible optimal ranges of the decision variables and NN objective function when indeterminacy $I \in\left[I^{L}, I^{U}\right]$ is considered as a possible interval range for real situations and actual requirements, and (3) NN-NP is the generalization of traditional nonlinear programming problems and is more flexible and more suitable than the existing unconcerned nonlinear programming methods under indeterminate environments. The proposed NN-NP methods provide a new effective way for avoiding crisp solutions of existing unconcerned programming methods under indeterminate environments.

It is obvious that the NN-NP methods proposed in this paper not only are the generalization of existing certain or uncertain nonlinear programming methods but also can deal with determinate and/or indeterminate mathematical programming problems. In the future, we shall apply these NN-NP methods to engineering fields, such as engineering design and engineering management.
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#### Abstract

A neutrosophic number $(a+b I)$ is a significant mathematical tool to deal with indeterminate and incomplete information which exists generally in real-world problems, where $a$ and $b I$ denote the determinate component and indeterminate component, respectively. We define score functions and accuracy functions for ranking neutrosophic numbers. We then define a cosine function to determine the unknown weight of the criteria. We define the neutrosophic number harmonic mean operators and prove their basic properties. Then, we develop two novel multi-criteria group decision-making (MCGDM) strategies using the proposed aggregation operators. We solve a numerical example to demonstrate the feasibility, applicability, and effectiveness of the two proposed strategies. Sensitivity analysis with the variation of " $I$ " on neutrosophic numbers is performed to demonstrate how the preference ranking order of alternatives is sensitive to the change of " $I$ ". The efficiency of the developed strategies is ascertained by comparing the results obtained from the proposed strategies with the results obtained from the existing strategies in the literature.


Keywords: neutrosophic number; neutrosophic number harmonic mean operator (NNHMO); neutrosophic number weighted harmonic mean operator (NNWHMO); cosine function; score function; multi-criteria group decision-making

## 1. Introduction

Multi-criteria decision-making (MCDM), and multi-criteria group decision-making (MCGDM) are significant branches of decision theories which have been commonly applied in many scientific fields. They have been developed in many directions, such as crisp environments [1,2], and uncertain environments, namely fuzzy environments [3-13], intuitionistic fuzzy environments [14-24], and neutrosophic set environments [25-45]. Smarandache [46,47] introduced another direction of uncertainty by defining neutrosophic numbers (NN), which represent indeterminate and incomplete information in a new way. A NN consists of a determinate component and an indeterminate component. Thus, the NNs are more applicable to deal with indeterminate and incomplete information in real world problems. The NN is expressed as the function $N=p+q I$ in which $p$ is the determinate component and $q I$ is the indeterminate component. If $N=q I$, i.e., the indeterminate part reaches the maximum label, the worst situation occurs. If $N=p$, i.e., the indeterminate part does not appear, the best situation occurs. Thus, the application of NNs is more appropriate to deal with the indeterminate and incomplete information in real-world decision-making situations.

Information aggregation is an essential practice of accumulating relevant information from various sources. It is used to present aggregation between the min and max operators. The harmonic mean is usually used as a mathematical tool to accumulate the central tendency of information [48].

The harmonic mean (HM) is widely used in statistics to calculate the central tendency of a set of data. Park et al. [49] proposed multi-attribute group decision-making (MAGDM) strategy based on HM operators under uncertain linguistic environments. Wei [50] proposed a MAGDM strategy based on fuzzy-induced, ordered, weighted HM. In a fuzzy environment, Xu [48] studied a fuzzy-weighted HM operator, fuzzy ordered weighted HM operator, and a fuzzy hybrid HM operator, and employed them for MADM problems. Ye [51] proposed a multi-attribute decision-making (MADM) strategy based on harmonic averaging projection for a simplified neutrosophic sets (SNS) environment.

In a NN environment, Ye [52] proposed a MAGDM using de-neutrosophication strategy and a possibility degree ranking strategy for neutrosophic numbers. Liu and Liu [53] proposed a NN generalized weighted power averaging operator for MAGDM. Zheng et al. [54] proposed a MAGDM strategy based on a NN generalized hybrid weighted averaging operator. Pramanik et al. [55] studied a teacher selection strategy based on projection and bidirectional projection measures in a NN environment.

Only four [52-55] MCGDM strategies using NNs have been reported in the literature. Motivated from the works of Ye [52], Liu and Liu [53], Zheng et al. [54], and Pramanik et al. [55], we consider the proposed strategies to handle MCGDM problems in a NN environment.

The strategies [52-55] cannot deal with the situation when larger values other than arithmetic mean, geometric mean, and harmonic mean are necessary for experimental purposes. To fill the research gap, we propose two MCGDM strategies.

In this paper, we develop two new MCGDM strategies based on a NN harmonic mean operator (NNHMO) and a NN weighted harmonic mean operator (NNWHMO) to solve MCGDM problems. We define a cosine function to determine unknown weights of the criteria. To develop the proposed strategies, we define score and accuracy functions for ranking NNs for the first time in the literature.

The rest of the paper is structured as follows: Section 2 presents some preliminaries of NNs and score and accuracy functions of NNs. Section 3 devotes NN harmonic mean operator (NNHMO) and NN weighted harmonic mean operator (NNWHMO). Section 4 defines the cosine function to determine unknown criteria weights. Section 5 presents two novel decision-making strategies based on NNHMO and NNWHMO. In Section 6, a numerical example is presented to illustrate the proposed MCGDM strategies and the results show the feasibility of the proposed MCGDM strategies. Section 7 compares the obtained results derived from the proposed strategies and the existing strategies in NN environment. Finally, Section 8 concludes the paper with some remarks and future scope of research.

## 2. Preliminaries

In this section, definition of harmonic and weighted harmonic mean of positive real numbers, concepts of NNs, operations on NNs, score and accuracy functions of NNs are outlined.

### 2.1. Harmonic Mean and Weighted Harmonic Mean

Harmonic mean is a traditional average, which is generally used to determine central tendency of data. The harmonic mean is commonly considered as a fusion method of numerical data.

Definition 1. [48]: The harmonic mean $H$ of the positive real numbers $x_{1}, x_{2}, \ldots, x_{n}$ is defined as: $\mathrm{H}=\frac{n}{\frac{1}{x_{1}}+\frac{1}{x_{2}}+\cdots+\frac{1}{x_{n}}}=\frac{n}{\sum_{i=1}^{n} \frac{1}{x_{i}}} ; i=1,2, \ldots, n$.

Definition 2. [49]: The weighted harmonic mean $H$ of the positive real numbers $x_{1}, x_{2}, \ldots, x_{n}$ is defined as $\mathrm{WH}=\frac{1}{\frac{w_{1}}{x_{1}}+\frac{w_{2}}{x_{2}}+\cdots+\frac{w_{n}}{x_{n}}}=\frac{1}{\sum_{i=1}^{n} \frac{w_{i}}{x_{i}}} ; i=1,2, \ldots, n$.

Here, $\sum_{i=1}^{n} w_{i}=1$.

### 2.2. NNs

A NN $[46,47]$ consists of a determinate component $x$ and an indeterminate component $y I$, and is mathematically expressed as $z=x+y I$ for $x, y \in R$, where $I$ is indeterminacy interval and $R$ is the set of real numbers. A NN $z$ can be specified as a possible interval number, denoted by $z=\left[x+y I^{L}, x+y I^{U}\right]$ for $z \in Z\left(Z\right.$ is set of all NNs) and $I \in\left[I^{L}, I^{U}\right]$. The interval $I \in\left[I^{L}, I^{U}\right]$ is considered as an indeterminate interval.

- If $y I=0$, then $z$ is degenerated to the determinate component $z=x$
- If $x=0$, then $z$ is degenerated to the indeterminate component $z=y I$
- If $I^{L}=I^{U}$, then $z$ is degenerated to a real number.

Let two NNs be $z_{1}=x_{1}+y_{1} I$ and $z_{2}=x_{2}+y_{2} I$ for $z_{1}, z_{2} \in Z$, and $I \in\left[I^{L}, I^{U}\right]$. Some basic operational rules for $z_{1}$ and $z_{2}$ are presented as follows:
(1) $I^{2}=I$
(2) $I .0=0$
(3) $I / I=$ Undefined
(4) $z_{1}+z_{2}=x_{1}+x_{2}+\left(y_{1}+y_{2}\right) I=\left[x_{1}+x_{2}+\left(y_{1}+y_{2}\right) I^{L}, x_{1}+x_{2}+\left(y_{1}+y_{2}\right) I^{U}\right]$
(5) $z_{1}-z_{2}=x_{1}-x_{2}+\left(y_{1}-y_{2}\right) I=\left[x_{1}-x_{2}+\left(y_{1}-y_{2}\right) I^{L}, x_{1}-x_{2}+\left(y_{1}-y_{2}\right) I^{U}\right]$
(6) $z_{1} \times z_{2}=x_{1} x_{2}+\left(x_{1} y_{2}+x_{2} y_{1}\right) I+y_{1} y_{2} I^{2}=x_{1} x_{2}+\left(x_{1} y_{2}+x_{2} y_{1}+y_{1} y_{2}\right) I$
(7) $\frac{z_{1}}{z_{2}}=\frac{x_{1}+y_{1} I}{x_{2}+y_{2} I}=\frac{x_{1}}{x_{2}}+\frac{x_{2} y_{1}-x_{1} y_{2}}{x_{2}\left(x_{2}+y_{2}\right)} I ; x_{2} \neq 0, x_{2} \neq-y_{2}$
(8) $\frac{1}{z_{1}}=\frac{1+0 . I}{x_{1}+y_{1} I}=\frac{1}{x_{1}}+\frac{-y_{1}}{x_{1}\left(x_{1}+y_{1}\right)} I ; x_{1} \neq 0, x_{1} \neq-y_{1}$
(9) $z_{1}^{2}=x_{1}^{2}+\left(2 x_{1} y_{1}+y_{1}^{2}\right) I$
(10) $\lambda z_{1}=\lambda x_{1}+\lambda y_{1} I$

Theorem 1. If $z$ is a neutrosophic number then, $\frac{1}{(z)^{-1}}=z, z \neq 0$.
Proof. Let $z=x+y I$. Then,

$$
\begin{aligned}
\frac{1}{z}= & (z)^{-1}=\frac{1}{x}+\frac{-y}{x(x+y)} I ; x \neq 0, x \neq-y \\
\frac{1}{(z)^{-1}} & =\frac{1}{1 / x}+\frac{\frac{y}{x(x+y)}}{1 / x\left(1 / x-\frac{y}{x(x+y)}\right)} I ; x \neq 0, x \neq-y \\
& =x+y I=z .
\end{aligned}
$$

Definition 3. For any $N N z=x+y I=\left[x+y I^{L}, x+y I^{U}\right]$, ( $x$ and $y$ not both zeroes), its score and accuracy functions are defined, respectively, as follows:

$$
\begin{gather*}
\operatorname{Sc}(z)=\left|\frac{x+y\left(I^{U}-I^{L}\right)}{2 \sqrt{x^{2}+y^{2}}}\right|  \tag{1}\\
A c(z)=1-\exp \langle-| x+y\left(I^{U}-I^{L}| \rangle\right. \tag{2}
\end{gather*}
$$

Theorem 2. Both score function $S c(z)$ and accuracy function $A c(z)$ are bounded.

## Proof.

$x, y \in R$ and $I \in[0,1]$
$\Rightarrow 0 \leq \frac{x}{\sqrt{x^{2}+y^{2}}} \leq 1,0 \leq \frac{y\left(I^{U}-I^{L}\right)}{\sqrt{x^{2}+y^{2}}} \leq 1$
$\Rightarrow 0 \leq\left|\frac{x+y\left(I^{u}-I^{L}\right)}{\sqrt{x^{2}+y^{2}}}\right| \leq 2 \Rightarrow 0 \leq\left|\frac{x+y\left(I^{U}-I^{L}\right)}{2 \sqrt{x^{2}+y^{2}}}\right| \leq 1 \Rightarrow 0 \leq S(z) \leq 1$.
Since $0 \leq S c(z) \leq 1$, score function is bounded.
Again:
$0 \leq \exp \langle-| x+y\left(I^{U}-I^{L}| \rangle \leq 1\right.$
$\Rightarrow-1 \leq-\exp \langle-| x+y\left(I^{U}-I^{L}| \rangle \leq 0\right.$
$\Rightarrow 0 \leq 1-\exp \langle-| x+y\left(I^{U}-I^{L}| \rangle \leq 1\right.$
Since $0 \leq A c(z) \leq 1$, accuracy function is bounded.
Definition 4. Let two NNs be $z_{1}=x_{1}+y_{1} I=\left[x_{1}+y_{1} I^{L}, x_{1}+y_{1} I^{U}\right]$, and $z_{2}=x_{2}+y_{2} I=\left[x_{2}+y_{2} I^{L}, x_{2}+y_{2} I^{U}\right]$, then the following comparative relations hold:

- If $S\left(z_{1}\right)>S\left(z_{2}\right)$, then $z_{1}>z_{2}$
- If $S\left(z_{1}\right)=S\left(z_{2}\right)$ and $A\left(z_{1}\right)<A\left(z_{2}\right)$, then $z_{1}<z_{2}$
- If $S\left(z_{1}\right)=S\left(z_{2}\right)$ and $A\left(z_{1}\right)=A\left(z_{2}\right)$, then $z_{1}=z_{2}$.

Example 1. Let three NNs be $z_{1}=10+2 I, z_{2}=12$ and $z_{3}=12+5 I$ and $I \in[0,0.2]$. Then,

$$
S\left(z_{1}\right)=0.5099, S\left(z_{2}\right)=0.5, S\left(z_{3}\right)=0.5577, A\left(z_{1}\right)=0.999969, A\left(z_{2}\right)=0.999994, A\left(z_{3}\right)=0.999997
$$

We see that, $S\left(z_{1}\right) \succ S\left(z_{2}\right)=S\left(z_{3}\right)$, and $A\left(z_{3}\right) \succ S\left(z_{2}\right)$.
Using Definition 2, we conclude that, $z_{1} \succ z_{3} \succ z_{2}$.

## 3. Harmonic Mean Operators for NNs

In this section, we define harmonic mean operator and weighted harmonic mean operator for neutrosophic numbers.
3.1. NN -Harmonic Mean Operator (NNHMO)

Definition 5. Let $z_{i}=x_{i}+y_{i} I(i=1,2, \ldots, n)$ be a collection of NNs. Then the NNHMO is defined as follows:

$$
\begin{equation*}
\operatorname{NNHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)=n\left(\sum_{i=1}^{n}\left(z_{i}\right)^{-1}\right)-1 \tag{3}
\end{equation*}
$$

Theorem 3. Let $z_{i}=x_{i}+y_{i} I(i=1,2, \ldots, n)$ be a collection of NNs. The aggregated value of the $\mathrm{NNHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)$ operator is also a $N N$.

## Proof.

$\operatorname{NNHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)=n\left(\sum_{i=1}^{n}\left(z_{i}\right)^{-1}\right)^{-1}$
$=n\left(\sum_{i=1}^{n} \frac{1}{x_{i}}+\sum_{i=1}^{n} \frac{-y_{i}}{x_{i}\left(x_{i}+y_{i}\right)} I\right)^{-1} ; x_{i} \neq 0, x_{i} \neq-y_{i}$
$=\frac{n}{\sum_{i=1}^{n} \frac{1}{x_{i}}}+\frac{-n \sum_{i=1}^{n} \frac{-y_{i}}{x_{i}\left(x_{i}+y_{i}\right)}}{\left(\sum_{i=1}^{n} \frac{1}{x_{i}}\right)\left(\sum_{i=1}^{n} \frac{1}{x_{i}}+\sum_{i=1}^{n} \frac{-y_{i}}{x_{i}\left(x_{i}+y_{i}\right)}\right)} I ; \sum_{i=1}^{n} \frac{1}{x_{i}} \neq 0, \sum_{i=1}^{n} \frac{1}{x_{i}} \neq-\sum_{i=1}^{n} \frac{-y_{i}}{x_{i}\left(x_{i}+y_{i}\right)}$
This shows that NNHMO is also a NN.

### 3.2. NN-Weighted Harmonic Mean Operator (NNWHMO)

Definition 6. Let $z_{i}=x_{i}+y_{i} I(i=1,2, \ldots, n)$ be a collection of NNs and $w_{i}(i=1,2, \ldots, n)$ is the weight of $z_{i}(i=1,2, \ldots, n)$ and $\sum_{i=1}^{n} w_{i}=1$. Then the NN-weighted harmonic mean (NNWHMO) is defined as follows:

$$
\begin{equation*}
\operatorname{NNWHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)=\left(\sum_{i=1}^{n} \frac{w_{i}}{z_{i}}\right)^{-1}, z_{i} \neq 0 \tag{4}
\end{equation*}
$$

Theorem 4. Let $z_{i}=x_{i}+y_{i} I(i=1,2, \ldots, n)$ be a collection of NNs. The aggregated value of the $\operatorname{NNWHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)$ operator is also a NN.

## Proof.

$\operatorname{NNWHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)=\left(\sum_{i=1}^{n} \frac{w_{i}}{z_{i}}\right)^{-1}, z_{i} \neq 0$
$=\left(\sum_{i=1}^{n} w_{i}\left(\frac{1}{x_{i}}+\frac{-y_{i}}{x_{i}\left(x_{i}+y_{i}\right)} I\right)\right)^{-1} ; x_{i} \neq 0, x_{i} \neq-y_{i}$
$=\left(w_{i} \cdot \sum_{i=1}^{n} \frac{1}{x_{i}}+w_{i} \cdot \sum_{i=1}^{n} \frac{-y_{i}}{x_{i}\left(x_{i}+y_{i}\right)} I\right)^{-1} ; x_{i} \neq 0, x_{i} \neq-y_{i}$
$=\frac{1}{w_{i} \cdot \sum_{i=1}^{n} \frac{1}{x_{i}}}+\frac{-w_{i} \cdot \sum_{i=1}^{n} \frac{-y_{i}}{x_{i}\left(x_{i}+y_{i}\right)}}{\left(w_{i} \cdot \sum_{i=1}^{n} \frac{1}{x_{i}}\right)\left(w_{i} \cdot \sum_{i=1}^{n} \frac{1}{x_{i}}+w_{i} \cdot \sum_{i=1}^{n} \frac{-y_{i}}{x_{i}\left(x_{i}+y_{i}\right)}\right)} I ; w_{i} \cdot \sum_{i=1}^{n} \frac{1}{x_{i}} \neq 0, w_{i} \cdot \sum_{i=1}^{n} \frac{1}{x_{i}} \neq-w_{i} \cdot \sum_{i=1}^{n} \frac{-y_{i}}{x_{i}\left(x_{i}+y_{i}\right)} ; \sum_{i=1}^{n} w_{i}=1$ This shows that NNWHMO is also a NN.

Example 2. Let two NNs be $z_{1}=3+2 I$ and $z_{2}=2+I$ and $I \in[0,0.2]$. Then:

$$
\operatorname{NNHMO}\left(z_{1}, z_{2}\right)=2\left(\frac{1}{z_{1}}+\frac{1}{z_{2}}\right)^{-1}=2\left(\frac{1}{3+2 I}+\frac{1}{2+I}\right)^{-1}=2.4+0.635 I .
$$

Example 3. Let two $N N s$ be $z_{1}=3+2 I$ and $z_{2}=2+I, I \in[0,0.2]$ and $w_{1}=0.4, w_{2}=0.6$, then:

$$
\operatorname{NNWHMO}\left(z_{1}, z_{2}\right)=\left(w_{1} \frac{1}{z_{1}}+w_{2} \frac{1}{z_{2}}\right)^{-1}=\left(0.4 \frac{1}{3+2 I}+0.6 \frac{1}{2+I}\right)^{-1}=2.308+1.370 I
$$

The NNHMO operator and the NNWHMO operator satisfy the following properties.
P1. Idempotent law: If $\mathrm{z}_{i}=\mathrm{z}$ for $i=1,2, \ldots, n$ then, $\operatorname{NNHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)=z$ and $\operatorname{NNWHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)=z$.

Proof. For, $z_{i}=z, \sum_{i=1}^{n} w_{i}=1$,

$$
\begin{gathered}
\operatorname{NNHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)=n\left(\sum_{i=1}^{n}\left(z_{i}\right)^{-1}\right)^{-1}=n\left(\sum_{i=1}^{n}(z)^{-1}\right)^{-1}=\frac{n}{n z^{-1}}=z . \\
\operatorname{NNWHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)=\left(\sum_{i=1}^{n} \frac{w_{i}}{z_{i}}\right)^{-1}, z_{i} \neq 0=\left(\sum_{i=1}^{n} \frac{w_{i}}{z}\right)^{-1}=\left(\sum_{i=1}^{n} w_{i}\right)^{-1}\left(z^{-1}\right)^{-1}=z .
\end{gathered}
$$

P2. Boundedness: Both the operators are bounded.

Proof. Let $z_{\text {min }}=\min \left(z_{1}, z_{2}, \cdots, z_{n}\right), z_{\max }=\max \left(z_{1}, z_{2}, \cdots, z_{n}\right)$ for $i=1,2, \ldots, n$ then, $z_{\min } \leq \operatorname{NNHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right) \leq z_{\max }$ and $z_{\min } \leq \operatorname{NNWHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right) \leq z_{\text {max }}$. Hence, both the operators are bounded.

P3. Monotonicity: If $z_{i} \leq z_{i}^{*}$ for $i=1,2, \ldots, n$ then, $\operatorname{NNHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right) \leq \operatorname{NNHMO}\left(z_{1}^{*}, z_{2}^{*}, \cdots, z_{n}^{*}\right)$ and $\operatorname{NNWHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right) \leq \operatorname{NNWHMO}\left(z_{1}^{*}, z_{2}^{*}, \cdots, z_{n}^{*}\right)$.

Proof. NNHMO $\left(z_{1}, z_{2}, \cdots, z_{n}\right)-\operatorname{NNHMO}\left(z_{1}^{*}, z_{2}^{*}, \cdots, z_{n}^{*}\right)=\frac{n}{\frac{1}{z_{1}}+\frac{1}{z_{2}}+\cdots+\frac{1}{z_{n}}}-\frac{n}{\frac{1}{z_{1}^{*}}+\frac{1}{z_{2}^{*}}+\cdots+\frac{1}{z_{n}^{*}}} \leq 0$, since $z_{i} \leq z_{i}^{*}$ or $\frac{1}{z_{i}} \geq \frac{1}{z_{i}^{*}}$, for $i=1,2, \ldots, n$.

Again,

$$
\operatorname{NNWHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)-\operatorname{NNWHMO}\left(z_{1}^{*}, z_{2}^{*}, \cdots, z_{n}^{*}\right)=\frac{1}{\frac{w_{1}}{z_{1}}+\frac{w_{2}}{z_{2}}+\cdots+\frac{w_{n}}{z_{n}}}-\frac{1}{\frac{w_{1}}{z_{1}^{1}}+\frac{w_{2}}{z_{2}^{2}}+\cdots+\frac{w_{n}}{z_{n}^{n}}} \leq 0,
$$

since $z_{i} \leq z_{i}^{*}$ or $\frac{1}{z_{i}} \geq \frac{1}{z_{i}^{*}}, \leq 0$, for $z_{i} \leq z_{i}^{*} ; \sum_{i=1}^{n} w_{i}=1 ;(i=1,2, \ldots, n)$.
This proves the monotonicity of the functions $\operatorname{NNHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)$ and $\operatorname{NNWHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)$.

P4. Commutativity: If $\left(z_{1}^{\circ}, z_{2}^{\circ}, \cdots, z_{n}^{\circ}\right)$ be any permutation of $\left(z_{1}, z_{1}, \cdots, z_{n}\right)$ then, $\operatorname{NNHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)=\operatorname{NNHMO}\left(z_{1}^{\circ}, z_{2}^{\circ}, \cdots, z_{n}^{\circ}\right)$ and $\operatorname{NNWHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)=$ $\operatorname{NNWHMO}\left(z_{1}^{\circ}, z_{2}^{\circ}, \cdots, z_{n}^{\circ}\right)$.

Proof. $\operatorname{NNHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)-\operatorname{NNHMO}\left(z_{1}^{\circ}, z_{2}^{\circ}, \cdots, z_{n}^{\circ}\right)=n\left(\sum_{i=1}^{n}\left(z_{i}\right)^{-1}\right)^{-1}-n\left(\sum_{i=1}^{n}\left(z_{i}^{*}\right)^{-1}\right)^{-1}=0$, because, $\left(z_{1}^{\circ}, z_{2}^{\circ}, \cdots, z_{n}^{\circ}\right)$ is any permutation of $\left(z_{1}, z_{2}, \cdots, z_{n}\right)$.

Hence, we have $\operatorname{NNHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)=\operatorname{NNHMO}\left(z_{1}^{\circ}, z_{2}^{\circ}, \cdots, z_{n}^{\circ}\right)$.
Again:
$\operatorname{NNWHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)-\operatorname{NNWHMO}\left(z_{1}^{\circ}, z_{2}^{\circ}, \cdots, z_{n}^{\circ}\right)=\left(\sum_{i=1}^{n} w_{i}\left(z_{i}\right)^{-1}\right)^{-1}-\left(\sum_{i=1}^{n} w_{i}\left(z_{i}^{*}\right)^{-1}\right)^{-1}=0$, because, $\left(z_{1}^{\circ}, z_{2}^{\circ}, \cdots, z_{n}^{\circ}\right)$ is any permutation of $\left(z_{1}, z_{2}, \cdots, z_{n}\right)$.

Hence, we have $\operatorname{NNWHMO}\left(z_{1}, z_{2}, \cdots, z_{n}\right)=\operatorname{NNWHMO}\left(z_{1}^{\circ}, z_{2}^{\circ}, \cdots, z_{n}^{\circ}\right)$.

## 4. Cosine Function for Determining Unknown Criteria Weights

When criteria weights are completely unknown to decision-makers, the entropy measure [56] can be used to calculate criteria weights. Biswas et al. [57] employed entropy measure for MADM problems to determine completely unknown attribute weights of single valued neutrosophic sets (SVNSs). Literature review reflects that, strategy to determine unknown weights in the NN environment is yet to appear. In this paper, we propose a cosine function to determine unknown criteria weights.

Definition 7. The cosine function of a NN $P=x_{i j}+y_{i j} I=\left[x_{i j}+y_{i j} I^{L}, x_{i j}+y_{i j} I^{U}\right],(i=1,2, \ldots, m$; $j=1,2, \ldots, n)$ is defined as follows:

$$
\begin{equation*}
\operatorname{COS}_{j}(P)=\frac{1}{n} \sum_{i=1}^{n} \cos \frac{\pi}{2}\left(\left|\frac{y_{i j}}{\sqrt{x_{i j}^{2}+y_{i j}^{2}}}\right|\right),\left(x_{i j} \text { and } y_{i j} \text { are not both zeroes }\right) \tag{5}
\end{equation*}
$$

The weight structure is defined as follows:

$$
\begin{equation*}
w_{j}=\frac{\operatorname{Cos}_{j}(P)}{\sum_{j=1}^{n} \operatorname{COS}_{j}(P)} ; j=1,2, \cdots, n \& \sum_{j=1}^{n} w_{j}=1 \tag{6}
\end{equation*}
$$

The cosine function $\operatorname{COS}_{j}(P)$ satisfies the following properties:
P1. $\operatorname{Cos}_{j}(P)=1$, if $y_{i j}=0$ and $x_{i j} \neq 0$.
P2. $\operatorname{COS}_{j}(P)=0$, if $x_{i j}=0$ and $y_{i j} \neq 0$.
P3. $\operatorname{COS}_{j}(P) \geq \operatorname{COS}_{j}(Q)$, if $x_{i j}$ of $P>x_{i j}$ of $Q$ or $y_{i j}$ of $P<y_{i j}$ of $Q$ or both.

## Proof.

P1. $y_{i j}=0 \Rightarrow \operatorname{COS}_{j}(P)=\frac{1}{n} \sum_{i=1}^{n}[\cos 0]=1$
P2. $\quad x_{i j}=0 \Rightarrow \operatorname{COS}_{j}(P)=\frac{1}{n} \sum_{i=1}^{n}\left[\cos \frac{\pi}{2}\right]=0$
P3. For, $x_{i j}$ of $P>x_{i j}$ of $Q$
$\Rightarrow \quad$ Determinate part of $P>$ Determinate part of $Q$
$\Rightarrow \quad \operatorname{COS}_{j}(Q)<\operatorname{COS}_{j}(P)$.
For, $y_{i j}$ of $P<y_{i j}$ of $Q$
$\Rightarrow$ Indeterminacy part of $P<$ Indeterminacy part of $Q$
$\Rightarrow \quad \operatorname{COS}_{j}(Q)>\operatorname{COS}_{j}(P)$.
For, $x_{i j}$ of $P>x_{i j}$ of $Q$ and $y_{i j}$ of $P<y_{i j}$ of $Q$
$\Rightarrow \quad$ (Real part of $P>$ Real part of $Q$ ) \& (Indeterminacy part of $P<$ Indeterminacy part of $Q$ )
$\Rightarrow \quad \operatorname{Cos}_{j}(Q)>\operatorname{Cos}_{j}(P)$.

Example 4. Let two NNs be $z_{1}=3+2 I$, and $z_{2}=3+5 I$, then, $\operatorname{COS}\left(z_{1}\right)=0.9066, \operatorname{COS}\left(z_{2}\right)=0.7817$.
Example 5. Let two NNs be $z_{1}=3+I$, and $z_{2}=7+I$, then, $\operatorname{COS}\left(z_{1}\right)=0.9693, \operatorname{COS}\left(z_{2}\right)=0.9938$.
Example 6. Let two NNs be $z_{1}=10+2 I$, and $z_{2}=2+10 I$, then, $\operatorname{COS}\left(z_{1}\right)=0.9882, \operatorname{COS}\left(z_{2}\right)=0.7178$.

## 5. Multi-Criteria Group Decision-Making Strategies Based on NNHMO and NNWHMO

Two MCGDM strategies using the NNHMO and NNWHMO respectively are developed in this section. Suppose that $A=\left\{A_{1}, A_{2}, \ldots, A_{m}\right\}$ is a set of alternatives, $C=\left\{C_{1}, C_{2}, \ldots, C_{n}\right\}$ is a set of criteria and $D M=\left\{D M_{1}, D M_{2}, \ldots, D M_{k}\right\}$ is a set of decision-makers. Decision-makers' assessment for each alternative $A_{i}$ will be based on each criterion $C_{j}$. All the assessment values are expressed by NNs. Steps of decision making strategies based on proposed NNHMO and NNWHMO to solve MCGDM problems are presented below.

### 5.1. MCGDM Strategy 1 (Based on NNHMO)

Strategy 1 is presented (see Figure 1) using the following six steps:
Step 1. Determine the relation between alternatives and criteria.
Each decision-maker forms a NN decision matrix. The relation between the alternative $A_{i}$ $(i=1,2, \ldots, m)$ and the criterion $C_{j}(j=1,2, \ldots, n)$ is presented in Equation (7).

$$
D M_{k}[A \mid C]=\begin{gather*}
 \tag{7}\\
A_{1} \\
A_{2} \\
\vdots \\
A_{m}
\end{gather*}\left(\begin{array}{cccc}
C_{1} & C_{2} & \cdots & C_{n} \\
\left\langle x_{11}+y_{11} I\right\rangle_{k} & \left\langle x_{12}+y_{12} I\right\rangle_{k} & \cdots & \left\langle x_{1 n}+y_{1 n} I\right\rangle_{k} \\
\left\langle x_{21}+y_{21} I\right\rangle_{k} & \left\langle x_{22}+y_{22} I\right\rangle_{k} & \cdots & \left\langle x_{2 n}+y_{2 n} I\right\rangle_{k} \\
\vdots & \vdots & \ddots & \vdots \\
\left\langle x_{m 1}+y_{m 1} I\right\rangle_{k} & \left\langle x_{m 2}+y_{m 2} I\right\rangle_{k} & & \left\langle x_{m n}+y_{m n} I\right\rangle_{k}
\end{array}\right)
$$

Note 1: Here, $\left\langle x_{i j}+y_{i j} I\right\rangle_{k}$ represents the NN rating value of the alternative $A_{i}$ with respect to the criterion $C_{j}$ for the decision-maker $D M_{k}$.
Step 2. Using Equation (3), determine the aggregation values $\left(D M_{k}^{a g g r}\left(A_{i}\right)\right),(i=1,2, \ldots, n)$ for all decision matrices.

Step 3. To fuse all the aggregation values $\left(D M_{k}^{a g g r}\left(A_{i}\right)\right)$, corresponding to alternatives $A_{i}$, we define the averaging function as follows:

$$
\begin{equation*}
D M^{a g g r}\left(A_{i}\right)=\sum_{t=1}^{k} w_{t}\left(D M_{t}^{a g g r}\left(A_{i}\right)\right) ; \sum_{t=1}^{k} w_{t}=1 .(i=1,2, \ldots, n ; t=1,2, \ldots, k) \tag{8}
\end{equation*}
$$

Here, $w_{t}(t=1,2, \ldots, k)$ is the weight of the decision-maker $D M_{t}$.
Step 4. Determine the preference ranking order.
Using Equation (1), determine the score values $\operatorname{Sc}\left(z_{i}\right)$ (accuracy degrees $\operatorname{Ac}\left(z_{i}\right)$, if necessary) ( $i=1,2, \ldots, m)$ of all alternatives $A_{i}$. All the score values are arranged in descending order. The alternative corresponding to the highest score value (accuracy values) reflects the best choice.

Step 5. Select the best alternative from the preference ranking order.
Step 6. End.


Figure 1. Steps of MCGDM Strategy 1 based on NNHMO.

### 5.2. MCGDM Strategy 2 (Based on NNWHMO)

Strategy 2 is presented (see Figure 2) using the following seven steps:
Step 1. This step is similar to the first step of Strategy 1.
Step 2. Determine the criteria weights.
Using Equation (6), determine the criteria weights from decision matrices $\left(D M_{t}[A \mid C]\right)$, $(t=1,2, \ldots, k)$.
Step 3. Determine the weighted aggregation values $\left(D M_{k}^{\text {waggr }}\left(A_{i}\right)\right)$.
Using Equation (4), determine the weighted aggregation values $\left(D M_{k}^{\text {waggr }}\left(A_{i}\right)\right),(i=1,2, \ldots, n)$ for all decision matrices.

Step 4. Determine the averaging values.
To fuse all the weighted aggregation values $\left(D M_{k}^{\text {waggr }}\left(A_{i}\right)\right)$, corresponding to alternatives $A_{i}$, we define the averaging function as follows:

$$
\begin{equation*}
D M^{\text {waggr }}\left(A_{i}\right)=\sum_{t=1}^{k} w_{t}\left(D M_{t}^{\text {waggr }}\left(A_{i}\right)\right)(i=1,2, \ldots, n ; t=1,2, \ldots, k) \tag{9}
\end{equation*}
$$

Here, $w_{t}(t=1,2, \ldots, k)$ is the weight of the decision maker $D M_{t}$.
Step 5. Determine the ranking order.
Using Equation (1), determine the score values $S\left(z_{i}\right)$ (accuracy degrees $A\left(z_{i}\right)$, if necessary) $(i=1,2, \ldots, m)$ of all alternatives $A_{i}$. All the score values are arranged in descending order. The alternative corresponding to the highest score value (accuracy values) reflects the best choice.

Step 6. Select the best alternative from the preference ranking order.
Step 7. End.


Figure 2. Steps of MCGDM strategy based on NNWHMO.

## 6. Simulation Results

We solve a numerical example studied by Zheng et al. [54]. An investment company desires to invest a sum of money in the best investment fund. There are four possible selection options to invest the money. Feasible selection options are namely, $A_{1}$ : Car company (CARC); $A_{2}$ : Food company (FOODC); $A_{3}$ : Computer company (COMC); $A_{4}$ : Arms company (ARMC). Decision-making must be based on the three criteria namely, risk analysis $\left(C_{1}\right)$, growth analysis $\left(C_{2}\right)$, environmental impact analysis $\left(C_{3}\right)$. The four possible selection options/alternatives are to be selected under the criteria by the NN assessments provided by the three decision-makers $D M_{1}, D M_{2}$, and $D M_{3}$.

### 6.1. Solution Using MCGDM Strategy 1

Step 1. Determine the relation between alternatives and criteria.
All assessment values are provided by the following three NN based decision matrices (shown in Equations (10)-(12).

$$
\begin{align*}
& D M_{1}[L \mid C]= A_{1}  \tag{10}\\
& A_{2}  \tag{11}\\
& A_{3}  \tag{12}\\
& A_{4}
\end{align*}\left(\begin{array}{ccc}
C_{1} & C_{2} & C_{3} \\
4+I & 5 & 3+I \\
6 & 6 & 5 \\
3 & 5+I & 6 \\
7 & 6 & 4+I
\end{array}\right), \begin{gathered}
A_{1} \\
D M_{2}[L \mid C]= \\
A_{2} \\
A_{3} \\
\\
A_{4}
\end{gathered}\left(\begin{array}{ccc}
C_{1} & C_{2} & C_{3} \\
5 & 4 & 4 \\
5+I & 6 & 6 \\
4 & 5 & 5+I \\
6+I & 6 & 5
\end{array}\right), \begin{gathered}
A_{1} \\
D M_{3}[L \mid C]= \\
A_{2} \\
A_{3} \\
A_{4}
\end{gathered}\left(\begin{array}{ccc}
C_{1} & C_{2} & C_{3} \\
4 & 5+I & 4 \\
6 & 7 & 5+I \\
4+I & 5 & 6 \\
8 & 6 & 4+I
\end{array}\right) .
$$

Note 2: Here, $D M_{1}[L \mid C], D M_{2}[L \mid C]$ and $D M_{3}[L \mid C]$ are the decision matrices for the decision makers $D M_{1}, D M_{2}$ and $D M_{3}$ respectively.
Step 2. Determine the weighted aggregation values $\left(D M_{k}^{\text {aggr }}\left(A_{i}\right)\right)$.
Using Equation (3), we calculate the aggregation values $\left(D M_{k}^{a g g r}\left(A_{i}\right)\right)$ as follows:
$D M_{1}^{a g g r}\left(A_{1}\right)=3.829+0.785 I ; D M_{1}^{a g g r}\left(A_{2}\right)=5.625 ; D M_{1}^{a g g r}\left(A_{3}\right)=4.285+0.214 I ; D M_{1}^{a g g r}\left(A_{4}\right)=5.362+0.514 I ;$
$D M_{2}^{a g g r}\left(A_{1}\right)=4.285 ; D M_{2}^{a g g r}\left(A_{2}\right)=5.206+0.415 I ; D M_{2}^{a g g r}\left(A_{3}\right)=4.196+0.532 I ; D M_{2}^{a g g r}\left(A_{4}\right)=5.234+0.618 I ;$
$D M_{3}^{a g 8 r}\left(A_{1}\right)=4.019+0.605 I ; D M_{3}^{a g g r}\left(A_{2}\right)=5.817+0.433 I ; D M_{3}^{a g 8 r}\left(A_{3}\right)=4.876+0.387 I ; D M_{3}^{a g g r}\left(A_{4}\right)=6.023+0.257 I$.

Step 3. Determine the averaging values.
Using Equation (8), we calculate the averaging values (Considering equal importance of all the decision makers) to fuse all the aggregation values corresponding to the alternative $A_{i}$.
$D^{\text {ag8r }}\left(A_{1}\right)=4.044+0.463 I ; D M^{a g 8 r}\left(A_{2}\right)=5.549+0.282 I ; D M^{\text {ag8r }}\left(A_{3}\right)=4.452+0.378 I ; D M^{a g 8 r}\left(A_{4}\right)=5.539+0.463 I$.

Step 4. Using Equation (1), we calculate the score values $S c\left(A_{i}\right)(i=1,2,3,4)$. Sensitivity analysis and ranking order of alternatives are shown in Table 1 for different values of $I$.

Table 1. Sensitivity analysis and ranking order with variation of " $I$ " on NNs for strategy 1.

| $\boldsymbol{I}$ | $S c\left(A_{i}\right)$ | Ranking Order |
| :---: | :---: | :---: |
| $I=[0,0]$ | $S\left(A_{1}\right)=0.4988, S\left(A_{2}\right)=0.4993, S\left(A_{3}\right)=0.4982, S\left(A_{4}\right)=0.4983$ | $A_{2} \succ A_{1} \succ A_{4} \succ A_{3}$ |
| $I \in[0,0.2]$ | $S\left(A_{1}\right)=0.5081, S\left(A_{2}\right)=0.5144, S\left(A_{3}\right)=0.5067, S\left(A_{4}\right)=0.5056$ | $A_{2} \succ A_{1} \succ A_{3} \succ A_{4}$ |
| $I \in[0,0.4]$ | $S\left(A_{1}\right)=0.5182, S\left(A_{2}\right)=0.5195, S\left(A_{3}\right)=0.5151, S\left(A_{4}\right)=0.5249$ | $A_{2} \succ A_{1} \succ A_{4} \succ A_{3}$ |
| $I \in[0,0.6]$ | $S\left(A_{1}\right)=0.5289, S\left(A_{2}\right)=0.5346, S\left(A_{3}\right)=0.5236, S\left(A_{4}\right)=0.5233$ | $A_{2} \succ A_{1} \succ A_{3} \succ A_{4}$ |
| $I \in[0,0.8]$ | $S\left(A_{1}\right)=0.5396, S\left(A_{2}\right)=0.5497, S\left(A_{3}\right)=0.5320, S\left(A_{4}\right)=0.5316$ | $A_{2} \succ A_{1} \succ A_{3} \succ A_{4}$ |
| $I \in[0,1]$ | $S\left(A_{1}\right)=0.5503, S\left(A_{2}\right)=0.5547, S\left(A_{3}\right)=0.5405, S\left(A_{4}\right)=0.5399$ | $A_{2} \succ A_{1} \succ A_{3} \succ A_{4}$ |

Step 5. Food company (FOODC) is the best alternative for investment.
Step 6. End.
Note 3: In Figure 3, we represent ranking order of alternatives with variation of "I" based on strategy 1. Figure 3 reflects that various values of $I$, ranking order of alternatives are different. However, the best choice is the same.


Figure 3. Ranking order with variation of "I" based on strategy 1.

### 6.2. Solution Using MCGDM Strategy 2

Step 1. Determine the relation between alternatives and criteria.
This step is similar to the first step of strategy 1.
Step 2. Determine the criteria weights.
Using Equations (5) and (6), criteria weights are calculated as follows:

$$
\begin{aligned}
& {\left[w_{1}=0.3265, w_{2}=0.3430, w_{3}=0.3305\right] \text { for } D M_{1},} \\
& {\left[w_{1}=0.3332, w_{2}=0.3334, w_{3}=0.3334\right] \text { for } D M_{2},} \\
& {\left[w_{1}=0.3333, w_{2}=0.3335, w_{3}=0.3332\right] \text { for } D M_{3} .}
\end{aligned}
$$

Step 3. Determine the weighted aggregation values $\left(D M_{k}^{\text {waggr }}\left(A_{i}\right)\right)$.
Using Equation (4), we calculate the aggregation values $\left(D M_{k}^{a g g r}\left(A_{i}\right)\right)$ as follows:

$$
\begin{aligned}
& D M_{1}^{a g g r}\left(A_{1}\right)=3.861+0.774 I ; D M_{1}^{a g g r}\left(A_{2}\right)=6.006 ; D M_{1}^{a g g r}\left(A_{3}\right)=4.307+0.234 I ; D M_{1}^{a g g r}\left(A_{4}\right)=5.399+0.541 I \\
& D M_{2}^{a g g r}\left(A_{1}\right)=4.288 ; D M_{2}^{a g g r}\left(A_{2}\right)=5.219+0.429 I ; D M_{2}^{a g g r}\left(A_{3}\right)=4.206+0.541 I ; D M_{2}^{a g g r}\left(A_{4}\right)=5.251+0.629 I \\
& D M_{3}^{a g g r}\left(A_{1}\right)=4.024+0.616 I ; D M_{3}^{a g g r}\left(A_{2}\right)=5.824+0.445 I ; D M_{3}^{a g g r}\left(A_{3}\right)=4.889+0.393 I ; D M_{3}^{a g g r}\left(A_{4}\right)=6.029+0.265 I
\end{aligned}
$$

Step 4. Determine the averaging values.
Using Equation (9), we calculate the averaging (Considering equal importance of all the decision makers to fuse all the aggregation values corresponding to the alternative $A_{i}$.

$$
D M^{a g g r}\left(A_{1}\right)=4.057+0.463 I ; D M^{a g g r}\left(A_{2}\right)=5.568+0.291 I ; D M^{a g g r}\left(A_{3}\right)=4.467+0.389 I ; D M^{a g g r}\left(A_{4}\right)=5.559+0.478 I
$$

Step 5. Determine the ranking order.

Using Equation (1), we calculate the score values $S c\left(A_{i}\right)(i=1,2,3,4)$. Since scores values are different, accuracy values are not required. Sensitivity analysis and ranking order of alternatives are shown in Table 2 for different values of $I$.

Table 2. Sensitivity analysis and ranking order with variation of " $I$ " on NNs for strategy 2.

| $\boldsymbol{I}$ | $S c\left(A_{\boldsymbol{i}}\right)$ | Ranking Order |
| :---: | :--- | :---: |
| $I=0$ | $S\left(A_{1}\right)=0.4968, S\left(A_{2}\right)=0.4993, S\left(A_{3}\right)=0.4981, S\left(A_{4}\right)=0.4982$ | $A_{2} \succ A_{4} \succ A_{3} \succ A_{1}$ |
| $I \in[0,0.2]$ | $S\left(A_{1}\right)=0.5081, S\left(A_{2}\right)=0.5095, S\left(A_{3}\right)=0.5068, S\left(A_{4}\right)=0.5067$ | $A_{2} \succ A_{1} \succ A_{4} \succ A_{3}$ |
| $I \in[0,0.4]$ | $S\left(A_{1}\right)=0.5195, S\left(A_{2}\right)=0.5198, S\left(A_{3}\right)=0.5155, S\left(A_{4}\right)=0.5153$ | $A_{2} \succ A_{1} \succ A_{3} \succ A_{4}$ |
| $I \in[0,0.6]$ | $S\left(A_{1}\right)=0.5308, S\left(A_{2}\right)=0.5350, S\left(A_{3}\right)=0.5241, S\left(A_{4}\right)=0.5239$ | $A_{2} \succ A_{1} \succ A_{3} \succ A_{4}$ |
| $I \in[0,0.8]$ | $S\left(A_{1}\right)=0.5421, S\left(A_{2}\right)=0.5502, S\left(A_{3}\right)=0.5328, S\left(A_{4}\right)=0.5324$ | $A_{2} \succ A_{1} \succ A_{3} \succ A_{4}$ |
| $I \in[0,1]$ | $S\left(A_{1}\right)=0.5535, S\left(A_{2}\right)=0.5654, S\left(A_{3}\right)=0.5415, S\left(A_{4}\right)=0.5410$ | $A_{2} \succ A_{1} \succ A_{3} \succ A_{4}$ |

Step 6. Food company (FOODC) is the best alternative for investment.
Step 7. End.
Note 4: In Figure 4, we represent ranking order of alternatives with variation of " $I$ " based on strategy 2. Figure 4 reflects that various values of $I$, ranking order of alternatives are different. However, the best choice is the same.


Figure 4. Ranking order with variation of " $I$ " on NNs for Strategy 2.

## 7. Comparison Analysis and Contributions of the Proposed Approach

### 7.1. Comparison Analysis

In this subsection, a comparison analysis is conducted between the proposed MCGDM strategies and the other existing strategies in the literature in NN environment. Table 1 reflects that $A_{2}$ is the best alternative for $I=0$ and $I \neq 0$ i.e., for all cases considered. Table 2 reflects that $A_{2}$ is the best alternative for any values of $I$. Ranking order differs for different values of $I$.

The ranking results obtained from the existing strategies [52-54] are furnished in Table 3. The ranking orders of Ye [52] and Zheng et al. [54] are similar for all values of $I$ considered. When $I$ lies in $[0,0],[0,0.2],[0,0.4], A_{2}$ is the best alternative for [52-54] and the proposed strategies. When $I$ lies in $[0,0.6],[0,0.8],[0,1], A_{4}$ is the best alternative for $[52,54]$, whereas $A_{2}$ is the best alternative for [53], and the proposed strategies.

Table 3. Comparison of ranking preference order with variation of " $I$ " on NNs for different strategies.

| I | Ye [52] | Zheng et al. [54] | Liu and Liu [53] | Proposed Strategy 1 | Proposed Strategy 2 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $[0,0]$ | $A_{2} \succ A_{4} \succ A_{3} \succ A_{1}$ | $A_{2} \succ A_{4} \succ A_{3} \succ A_{1}$ | $A_{2} \succ A_{4} \succ A_{1} \succ A_{3}$ | $A_{2} \succ A_{1} \succ A_{4} \succ A_{3}$ | $A_{2} \succ A_{4} \succ A_{3} \succ A_{1}$ |
| $[0,0.2]$ | $A_{2} \succ A_{4} \succ A_{3} \succ A_{1}$ | $A_{2} \succ A_{4} \succ A_{3} \succ A_{1}$ | $A_{2} \succ A_{3} \succ A_{1} \succ A_{4}$ | $A_{2} \succ A_{1} \succ A_{3} \succ A_{4}$ | $A_{2} \succ A_{1} \succ A_{4} \succ A_{3}$ |
| $[0,0.4]$ | $A_{2} \succ A_{4} \succ A_{3} \succ A_{1}$ | $A_{2} \succ A_{4} \succ A_{3} \succ A_{1}$ | $A_{2} \succ A_{3} \succ A_{4} \succ A_{1}$ | $A_{2} \succ A_{1} \succ A_{4} \succ A_{3}$ | $A_{2} \succ A_{1} \succ A_{3} \succ A_{4}$ |
| $[0,0.6]$ | $A_{4} \succ A_{2} \succ A_{3} \succ A_{1}$ | $A_{4} \succ A_{2} \succ A_{3} \succ A_{1}$ | $A_{2} \succ A_{3} \succ A_{4} \succ A_{1}$ | $A_{2} \succ A_{1} \succ A_{3} \succ A_{4}$ | $A_{2} \succ A_{1} \succ A_{3} \succ A_{4}$ |
| $[0,0.8]$ | $A_{4} \succ A_{2} \succ A_{3} \succ A_{1}$ | $A_{4} \succ A_{2} \succ A_{3} \succ A_{1}$ | $A_{2} \succ A_{3} \succ A_{4} \succ A_{1}$ | $A_{2} \succ A_{1} \succ A_{3} \succ A_{4}$ | $A_{2} \succ A_{1} \succ A_{3} \succ A_{4}$ |
| $[0,1]$ | $A_{4} \succ A_{2} \succ A_{3} \succ A_{1}$ | $A_{4} \succ A_{2} \succ A_{3} \succ A_{1}$ | $A_{2} \succ A_{4} \succ A_{3} \succ A_{1}$ | $A_{2} \succ A_{1} \succ A_{3} \succ A_{4}$ | $A_{2} \succ A_{1} \succ A_{3} \succ A_{4}$ |

In strategy [52], deneutrosophication process is analyzed. It does not recognize the importance of the aggregation information. MCGDM due to Liu and Liu [53] is based on NN generalized weighted power averaging operator. This strategy cannot deal the situation when larger value other than arithmetic mean, geometric mean, and harmonic mean is necessary for experimental purpose.

The strategy proposed by Zheng et al. [54] cannot be used when few observations contribute disproportionate amount to the arithmetic mean. The proposed two MCGDM strategies are free from these shortcomings.

### 7.2. Contributions of the Proposed Approach

- NNHMO and NNWHMO in NN environment are firstly defined in the literature. We have also proved their basic properties.
- We have proposed score and accuracy functions of NN numbers for ranking. If two score values are same, then accuracy function can be used for ranking purpose.
- The proposed two strategies can also be used when observations/experiments contribute is disproportionate amount to the arithmetic mean. The harmonic mean is used when sample values contain fractions and/or extreme values (either too small or too big).
- To calculate unknown weights structure of criteria in NN environment, we have proposed cosine function.
- Steps and calculations of the proposed strategies are easy to use.
- We have solved a numerical example to show the feasibility, applicability, and effectiveness of the proposed two strategies.


## 8. Conclusions

In the study, we have proposed NNHMO and NNWHMO. We have developed two strategies of ranking NNs based on proposed score and accuracy functions. We have proposed a cosine function to determine unknown weights of the criteria in a NN environment. We have developed two novel MCGDM strategies based on the proposed aggregation operators. We have solved a hypothetical case study and compared the obtained results with other existing strategies to demonstrate the effectiveness of the proposed MCGDM strategies. Sensitivity analysis for different values of $I$ is also conducted to show the influence of $I$ in preference ranking of the alternatives. The proposed MCGDM strategies can be applied in supply selection, pattern recognition, cluster analysis, medical diagnosis, etc.
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#### Abstract

A rough neutrosophic set model is a hybrid model which deals with vagueness by using the lower and upper approximation spaces. In this research paper, we apply the concept of rough neutrosophic sets to graphs. We introduce rough neutrosophic digraphs and describe methods of their construction. Moreover, we present the concept of self complementary rough neutrosophic digraphs. Finally, we consider an application of rough neutrosophic digraphs in decision-making.
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## 1. Introduction

Smarandache [1] proposed the concept of neutrosophic sets as an extension of fuzzy sets [2]. A neutrosophic set has three components, namely, truth membership, indeterminacy membership and falsity membership, in which each membership value is a real standard or non-standard subset of the nonstandard unit interval $] 0-, 1+\left[([3])\right.$, where $0^{-}=0-\epsilon, 1^{+}=1+\epsilon, \epsilon$ is an infinitesimal number $>0$. To apply neutrosophic set in real-life problems more conveniently, Smarandache [3] and Wang et al. [4] defined single-valued neutrosophic sets which takes the value from the subset of $[0,1]$. Actually, the single valued neutrosophic set was introduced for the first time by Smarandache in 1998 in [3]. Ye [5] considered multicriteria decision-making method using the correlation coefficient under single-valued neutrosophic environment. Ye [6] also presented improved correlation coefficients of single valued neutrosophic sets and interval neutrosophic sets for multiple attribute decision making.

Rough set theory was proposed by Pawlak [7] in 1982. Rough set theory is useful to study the intelligence systems containing incomplete, uncertain or inexact information. The lower and upper approximation operators of rough sets are used for managing hidden information in a system. Therefore, many hybrid models have been built, such as soft rough sets, rough fuzzy sets, fuzzy rough sets, soft fuzzy rough sets, neutrosophic rough sets, andrough neutrosophic sets, for handling uncertainty and incomplete information effectively. Dubois and Prade [8] introduced the notions of rough fuzzy sets and fuzzy rough sets. Liu and Chen [9] have studied different decision-making methods. Broumi et al. [10] introduced the concept of rough neutrosophic sets. Yang et al. [11] proposed single valued neutrosophic rough sets by combining single valued neutrosophic sets and rough sets, and established an algorithm for decision-making problem based on single valued neutrosophic rough sets on two universes. Mordeson and Peng [12] presented operations on fuzzy graphs. Akram et al. [13-16] considered several new concepts of neutrosophic graphs with applications. Zafer and Akram [17] introduced a novel decision-making method based on rough fuzzy information. In this research study, we apply the concept of rough neutrosophic sets to graphs. We introduce rough neutrosophic digraphs and describe methods of their construction. Moreover,
we present the concept of self complementary rough neutrosophic digraphs. We also present an application of rough neutrosophic digraphs in decision-making.

We have used standard definitions and terminologies in this paper. For other notations, terminologies and applications not mentioned in the paper, the readers are referred to [18-22].

## 2. Rough Neutrosophic Digraphs

Definition 1. [4] Let $Z$ be a nonempty universe. A neutrosophic set $N$ on $Z$ is defined as follows:

$$
N=\left\{<x: \mu_{N}(x), \sigma_{N}(x), \lambda_{N}(x)>, x \in Z\right\}
$$

where the functions $\mu, \sigma, \lambda: Z \rightarrow[0,1]$ represent the degree of membership, the degree of indeterminacy and the degree of falsity.

Definition 2. [7] Let $Z$ be a nonempty universe and $R$ an equivalence relation on $Z . A$ pair $(Z, R)$ is called an approximation space. Let $N^{*}$ be a subset of $Z$ and the lower and upper approximations of $N^{*}$ in the approximation space $(Z, R)$ denoted by $\underline{R} N^{*}$ and $\bar{R} N^{*}$ are defined as follows:

$$
\begin{aligned}
R N^{*} & =\left\{x \in Z \mid[x]_{R} \subseteq N^{*}\right\}, \\
\bar{R} N^{*} & =\left\{x \in Z \mid[x]_{R} \subseteq N^{*}\right\},
\end{aligned}
$$

where $[x]_{R}$ denotes the equivalence class of $R$ containing $x$. A pair $\left(\underline{R} N^{*}, \bar{R} N^{*}\right)$ is called a rough set.
Definition 3. [10] Let $Z$ be a nonempty universe and $R$ an equivalence relation on $Z$. Let $N$ be a neutrosophic $\operatorname{set}(N S)$ on $Z$. The lower and upper approximations of $N$ in the approximation space $(Z, R)$ denoted by $\underline{R} N$ and $\bar{R} N$ are defined as follows:

$$
\begin{aligned}
\underline{R} N & =\left\{<x, \mu_{\underline{R}(N)}(x), \sigma_{\underline{R}(N)}(x), \lambda_{\underline{R}(N)}(x)>: y \in[x]_{R}, x \in Z\right\}, \\
\bar{R} N & =\left\{<x, \mu_{\bar{R}(N)}(x), \sigma_{\bar{R}(N)}(x), \lambda_{\bar{R}(N)}(x)>: y \in[x]_{R}, x \in Z\right\},
\end{aligned}
$$

where,

$$
\begin{array}{rlr}
\mu_{\underline{R}(N)}(x)=\bigwedge_{y \in[x]_{R}} \mu_{N}(y), & \mu_{\bar{R}(N)}(x)=\bigvee_{y \in[x]_{R}} \mu_{N}(y), \\
\sigma_{\underline{R}(N)}(x)=\bigwedge_{y \in[x]_{R}} \sigma_{N}(y), & \sigma_{\bar{R}(N)}(x)=\bigvee_{y \in[x]_{R}} \sigma_{N}(y, \\
\lambda_{\underline{R}(N)}(x)=\bigvee_{y \in[x]_{R}}^{\bigcup_{N}(y),} \quad \lambda_{\bar{R}(N)}(x)=\bigwedge_{y \in[x]_{R}} \lambda_{N}(y) .
\end{array}
$$

A pair $(\underline{R} N, \bar{R} N)$ is called a rough neutrosophic set.
We now define the concept of rough neutrosophic digraph.
Definition 4. Let $V^{*}$ be a nonempty set and R an equivalence relation on $V^{*}$. Let $V$ be a $N S$ on $V^{*}$, defined as

$$
V=\left\{<x, \mu_{V}(x), \sigma_{V}(x), \lambda_{V}(x)>: x \in V^{*}\right\}
$$

Then, the lower and upper approximations of $V$ represented by $\underline{R} V$ and $\bar{R} V$, respectively, are characterized as NSs in $V^{*}$ such that $\forall x \in V^{*}$,

$$
\begin{aligned}
& \underline{R}(V)=\left\{<x, \mu_{\underline{R}(V)}(x), \sigma_{\underline{R}(V)}(x), \lambda_{\underline{R}(V)}(x)>: y \in[x]_{R}\right\}, \\
& \bar{R}(V)=\left\{<x, \mu_{\bar{R}(V)}(x), \sigma_{\bar{R}(V)}(x), \lambda_{\bar{R}(V)}(x)>: y \in[x]_{R}\right\},
\end{aligned}
$$

where,

$$
\begin{array}{ll}
\mu_{\underline{R}(V)}(x)=\bigwedge_{y \in[x]_{R}} \mu_{V}(y), \quad \mu_{\bar{R}(V)}(x)=\bigvee_{y \in[x]_{R}} \mu_{V}(y), \\
\sigma_{\underline{R}(V)}(x)=\bigwedge_{y \in[x]_{R}} \sigma_{V}(y), \quad \sigma_{\bar{R}(V)}(x)=\bigvee_{y \in[x]_{R}} \sigma_{V}(y), \\
\lambda_{\underline{R}(V)}(x)=\bigvee_{y \in[x]_{R}}^{V} \lambda_{V}(y), \quad \lambda_{\bar{R}(V)}(x)=\bigwedge_{y \in[x]_{R}} \lambda_{V}(y) .
\end{array}
$$

Let $E^{*} \subseteq V^{*} \times V^{*}$ and $S$ an equivalence relation on $E^{*}$ such that

$$
\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right) \in S \Leftrightarrow\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in R .
$$

Let $E$ be a neutrosophic set on $E^{*} \subseteq V^{*} \times V^{*}$ defined as

$$
E=\left\{<x y, \mu_{E}(x y), \sigma_{E}(x y), \lambda_{E}(x y)>: x y \in V^{*} \times V^{*}\right\}
$$

such that

$$
\begin{aligned}
\mu_{E}(x y) & \leq \min \left\{\mu_{\underline{R} V}(x), \mu_{\underline{R} V}(y)\right\} \\
\sigma_{E}(x y) & \leq \min \left\{\sigma_{\underline{R} V}(x), \sigma_{\underline{R} V}(y)\right\} \\
\lambda_{E}(x y) & \leq \max \left\{\lambda_{\bar{R} V}(x), \lambda_{\bar{R} V}(y)\right\} \quad \forall x, y \in V^{*}
\end{aligned}
$$

Then, the lower and upper approximations of $E$ represented by $\underline{S} E$ and $\bar{S} E$, respectively, are defined as follows

$$
\begin{aligned}
& \underline{S} E=\left\{<x y, \mu_{\underline{S} E}(x y), \sigma_{\underline{S} E}(x y), \lambda_{\underline{S} E}(x y)>: w z \in[x y]_{S}, x y \in V^{*} \times V^{*}\right\} \\
& \overline{\bar{S}} E=\left\{<x y, \mu_{\bar{S} E}(x y), \sigma_{\bar{S} E}(x y), \lambda_{\bar{S} E}(x y)>: w z \in[x y]_{S}, x y \in V^{*} \times V^{*}\right\},
\end{aligned}
$$

where,

$$
\begin{aligned}
\mu_{\underline{S}(E)}(x y)=\bigwedge_{w z \in[x y]_{S}} \mu_{E}(w z), & \mu_{\bar{S}(E)}(x y)=\bigvee_{w z \in[x y]_{S}} \mu_{E}(w z), \\
\sigma_{\underline{S}(E)}(x y)=\bigwedge_{w z \in[x y]_{S}} \sigma_{E}(w z), & \sigma_{\bar{S}(E)}(x y)=\bigvee_{w z \in[x y]_{S}} \sigma_{E}(w z), \\
\lambda_{\underline{S}(E)}(x y)=\sum_{w z \in[x y]_{S}}^{\bigvee} \lambda_{E}(w z), & \lambda_{\bar{S}(E)}(x y)=\bigwedge_{w z \in[x y]_{S}} \lambda_{E}(w z) .
\end{aligned}
$$

A pair $S E=(\underline{S} E, \bar{S} E)$ is called a rough neutrosophic relation.
Definition 5. A rough neutrosophic digraph on a nonempty set $V^{*}$ is a four-ordered tuple $G=(R, R V, S, S E)$ such that
(a) $R$ is an equivalence relation on $V^{*}$;
(b) $S$ is an equivalence relation on $E^{*} \subseteq V^{*} \times V^{*}$;
(c) $R V=(\underline{R} V, \bar{R} V)$ is a rough neutrosophic set on $V^{*}$;
(d) $S E=(\underline{S} E, \bar{S} E)$ is a rough neutrosophic relation on $V^{*}$ and
(e) $(R V, S E)$ is a neutrosophic digraph where $\underline{G}=(\underline{R} V, \underline{S} E)$ and $\bar{G}=(\bar{R} V, \bar{S} E)$ are lower and upper approximate neutrosophic digraphs of $G$ such that

$$
\begin{aligned}
& \mu_{\underline{S} E}(x y) \leq \min \left\{\mu_{\underline{R} V}(x), \mu_{\underline{R} V}(y)\right\}, \\
& \sigma_{\underline{S} E}(x y) \leq \min \left\{\sigma_{\underline{R} V}(x), \sigma_{\underline{R} V}(y)\right\} \\
& \lambda_{\underline{S} E}(x y) \leq \max \left\{\lambda_{\underline{R} V}(x), \lambda_{\underline{R} V}(y)\right\},
\end{aligned}
$$

and

$$
\begin{aligned}
\mu_{\bar{S} E}(x y) & \leq \min \left\{\mu_{\bar{R} V}(x), \mu_{\bar{R} V}(y)\right\} \\
\sigma_{\bar{S} E}(x y) & \leq \min \left\{\sigma_{\bar{R} V}(x), \sigma_{\bar{R} V}(y)\right\} \\
\lambda_{\bar{S} E}(x y) & \leq \max \left\{\lambda_{\bar{R} V}(x), \lambda_{\bar{R} V}(y)\right\} \forall x, y \in V^{*} .
\end{aligned}
$$

Example 1. Let $V^{*}=\{a, b, c\}$ be a set and $R$ an equivalence relation on $V^{*}$

$$
R=\left[\begin{array}{lll}
1 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 1
\end{array}\right]
$$

Let $V=\{(a, 0.2,0.3,0.6),(b, 0.8,0.6,0.5),(c, 0.9,0.1,0.4)\}$ be a neutrosophic set on $V^{*}$. The lower and upper approximations of $V$ are given by,

$$
\begin{aligned}
& \underline{R} V=\{(a, 0.2,0.1,0.6),(b, 0.8,0.6,0.5),(c, 0.2,0.1,0.6)\} \\
& \bar{R} V=\{(a, 0.9,0.3,0.4),(b, 0.8,0.6,0.5),(c, 0.9,0.3,0.4)\} .
\end{aligned}
$$

Let $E^{*}=\{a a, a b, a c, b b, c a, c b\} \subseteq V^{*} \times V^{*}$ and $S$ an equivalence relation on $E^{*}$ defined as:

$$
S=\left[\begin{array}{llllll}
1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 1
\end{array}\right]
$$

Let $E=\{(a a, 0.2,0.1,0.4),(a b, 0.2,0.1,0.5),(a c, 0.1,0.1,0.5),(b b, 0.7,0.5,0.5),(c a, 0.1,0.1,0.3)$, $(c b, 0.2,0.1,0.5)\}$ be a neutrosophic set on $E^{*}$ and $S E=(\underline{S} E, \bar{S} E)$ a rough neutrosophic relation where $\underline{S} E$ and $\bar{S} E$ are given as

$$
\begin{aligned}
\underline{S} E= & \{(a a, 0.1,0.1,0.5),(a b, 0.2,0.1,0.5),(a c, 0.1,0.1,0.5),(b b, 0.7,0.5,0.5), \\
& (c a, 0.1,0.1,0.5),(c b, 0.2,0.1,0.5)\}, \\
\bar{S} E= & \{(a a, 0.2,0.1,0.3),(a b, 0.2,0.1,0.5),(a c, 0.2,0.1,0.3),(b b, 0.7,0.5,0.5), \\
& (c a, 0.2,0.1,0.3),(c b, 0.2,0.1,0.5)\} .
\end{aligned}
$$

Thus, $\underline{G}=(\underline{R} V, \underline{S} E)$ and $\bar{G}=(\bar{R} V, \bar{S} E)$ are neutrosophic digraphs as shown in Figure 1.


Figure 1. Rough neutrosophic digraph $G=(\underline{G}, \bar{G})$.

We now form new rough neutrosophic digraphs from old ones.
Definition 6. Let $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$ and $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$ be two rough neutrosophic digraphs on a set $V^{*}$. Then, the intersection of $G_{1}$ and $G_{2}$ is a rough neutrosophic digraph $G=G_{1} \cap G_{2}=\left(\underline{G}_{1} \cap \underline{G}_{2}, \bar{G}_{1} \cap \bar{G}_{2}\right)$, where $\underline{G}_{1} \cap \underline{G}_{2}=\left(\underline{R} V_{1} \cap \underline{R} V_{2}, \underline{S} E_{1} \cap \underline{S} E_{2}\right)$ and $\bar{G}_{1} \cap \bar{G}_{2}=\left(\bar{R} V_{1} \cap \bar{R} V_{2}, \bar{S} E_{1} \cap \bar{S} E_{2}\right)$ are neutrosophic digraphs, respectively, such that

$$
\text { (1) } \begin{aligned}
\mu_{\underline{R} V_{1} \cap \underline{R} V_{2}}(x) & =\min \left\{\mu_{\underline{R} V_{1}}(x), \mu_{\underline{R} V_{2}}(x)\right\}, \\
\sigma_{\underline{R} V_{1} \cap \underline{R} V_{2}}(x) & =\min \left\{\sigma_{\underline{R} V_{1}}(x), \sigma_{\underline{R} V_{2}}(x)\right\}, \\
\lambda_{\underline{R} V_{1} \cap \underline{R} V_{2}}(x) & =\max \left\{\lambda_{\underline{R} V_{1}}(x), \lambda_{\underline{R} V_{2}}(x)\right\} \quad \forall x \in \underline{R} V_{1} \cap \underline{R} V_{1}, \\
\mu_{\underline{S} E_{1} \cap \underline{S} E_{2}}(x y) & =\min \left\{\mu_{\underline{S} E_{1}}(x), \mu_{\underline{S} E_{2}}(y)\right\}, \\
\sigma_{\underline{S} E_{1} \cap \underline{S} E_{2}}(x y) & =\min \left\{\sigma_{\underline{S} E_{1}}(x), \sigma_{\underline{S} E_{2}}(y)\right\} \\
\lambda_{\underline{S} E_{1} \cap \underline{S} E_{2}}(x y) & =\max \left\{\lambda_{\underline{S} E_{1}}(x), \lambda_{\underline{S} E_{2}}(y)\right\} \quad \forall x y \in \underline{S} E_{1} \cap \underline{S} E_{2},
\end{aligned}
$$

$$
\text { (2) } \begin{aligned}
\mu_{\bar{R} V_{1} \cap \bar{R} V_{2}}(x) & =\min \left\{\mu_{\bar{R} V_{1}}(x), \mu_{\bar{R} V_{2}}(x)\right\}, \\
\sigma_{\bar{R} V_{1} \cap \bar{R} V_{2}}(x) & =\min \left\{\sigma_{\bar{R} V_{1}}(x), \sigma_{\bar{R} V_{2}}(x)\right\}, \\
\lambda_{\bar{R} V_{1} \cap \bar{R} V_{2}}(x) & =\max \left\{\lambda_{\bar{R} V_{1}}(x), \lambda_{\bar{R} V_{2}}(x)\right\} \quad \forall x \in \bar{R} V_{1} \cap \bar{R} V_{2}, \\
\mu_{\bar{S} E_{1} \cap \bar{S} E_{2}}(x y) & =\min \left\{\mu_{\bar{S} E_{1}}(x), \mu_{\bar{S} E_{2}}(y)\right\} \\
\sigma_{\bar{S} E_{1} \cap \bar{S} E_{2}}(x y) & =\min \left\{\sigma_{\bar{S} E_{1}}(x), \sigma_{\bar{S} E_{2}}(y)\right\} \\
\lambda_{\bar{S} E_{1} \cap \bar{S} E_{2}}(x y) & =\max \left\{\lambda_{\bar{S} E_{1}}(x), \lambda_{\bar{S} E_{2}}(y)\right\} \quad \forall x y \in \bar{S} E_{1} \cap \bar{S} E_{2} .
\end{aligned}
$$

Example 2. Consider the two rough neutrosophic digraphs $\underline{G}_{1}$ and $\bar{G}_{2}$ as shown in Figures 1 and 2. The intersection of $\underline{G}_{1}$ and $\bar{G}_{2}$ is $G=G_{1} \cap G_{2}=\left(\underline{G}_{1} \cap \underline{G}_{2}, \bar{G}_{1} \cap \bar{G}_{2}\right)$ where $\underline{G}_{1} \cap \underline{G}_{2}=\left(\underline{R} V_{1} \cap \underline{R} V_{2}, \underline{S} E_{1} \cap \underline{S} E_{2}\right)$ and $\bar{G}_{1} \cap \bar{G}_{2}=\left(\bar{R} V_{1} \cap \bar{R} V_{2}, \bar{S} E_{1} \cap \bar{S} E_{2}\right)$ are neutrosophic digraphs as shown in Figure 3.


Figure 2. Rough neutrosophic digraph $G=(\underline{G}, \bar{G})$.


Figure 3. Rough neutrosophic digraph $G_{1} \cap G_{2}=\left(\underline{G}_{1} \cap \underline{G}_{2}, \bar{G}_{1} \cap \bar{G}_{2}\right)$.

Theorem 1. The intersection of two rough neutrosophic digraphs is a rough neutrosophic digraph.
Proof. Let $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$ and $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$ be two rough neutrosophic digraphs. Let $G=G_{1} \cap G_{2}=$ $\left.\underline{( }_{1} \cap \underline{G}_{2}, \bar{G}_{1} \cap \bar{G}_{2}\right)$ be the intersection of $G_{1}$ and $G_{2}$, where $\underline{G}_{1} \cap \underline{G}_{2}=\left(\underline{R} V_{1} \cap \underline{R} V_{2}, \underline{S} E_{1} \cap, \underline{S} E_{2}\right)$ and $\bar{G}_{1} \cap \bar{G}_{2}=\left(\bar{R} V_{1} \cap \bar{R} V_{2}, \bar{S} E_{1} \cap \bar{S} E_{2}\right)$. To prove that $G=\underline{G}_{1} \cap \bar{G}_{2}$ is a rough neutrosophic digraph, it is
enough to show that $\underline{S} E_{1} \cap \underline{S} E_{2}$ a nd $\bar{S} E_{1} \cap \bar{S} E_{2}$ are neutrosophic relation on $\underline{R} V_{1} \cap \underline{R} V_{2}$ and $\bar{R} V_{1} \cap \bar{R} V_{2}$, respectively. First, we show that $\underline{S} E_{1} \cap \underline{S} E_{2}$ is a neutrosophic relation on $\underline{R} V_{1} \cap \underline{R} V_{2}$.

$$
\begin{aligned}
\mu_{\underline{S} E_{1} \cap \underline{S} E_{2}}(x y) & =\mu_{\underline{S} E_{1}}(x y) \wedge \mu_{\underline{S} E_{2}}(x y) \\
& \leq\left(\mu_{\underline{R} V_{1}}(x) \wedge \mu_{\underline{R}} V_{2}(y)\right) \wedge\left(\mu_{\underline{R} V_{1}}(x) \wedge \mu_{\underline{R} V_{2}}(y)\right) \\
& =\left(\mu_{\underline{R} V_{1}}(x) \wedge \mu_{\underline{R}} V_{2}(x)\right) \wedge\left(\mu_{\underline{R}} V_{1}(y) \wedge \mu_{\underline{R} V_{2}}(y)\right. \\
& =\mu_{\underline{R} V_{1} \cap \underline{R} V_{2}}(x) \wedge \mu_{\underline{R}} V_{1} \cap \underline{R} V_{2}(y) \\
\mu_{\underline{S} E_{1} \cap \underline{S} E_{2}}(x y) & \leq \min \left\{\mu_{\underline{R}} V_{1} \cap \underline{\underline{R}} V_{2}(x), \mu_{\underline{R}} V_{1} \cap \underline{R} V_{2}(y)\right\} \\
\sigma_{\underline{S} E_{1} \cap \underline{S} E_{2}}(x y) & =\sigma_{\underline{S} E_{1}}(x y) \wedge \sigma_{\underline{S} E_{2}}(x y) \\
& \leq\left(\sigma_{\underline{R} V_{1}}(x) \wedge \sigma_{\underline{R} V_{2}}(y)\right) \wedge\left(\sigma_{\underline{R}} V_{1}(x) \wedge \sigma_{\underline{R} V_{2}}(y)\right) \\
& =\left(\sigma_{\underline{R}} V_{1}(x) \wedge \sigma_{\underline{R}} V_{2}(x)\right) \wedge\left(\sigma_{\underline{R}} V_{1}(y) \wedge \sigma_{\underline{R}} V_{2}(y)\right. \\
& =\sigma_{\underline{R}} V_{1} \cap \underline{R} V_{2}(x) \wedge \sigma_{\underline{R}} V_{1} \cap \underline{R} V_{2}(y) \\
\sigma_{\underline{S} E_{1} \cap \underline{S} E_{2}}(x y) & \leq \min \left\{\sigma_{\underline{R}} V_{1} \cap \underline{R} V_{2}(x), \sigma_{\underline{R}} V_{1} \cap \underline{R} V_{2}(y)\right\} \\
\lambda_{\underline{S} E_{1} \cap \underline{S} E_{2}}(x y) & =\lambda_{\underline{S} E_{1}}(x y) \wedge \lambda_{\underline{S} E_{2}}(x y) \\
& \leq\left(\lambda_{\underline{R} V_{1}}(x) \vee \lambda_{\underline{R} V_{2}}(y)\right) \wedge\left(\lambda_{\underline{R} V_{1}}(x) \vee \lambda_{\underline{R} V_{2}}(y)\right) \\
& =\left(\lambda_{\underline{R} V_{1}}(x) \wedge \lambda_{\underline{R} V_{2}}(x)\right) \vee\left(\lambda_{\underline{R} V_{1}}(y) \wedge \lambda_{\underline{R} V_{2}}(y)\right. \\
& =\lambda_{\underline{R} V_{1} \cap \underline{R} V_{2}}(x) \vee \lambda_{\underline{R} V_{1} \cap \underline{R} V_{2}}(y) \\
\lambda_{\underline{S} E_{1} \cap \underline{S} E_{2}}(x y) & \leq \max \left\{\lambda_{\underline{R}} V_{1} \cap \underline{R} V_{2}(x), \lambda_{\underline{R}} V_{1} \cap \underline{\underline{R}} V_{2}(y)\right\} .
\end{aligned}
$$

Thus, from above it is clear that $\underline{S} E_{1} \cap \underline{S} E_{2}$ is a neutrosophic relation on $\underline{R} V_{1} \cap \underline{R} V_{2}$.
Similarly, we can show that $\bar{S} E_{1} \cap \bar{S} E_{2}$ is a neutrosophic relation on $\bar{R} V_{1} \cap \bar{R} V_{2}$. Hence, $G$ is a rough neutrosophic digraph.

Definition 7. The Cartesian product of two neutrosophic digraphs $G_{1}$ and $G_{2}$ is a rough neutrosophic digraph $G=G_{1} \ltimes G_{2}=\left(\underline{G}_{1} \ltimes \underline{G}_{2}, \bar{G}_{1} \ltimes \bar{G}_{2}\right)$, where $\underline{G}_{1} \ltimes \underline{G}_{2}=\left(\underline{R}_{1} \ltimes \underline{R}_{2}, \underline{S} E_{1} \ltimes \underline{S} E_{2}\right.$ and $\bar{G}_{1} \ltimes \bar{G}_{2}=\left(\bar{R} V_{1} \ltimes\right.$ $\left.\bar{R} V_{2}, \bar{S} E_{1} \ltimes \bar{S} E_{2}\right)$ such that

$$
\text { (1) } \begin{aligned}
\mu_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x_{1}, x_{2}\right) & =\min \left\{\mu_{\underline{R} V_{1}}\left(x_{1}\right), \mu_{\underline{R} V_{2}}\left(x_{2}\right)\right\}, \\
\sigma_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x_{1}, x_{2}\right) & =\min \left\{\sigma_{\underline{R} V_{1}}\left(x_{1}\right), \mu_{\underline{R} V_{2}}\left(x_{2}\right)\right\}, \\
\lambda_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x_{1}, x_{2}\right) & =\max \left\{\lambda_{\underline{R} V_{1}}\left(x_{1}\right), \mu_{\underline{R} V_{2}}\left(x_{2}\right)\right\}, \quad \forall\left(x_{1}, x_{2}\right) \in \underline{R} V_{1} \ltimes \underline{R} V_{2}, \\
\mu_{\underline{S} E_{1} \ltimes \underline{S} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right) & =\min \left\{\mu_{\underline{R} V_{1}}(x), \mu_{\underline{S} E_{2}}\left(x_{2}, y_{2}\right)\right\}, \\
\sigma_{\underline{S} E_{1} \ltimes \underline{S} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right) & =\min \left\{\sigma_{\underline{R} V_{1}}(x), \sigma_{\underline{S} E_{2}}\left(x_{2}, y_{2}\right)\right\}, \\
\lambda_{\underline{S} E_{1} \ltimes \underline{S} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right) & =\max \left\{\lambda_{\underline{R} V_{1}}(x), \lambda_{\underline{S} E_{2}}\left(x_{2}, y_{2}\right)\right\} \quad \forall x \in \underline{R} V_{1}, x_{2} y_{2} \in \underline{S} E_{2}, \\
\mu_{\underline{S} E_{1} \ltimes \underline{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right) & =\min \left\{\mu_{\underline{S} E_{1}}\left(x_{1}, y_{1}\right), \mu_{\underline{R} V_{2}}(z)\right\}, \\
\sigma_{\underline{S} E_{1} \ltimes \underline{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right) & =\min \left\{\sigma_{\underline{S} E_{1}}\left(x_{1}, y_{1}\right), \sigma_{\underline{R} V_{2}}(z)\right\}, \\
\lambda_{\underline{S} E_{1} \ltimes \underline{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right) & =\max \left\{\lambda_{\underline{\underline{S}} E_{1}}\left(x_{1}, y_{1}\right), \lambda_{\underline{R} V_{2}}(z)\right\} \quad \forall x_{1} y_{1} \in \underline{S} E_{1}, z \in \underline{R} V_{2},
\end{aligned}
$$

$$
\begin{align*}
\mu_{\bar{R} V_{1} \ltimes \bar{R} V_{2}}\left(x_{1}, x_{2}\right) & =\min \left\{\mu_{\bar{R} V_{1}}\left(x_{1}\right), \mu_{\bar{R} V_{2}}\left(x_{2}\right)\right\},  \tag{2}\\
\sigma_{\bar{R} V_{1} \ltimes \bar{R} V_{2}}\left(x_{1}, x_{2}\right) & =\min \left\{\sigma_{\bar{R} V_{1}}\left(x_{1}\right), \mu_{\bar{R} V_{2}}\left(x_{2}\right)\right\}, \\
\lambda_{\bar{R} V_{1} \ltimes \bar{R} V_{2}}\left(x_{1}, x_{2}\right) & =\max \left\{\lambda_{\bar{R} V_{1}}\left(x_{1}\right), \mu_{\bar{R} V_{2}}\left(x_{2}\right)\right\} \quad \forall\left(x_{1}, x_{2}\right) \in \bar{R} V_{1} \ltimes \bar{R} V_{2}, \\
\mu_{\bar{S} E_{1} \ltimes \bar{S} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right) & =\min \left\{\mu_{\bar{R} V_{1}}(x), \mu_{\bar{S} E_{2}}\left(x_{2}, y_{2}\right)\right\}, \\
\sigma_{\bar{S} E_{1} \ltimes \bar{S} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right) & =\min \left\{\sigma_{\bar{R} V_{1}}(x), \sigma_{\bar{S} E_{2}}\left(x_{2}, y_{2}\right)\right\}, \\
\lambda_{\bar{S} E_{1} \ltimes \bar{S} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right) & =\max \left\{\lambda_{\bar{R} V_{1}}(x), \lambda_{\bar{S} E_{2}}\left(x_{2}, y_{2}\right)\right\} \quad \forall x \in \bar{R} V_{1}, x_{2} y_{2} \in \bar{S} E_{2},
\end{align*}
$$

$$
\begin{aligned}
& \mu_{\bar{S} E_{1} \ltimes \bar{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right)=\min \left\{\mu_{\bar{S} E_{1}}\left(x_{1}, y_{1}\right), \mu_{\bar{R} V_{2}}(z)\right\}, \\
& \sigma_{\bar{S} E_{1} \ltimes \bar{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right)=\min \left\{\sigma_{\bar{S} E_{1}}\left(x_{1}, y_{1}\right), \sigma_{\bar{R} V_{2}}(z)\right\}, \\
& \lambda_{\bar{S} E_{1} \ltimes \bar{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right)=\max \left\{\lambda_{\bar{S} E_{1}}\left(x_{1}, y_{1}\right), \lambda_{\bar{R} V_{2}}(z)\right\} \quad \forall x_{1} y_{1} \in \bar{S} E_{1}, z \in \bar{R} V_{2},
\end{aligned}
$$

Example 3. Let $V^{*}=\{a, b, c, d\}$ be a set. Let $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$ and $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$ be two rough neutrosophic digraphs on $V^{*}$, as shown in Figures 4 and 5 . The cartesian product of $G_{1}$ and $G_{2}$ is $G=\left(\underline{G}_{1} \times \underline{G}_{2}, \bar{G}_{1} \times \bar{G}_{2}\right)$, where $\underline{G}_{1} \times \underline{G}_{2}=\left(\underline{R} N_{1} \times \underline{R} N_{2}, \underline{S} E_{1} \times \underline{S} E_{2}\right)$ and $\bar{G}_{1} \times \bar{G}_{2}=\left(\bar{R} N_{1} \times \bar{R} N_{2}, \bar{S} E_{1} \times \bar{S} E_{2}\right)$ are neutrosophic digraphs, as shown in Figures 6 and 7, respectively.


Figure 4. Rough neutrosophic digraph $G_{1}=\left(\underline{G_{1}}, \overline{G_{1}}\right)$.


Figure 5. Rough neutrosophic digraph $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$.


Figure 6. Neutrosophic digraph $\underline{G}_{1} \times \underline{G}_{2}=\left(\underline{R} N_{1} \times \underline{R} N_{2}, \underline{S} E_{1} \times \underline{S} E_{2}\right)$.


Figure 7. Neutrosophic digraph $\bar{G}_{1} \times \bar{G}_{2}=\left(\bar{R} N_{1} \times \bar{R} N_{2}, \bar{S} E_{1} \times \bar{S} E_{2}\right)$.

Theorem 2. The Cartesian product of two rough neutrosophic digraphs is a rough neutrosophic digraph.
Proof. Let $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$ and $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$ be two rough neutrosophic digraphs. Let $G=G_{1} \ltimes G_{2}=$ $\left(\underline{G}_{1} \ltimes \underline{G}_{2}, \bar{G}_{1} \ltimes \bar{G}_{2}\right)$ be the Cartesian product of $G_{1}$ and $G_{2}$, where $\underline{G}_{1} \ltimes \underline{G}_{2}=\left(\underline{R} V_{1} \ltimes \underline{R} V_{2}, \underline{S} E_{1} \ltimes \underline{S} E_{2}\right)$ and $\bar{G}_{1} \ltimes \bar{G}_{2}=\left(\bar{R} V_{1} \ltimes \bar{R} V_{2}, \bar{S} E_{1} \ltimes \bar{S} E_{2}\right)$. To prove that $G=\underline{G}_{1} \ltimes \bar{G}_{2}$ is a rough neutrosophic digraph, it is enough to show that $\underline{S} E_{1} \ltimes \underline{S} E_{2}$ and $\bar{S} E_{1} \ltimes \bar{S} E_{2}$ are neutrosophic relation on $\underline{R} V_{1} \ltimes \underline{R} V_{2}$ and $\bar{R} V_{1} \ltimes \bar{R} V_{2}$, respectively. First, we show that $\underline{S} E_{1} \ltimes \underline{S} E_{2}$ is a neutrosophic relation on $\underline{R} V_{1} \ltimes \underline{R} V_{2}$.

If $x \in \underline{R} V_{1}, x_{2} y_{2} \in \underline{S} E_{2}$, then

$$
\begin{aligned}
& \mu_{\underline{S} E_{1} \ltimes \underline{S}_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right)=\mu_{\underline{R} V_{1}}(x) \wedge \mu_{\underline{S} E_{2}}\left(x_{2}, y_{2}\right) \\
& \leq \mu_{\underline{R} V_{1}}(x) \wedge\left(\mu_{\underline{R} V_{2}}\left(x_{2}\right) \wedge \mu_{\underline{R} V_{2}}\left(y_{2}\right)\right) \\
& =\left(\mu_{\underline{R} V_{1}}(x) \wedge \mu_{\underline{R} V_{2}}\left(x_{2}\right)\right) \wedge\left(\mu_{\underline{R} V_{1}}(x) \wedge \mu_{\underline{R} V_{2}}\left(y_{2}\right)\right) \\
& =\mu_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x, x_{2}\right) \wedge \mu_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x, y_{2}\right) \\
& \mu_{\underline{S} E_{1} \ltimes \underline{S} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right) \leq \min \left\{\mu_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x, x_{2}\right), \mu_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x, y_{2}\right)\right\}, \\
& \sigma_{\underline{S} E_{1} \ltimes \underline{S} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right)=\sigma_{\underline{R} V_{1}}(x) \wedge \sigma_{\underline{S} E_{2}}\left(x_{2}, y_{2}\right) \\
& \leq \sigma_{\underline{R} V_{1}}(x) \wedge\left(\sigma_{\underline{R} V_{2}}\left(x_{2}\right) \wedge \sigma_{\underline{R} V_{2}}\left(y_{2}\right)\right) \\
& =\left(\sigma_{\underline{R} V_{1}}(x) \wedge \sigma_{\underline{R} V_{2}}\left(x_{2}\right)\right) \wedge\left(\sigma_{\underline{R} V_{1}}(x) \wedge \sigma_{\underline{R} V_{2}}\left(y_{2}\right)\right. \\
& =\sigma_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x, x_{2}\right) \wedge \sigma_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x, y_{2}\right) \\
& \sigma_{\underline{S} E_{1} \ltimes \underline{S} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right) \leq \min \left\{\sigma_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x, x_{2}\right), \sigma_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x, y_{2}\right)\right\}, \\
& \lambda_{\underline{S} E_{1} \ltimes \underline{S}_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right)=\lambda_{\underline{R} V_{1}}(x) \vee \lambda_{\underline{S} E_{2}}\left(x_{2}, y_{2}\right) \\
& \leq \lambda_{\underline{\underline{R}} V_{1}}(x) \vee\left(\lambda_{\underline{R} V_{2}}\left(x_{2}\right) \vee \lambda_{\underline{R} V_{2}}\left(y_{2}\right)\right) \\
& =\left(\lambda_{\underline{R} V_{1}}(x) \vee \lambda_{\underline{\underline{R}} V_{2}}\left(x_{2}\right)\right) \vee\left(\lambda_{\underline{R} V_{1}}(x) \vee \lambda_{\underline{\underline{R}} V_{2}}\left(y_{2}\right)\right) \\
& =\lambda_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x, x_{2}\right) \vee \lambda_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x, y_{2}\right) \\
& \lambda_{\underline{S} E_{1} \ltimes \underline{S} E_{2}}\left(x, x_{2}, x, y_{2}\right) \leq \max \left\{\lambda_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x, x_{2}\right), \lambda_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x, y_{2}\right)\right\} .
\end{aligned}
$$

If $x_{1} y_{1} \in \underline{S} E_{1}, z \in \underline{R} V_{2}$, then

$$
\begin{aligned}
\mu_{\underline{S} E_{1} \ltimes \underline{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right) & =\mu_{\underline{S} E_{1}}\left(x_{1}, y_{1}\right) \wedge \mu_{\underline{R} V_{2}}(z) \\
& \leq\left(\mu_{\underline{R} V_{1}}\left(x_{1}\right) \wedge \mu_{\underline{R} V_{1}}\left(y_{1}\right)\right) \wedge \mu_{\underline{R} V_{2}}(z) \\
& =\left(\mu_{\underline{R} V_{1}}\left(x_{1}\right) \wedge \mu_{\underline{R} V_{2}}(z)\right) \wedge\left(\mu_{\underline{R} V_{1}}\left(y_{1}\right) \wedge \mu_{\underline{R} V_{2}}(z)\right) \\
& =\mu_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x_{1}, z\right) \wedge \mu_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(y_{1}, z\right) \\
\mu_{\underline{S} E_{1} \ltimes \underline{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right) & \leq \min \left\{\mu_{\underline{R}} V_{1} \ltimes \underline{R} V_{2}\left(x_{1}, z\right), \mu_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(y_{1}, z\right)\right\}, \\
\sigma_{\underline{S} E_{1} \ltimes \underline{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right) & =\sigma_{\underline{S} E_{1}}\left(x_{1}, y_{1}\right) \wedge \sigma_{\underline{R} V_{2}}(z) \\
& \leq\left(\sigma_{\underline{R} V_{1}}\left(x_{1}\right) \wedge \sigma_{\underline{R} V_{1}}\left(y_{1}\right)\right) \wedge \sigma_{\underline{R} V_{2}}(z) \\
& =\left(\sigma_{\underline{R} V_{1}}\left(x_{1}\right) \wedge \sigma_{\underline{R} V_{2}}(z)\right) \wedge\left(\sigma_{\underline{R}} V_{1}\left(y_{1}\right) \wedge \sigma_{\underline{R} V_{2}}(z)\right) \\
& =\sigma_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x_{1}, z\right) \wedge \sigma_{\underline{R}} V_{1} \ltimes \underline{R} V_{2}\left(y_{1}, z\right) \\
\sigma_{\underline{S} E_{1} \ltimes \underline{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right) & \leq \min \left\{\sigma_{\underline{R}} V_{1} \ltimes \underline{R} V_{2}\left(x_{1}, z\right), \sigma_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(y_{1}, z\right)\right\}, \\
\lambda_{\underline{S} E_{1} \ltimes \underline{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right) & =\lambda_{\underline{S} E_{1}}\left(x_{1}, y_{1}\right) \vee \lambda_{\underline{R} V_{2}}(z) \\
& \leq\left(\lambda_{\underline{R} V_{1}}\left(x_{1}\right) \vee \lambda_{\underline{R} V_{1}}\left(y_{1}\right)\right) \vee \lambda_{\underline{R} V_{2}}(z) \\
& =\left(\lambda_{\underline{R} V_{1}}\left(x_{1}\right) \vee \lambda_{\underline{R} V_{2}}(z)\right) \vee\left(\lambda_{\underline{R} V_{1}}\left(y_{1}\right) \vee \lambda_{\underline{R} V_{2}}(z)\right) \\
& =\lambda_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x_{1}, z\right) \vee \lambda_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(y_{1}, z\right) \\
\lambda_{\underline{S_{2}} E_{1} \ltimes \underline{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right) & \leq \max \left\{\lambda_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(x_{1}, z\right), \lambda_{\underline{R} V_{1} \ltimes \underline{R} V_{2}}\left(y_{1}, z\right)\right\} .
\end{aligned}
$$

Thus, from above, it is clear that $\underline{S} E_{1} \ltimes \underline{S} E_{2}$ is a neutrosophic relation on $\underline{R} V_{1} \ltimes \underline{R} V_{2}$.
Similarly, we can show that $\bar{S} E_{1} \ltimes \bar{S} E_{2}$ is a neutrosophic relation on $\bar{R} V_{1} \ltimes \bar{R} V_{2}$. Hence, $G=\left(\underline{G}_{1} \ltimes \underline{G}_{2}, \bar{G}_{1} \ltimes \bar{G}_{2}\right)$ is a rough neutrosophic digraph.

Definition 8. The composition of two rough neutrosophic digraphs $G_{1}$ and $G_{2}$ is a rough neutrosophic digraph $G=G_{1} \circ G_{2}=\left(\underline{G}_{1} \circ \underline{G}_{2}, \bar{G}_{1} \circ \bar{G}_{2}\right)$, where $\underline{G}_{1} \circ \underline{G}_{2}=\left(\underline{R} V_{1} \circ \underline{R} V_{2}, \underline{S} E_{1} \circ \underline{S} E_{2}\right)$ and $\bar{G}_{1} \circ \bar{G}_{2}=\left(\bar{R} V_{1} \circ\right.$ $\bar{R} V_{2}, \bar{S} E_{1} \circ \bar{S} E_{2}$ ) are neutrosophic digraphs, respectively, such that
(1) $\mu_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x_{1}, x_{2}\right)=\min \left\{\mu_{\underline{R} V_{1}}\left(x_{1}\right), \mu_{\underline{R} V_{2}}\left(x_{2}\right)\right\}$,

$$
\begin{aligned}
& \sigma_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x_{1}, x_{2}\right)=\min \left\{\sigma_{\underline{R} V_{1}}\left(x_{1}\right), \mu_{\underline{R} V_{2}}\left(x_{2}\right)\right\}, \\
& \lambda_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x_{1}, x_{2}\right)=\max \left\{\lambda_{\underline{R} V_{1}}\left(x_{1}\right), \mu_{\underline{R} V_{2}}\left(x_{2}\right)\right\} \quad \forall\left(x_{1}, x_{2}\right) \in \underline{R} V_{1} \times \underline{R} V_{2}, \\
& \mu_{\underline{S} E_{1} \underline{S}_{\underline{S}} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right)=\min \left\{\mu_{\underline{R} V_{1}}(x), \mu_{\underline{S} E_{2}}\left(x_{2}, y_{2}\right)\right\}, \\
& \sigma_{\underline{S} E_{1} \circ \underline{S} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right)=\min \left\{\sigma_{\underline{R} V_{1}}(x), \sigma_{\underline{S} E_{2}}\left(x_{2}, y_{2}\right)\right\}, \\
& \lambda_{\underline{S} E_{1} \circ \underline{S} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right)=\max \left\{\lambda_{\underline{R} V_{1}}(x), \lambda_{\underline{S} E_{2}}\left(x_{2}, y_{2}\right)\right\} \quad \forall x \in \underline{R} V_{1}, x_{2} y_{2} \in \underline{S} E_{2} \text {, } \\
& \mu_{\underline{S} E_{1} \circ \underline{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right)=\min \left\{\mu_{\underline{S} E_{1}}\left(x_{1}, y_{1}\right), \mu_{\underline{R} V_{2}}(z)\right\}, \\
& \sigma_{\underline{S} E_{1} \circ \underline{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right)=\min \left\{\sigma_{\underline{S} E_{1}}\left(x_{1}, y_{1}\right), \sigma_{\underline{R} V_{2}}(z)\right\}, \\
& \lambda_{\underline{S} E_{1} \circ \underline{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right)=\max \left\{\lambda_{\underline{S} E_{1}}\left(x_{1}, y_{1}\right), \lambda_{\underline{R} V_{2}}(z)\right\} \quad \forall x_{1} y_{1} \in \underline{S} E_{1}, z \in \underline{R} V_{2}, \\
& \mu_{\underline{S} E_{1} \circ \underline{S} E_{2}}\left(x_{1}, x_{2}\right)\left(y_{1}, y_{2}\right)=\min \left\{\mu_{\underline{S} E_{1}}\left(x_{1}, y_{1}\right), \mu_{\underline{R} V_{2}}\left(x_{2}\right), \mu_{\underline{R} V_{2}}\left(y_{2}\right)\right\}, \\
& \sigma_{\underline{S} E_{1} \circ \underline{S} E_{2}}\left(x_{1}, x_{2}\right)\left(y_{1}, y_{2}\right)=\min \left\{\sigma_{\underline{S} E_{1}}\left(x_{1}, y_{1}\right), \sigma_{\underline{R} V_{2}}\left(x_{2}\right), \sigma_{\underline{R} V_{2}}\left(y_{2}\right)\right\}, \\
& \lambda_{\underline{\underline{S}} E_{1} \circ \underline{S} E_{2}}\left(x_{1}, x_{2}\right)\left(y_{1}, y_{2}\right)=\max \left\{\lambda_{\underline{\underline{S}} E_{1}}\left(x_{1}, y_{1}\right), \lambda_{\underline{R} V_{2}}\left(x_{2}\right), \lambda_{\underline{R} V_{2}}\left(y_{2}\right)\right\} \\
& \forall x_{1} y_{1} \in \underline{S} E_{1}, x_{2}, y_{2} \in \underline{R} V_{2}, x_{2} \neq y_{2} . \\
& \text { (2) } \mu_{\bar{R} V_{1} \circ \bar{R} V_{2}}\left(x_{1}, x_{2}\right)=\min \left\{\mu_{\bar{R} V_{1}}\left(x_{1}\right), \mu_{\bar{R} V_{2}}\left(x_{2}\right)\right\} \text {, } \\
& \sigma_{\bar{R} V_{1} \circ \bar{R} V_{2}}\left(x_{1}, x_{2}\right)=\min \left\{\sigma_{\bar{R} V_{1}}\left(x_{1}\right), \mu_{\bar{R} V_{2}}\left(x_{2}\right)\right\}, \\
& \lambda_{\bar{R} V_{1} \circ \bar{R} V_{2}}\left(x_{1}, x_{2}\right)=\max \left\{\lambda_{\bar{R} V_{1}}\left(x_{1}\right), \mu_{\bar{R} V_{2}}\left(x_{2}\right)\right\} \quad \forall\left(x_{1}, x_{2}\right) \in \bar{R} V_{1} \times \bar{R} V_{2}, \\
& \mu_{\bar{S} E_{1} \circ \bar{S} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right)=\min \left\{\mu_{\bar{R} V_{1}}(x), \mu_{\bar{S} E_{2}}\left(x_{2}, y_{2}\right)\right\}, \\
& \sigma_{\overline{\bar{S}} E_{1} \circ \bar{S} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right)=\min \left\{\sigma_{\bar{R} V_{1}}(x), \sigma_{\bar{S} E_{2}}\left(x_{2}, y_{2}\right)\right\}, \\
& \lambda_{\bar{S} E_{1} \circ \bar{S} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right)=\max \left\{\lambda_{\bar{R} V_{1}}(x), \lambda_{\bar{S} E_{2}}\left(x_{2}, y_{2}\right)\right\} \quad \forall x \in \bar{R} V_{1}, x_{2} y_{2} \in \bar{S} E_{2} \text {, } \\
& \mu_{\bar{S} E_{1} \circ \bar{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right)=\min \left\{\mu_{\bar{S} E_{1}}\left(x_{1}, y_{1}\right), \mu_{\bar{R} V_{2}}(z)\right\}, \\
& \sigma_{\bar{S} E_{1} \circ \bar{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right)=\min \left\{\sigma_{\bar{S} E_{1}}\left(x_{1}, y_{1}\right), \sigma_{\overline{\mathrm{R}} V_{2}}(z)\right\}, \\
& \lambda_{\bar{S} E_{1} \circ \bar{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right)=\max \left\{\lambda_{\bar{S} E_{1}}\left(x_{1}, y_{1}\right), \lambda_{\bar{R} V_{2}}(z)\right\} \quad \forall x_{1} y_{1} \in \bar{S} E_{1}, z \in \bar{R} V_{2}, \\
& \mu_{\bar{S} E_{1} \circ \bar{S} E_{2}}\left(x_{1}, x_{2}\right)\left(y_{1}, y_{2}\right)=\min \left\{\mu_{\bar{S} E_{1}}\left(x_{1}, y_{1}\right), \mu_{\bar{R} V_{2}}\left(x_{2}\right), \mu_{\bar{R} V_{2}}\left(y_{2}\right)\right\}, \\
& \sigma_{\bar{S} E_{1} \circ \bar{S} E_{2}}\left(x_{1}, x_{2}\right)\left(y_{1}, y_{2}\right)=\min \left\{\sigma_{\bar{S} E_{1}}\left(x_{1}, y_{1}\right), \sigma_{\bar{R} V_{2}}\left(x_{2}\right), \sigma_{\bar{R} V_{2}}\left(y_{2}\right)\right\}, \\
& \lambda_{\bar{S} E_{1} \circ \bar{S} E_{2}}\left(x_{1}, x_{2}\right)\left(y_{1}, y_{2}\right)=\max \left\{\lambda_{\bar{S} E_{1}}\left(x_{1}, y_{1}\right), \lambda_{\bar{R} V_{2}}\left(x_{2}\right), \lambda_{\bar{R} V_{2}}\left(y_{2}\right)\right\} \\
& \forall x_{1} y_{1} \in \bar{S} E_{1}, x_{2}, y_{2} \in \bar{R} V_{2}, x_{2} \neq y_{2}
\end{aligned}
$$

Example 4. Let $V^{*}=\{p, q, r\}$ be a set. Let $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$ and $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$ be two RND on $V^{*}$, where $\underline{G}_{1}=\left(\underline{R} V_{1}, \underline{S} E_{1}\right)$ and $\bar{G}_{1}=\left(\bar{R} V_{1}, \bar{S} E_{1}\right)$ are $N D$, as shown in Figure 8. $\underline{G}_{2}=\left(\underline{R} V_{2}, \underline{S} E_{2}\right)$ and $\bar{G}_{2}=\left(\bar{R} V_{2}, \bar{S} E_{2}\right)$ are also $N D$, as shown in Figure 9.

The composition of $G_{1}$ and $G_{2}$ is $G=G_{1} \circ G_{2}=\left(\underline{G}_{1} \circ \underline{G}_{2}, \bar{G}_{1} \circ \bar{G}_{2}\right)$ where $\underline{G}_{1} \circ \underline{G}_{2}=\left(\underline{R} V_{1} \circ \underline{R} V_{2}, \underline{S} E_{1} \circ\right.$ $\left.\underline{S} E_{2}\right)$ and $\bar{G}_{1} \circ \bar{G}_{2}=\left(\bar{R} V_{1} \circ \bar{R} V_{2}, \bar{S} E_{1} \circ \bar{S} E_{2}\right)$ are NDs, as shown in Figures 10 and 11 .

$\underline{G}_{1}=\left(\underline{R} V_{1}, \underline{S} E_{1}\right)$


$$
\bar{G}_{1}=\left(\bar{R} V_{1}, \bar{S} E_{1}\right)
$$

Figure 8. Rough neutrosophic digraph $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$.


$$
\underline{G}_{2}=\left(\underline{R} V_{2}, \underline{S} E_{2}\right)
$$



$$
\bar{G}_{2}=\left(\bar{R} V_{2}, \bar{S} E_{2}\right.
$$

Figure 9. Rough neutrosophic digraph $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$.


Figure 10. Neutrosophic digraph $\underline{G}_{1} \circ \underline{G}_{2}=\left(\underline{R} V_{1} \circ \underline{R} V_{2}, \underline{S} E_{1} \circ \underline{S} E_{2}\right)$.


Figure 11. Neutrosophic digraph $\bar{G}_{1} \circ \bar{G}_{2}=\left(\underline{R} V_{1} \circ \underline{R} V_{2}, \underline{S} E_{1} \circ \underline{S} E_{2}\right)$.

Theorem 3. The Composition of two rough neutrosophic digraphs is a rough neutrosophic digraph.
Proof. Let $G_{1}=\left(\underline{G}_{1}, \bar{G}_{1}\right)$ and $G_{2}=\left(\underline{G}_{2}, \bar{G}_{2}\right)$ be two rough neutrosophic digraphs. Let $G=G_{1} \circ G_{2}=$ $\left(\underline{G}_{1} \circ \underline{G}_{2}, \bar{G}_{1} \circ \bar{G}_{2}\right)$ be the Composition of $G_{1}$ and $G_{2}$, where $\underline{G}_{1} \circ \underline{G}_{2}=\left(\underline{R} V_{1} \circ \underline{R} V_{2}, \underline{S} E_{1} \circ \underline{S} E_{2}\right)$ and $\bar{G}_{1} \circ \bar{G}_{2}=\left(\bar{R} V_{1} \circ \bar{R} V_{2}, \bar{S} E_{1} \circ \bar{S} E_{2}\right)$. To prove that $G=\underline{G}_{1} \circ \bar{G}_{2}$ is a rough neutrosophic digraph, it is enough to show that $\underline{S} E_{1} \circ \underline{S} E_{2}$ and $\bar{S} E_{1} \circ \bar{S} E_{2}$ are neutrosophic relations on $\underline{R} V_{1} \circ \underline{R} V_{2}$ and $\bar{R} V_{1} \circ \bar{R} V_{2}$, respectively. First, we show that $\underline{S} E_{1} \circ \underline{S} E_{2}$ is a neutrosophic relation on $\underline{R} V_{1} \circ \underline{R} V_{2}$.

If $x \in \underline{R} V_{1}, x_{2} y_{2} \in \underline{S} E_{2}$, then

$$
\begin{aligned}
& \mu_{\underline{S} E_{1} \circ \underline{S}_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right)=\mu_{\underline{R} V_{1}}(x) \wedge \mu_{\underline{S} E_{2}}\left(x_{2}, y_{2}\right) \\
& \leq \mu_{\underline{R} V_{1}}(x) \wedge\left(\mu_{\underline{R} V_{2}}\left(x_{2}\right) \wedge \mu_{\underline{R} V_{2}}\left(y_{2}\right)\right) \\
& =\left(\mu_{\underline{R} V_{1}}(x) \wedge \mu_{\underline{R} V_{2}}\left(x_{2}\right)\right) \wedge\left(\mu_{\underline{R} V_{1}}(x) \wedge \mu_{\underline{R} V_{2}}\left(y_{2}\right)\right) \\
& =\mu_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x, x_{2}\right) \wedge \mu_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x, y_{2}\right) \\
& \mu_{\underline{S} E_{1} \circ \underline{S} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right) \leq \min \left\{\mu_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x, x_{2}\right), \mu_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x, y_{2}\right)\right\}, \\
& \sigma_{\underline{S} E_{1} \circ \underline{S} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right)=\sigma_{\underline{R} V_{1}}(x) \wedge \sigma_{\underline{S} E_{2}}\left(x_{2}, y_{2}\right) \\
& \leq \sigma_{\underline{R} V_{1}}(x) \wedge\left(\sigma_{\underline{R} V_{2}}\left(x_{2}\right) \wedge \sigma_{\underline{R} V_{2}}\left(y_{2}\right)\right) \\
& =\left(\sigma_{\underline{R} V_{1}}(x) \wedge \sigma_{\underline{R} V_{2}}\left(x_{2}\right)\right) \wedge\left(\sigma_{\underline{R} V_{1}}(x) \wedge \sigma_{\underline{R} V_{2}}\left(y_{2}\right)\right. \\
& =\sigma_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x, x_{2}\right) \wedge \sigma_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x, y_{2}\right) \\
& \sigma_{\underline{S} E_{1} \circ \underline{S} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right) \leq \min \left\{\sigma_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x, x_{2}\right), \sigma_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x, y_{2}\right)\right\}, \\
& \lambda_{\underline{S} E_{1} \circ \underline{S} E_{2}}\left(x, x_{2}\right)\left(x, y_{2}\right)=\lambda_{\underline{R} V_{1}}(x) \vee \lambda_{\underline{S} E_{2}}\left(x_{2}, y_{2}\right) \\
& \leq \lambda_{\underline{\underline{R}} V_{1}}(x) \vee\left(\lambda_{\underline{\underline{R}} V_{2}}\left(x_{2}\right) \vee \lambda_{\underline{\underline{R}} V_{2}}\left(y_{2}\right)\right) \\
& =\left(\lambda_{\underline{R} V_{1}}(x) \vee \lambda_{\underline{\underline{R}} V_{2}}\left(x_{2}\right)\right) \vee\left(\lambda_{\underline{R} V_{1}}(x) \vee \lambda_{\underline{\underline{R}} V_{2}}\left(y_{2}\right)\right) \\
& =\lambda_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x, x_{2}\right) \vee \lambda_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x, y_{2}\right) \\
& \lambda_{\underline{\underline{S E}} E_{1} \circ \underline{S} E_{2}}\left(x, x_{2}, x, y_{2}\right) \leq \max \left\{\lambda_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x, x_{2}\right), \lambda_{\underline{R} V V_{1} \circ \underline{R} V_{2}}\left(x, y_{2}\right)\right\} .
\end{aligned}
$$

If $x_{1} y_{1} \in \underline{S} E_{1}, z \in \underline{R} V_{2}$, then

$$
\begin{aligned}
\mu_{\underline{S} E_{1} \circ \underline{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right) & =\mu_{\underline{S} E_{1}}\left(x_{1}, y_{1}\right) \wedge \mu_{\underline{R}} V_{2}(z) \\
& \leq\left(\mu_{\underline{R}} V_{1}\left(x_{1}\right) \wedge \mu_{\underline{R}} V_{1}\left(y_{1}\right)\right) \wedge \mu_{\underline{R}} V_{2}(z) \\
& =\left(\mu_{\underline{R}} V_{1}\left(x_{1}\right) \wedge \mu_{\underline{R}} V_{2}(z)\right) \wedge\left(\mu_{\underline{R}} V_{1}\left(y_{1}\right) \wedge \mu_{\underline{R}} V_{2}(z)\right) \\
& =\mu_{\underline{R} V_{1} \circ \underline{R} V_{2}\left(x_{1}, z\right) \wedge \mu_{\underline{R}} V_{1} \circ \underline{R} V_{2}\left(y_{1}, z\right)} \\
\mu_{\underline{S} E_{1} \circ \underline{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right) & \leq \min \left\{\mu_{\underline{R}} V_{1} \circ \underline{R} V_{2}\left(x_{1}, z\right), \mu_{\left.\underline{R} V_{1} \circ \underline{R} V_{2}\left(y_{1}, z\right)\right\},}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \sigma_{\underline{S} E_{1} \circ \underline{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right)=\sigma_{\underline{S} E_{1}}\left(x_{1}, y_{1}\right) \wedge \sigma_{\underline{R} V_{2}}(z) \\
& \leq\left(\sigma_{\underline{R} V_{1}}\left(x_{1}\right) \wedge \sigma_{\underline{R} V_{1}}\left(y_{1}\right)\right) \wedge \sigma_{\underline{R} V_{2}}(z) \\
& =\left(\sigma_{\underline{R} V_{1}}\left(x_{1}\right) \wedge \sigma_{\underline{R} V_{2}}(z)\right) \wedge\left(\sigma_{\underline{R} V_{1}}\left(y_{1}\right) \wedge \sigma_{\underline{R} V_{2}}(z)\right) \\
& =\sigma_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x_{1}, z\right) \wedge \sigma_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(y_{1}, z\right) \\
& \sigma_{\underline{S E} E_{1} \circ \underline{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right) \leq \min \left\{\sigma_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x_{1}, z\right), \sigma_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(y_{1}, z\right)\right\}, \\
& \lambda_{\underline{S} E_{1} \circ \underline{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right)=\lambda_{\underline{S} E_{1}}\left(x_{1}, y_{1}\right) \vee \lambda_{\underline{R} V_{2}}(z) \\
& \leq\left(\lambda_{\underline{R} V_{1}}\left(x_{1}\right) \vee \lambda_{\underline{R} V_{1}}\left(y_{1}\right)\right) \vee \lambda_{\underline{R} V_{2}}(z) \\
& =\left(\lambda_{\underline{\underline{R}} V_{1}}\left(x_{1}\right) \vee \lambda_{\underline{\underline{R}} V_{2}}(z)\right) \vee\left(\lambda_{\underline{\underline{R}} V_{1}}\left(y_{1}\right) \vee \lambda_{\underline{R} V_{2}}(z)\right) \\
& =\lambda_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x_{1}, z\right) \vee \lambda_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(y_{1}, z\right) \\
& \lambda_{\underline{S} E_{1} \circ \underline{S} E_{2}}\left(x_{1}, z\right)\left(y_{1}, z\right) \leq \max \left\{\lambda_{\underline{\underline{R}} V_{1} \circ \underline{R} V_{2}}\left(x_{1}, z\right), \lambda_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(y_{1}, z\right)\right\} .
\end{aligned}
$$

If $x_{1} y_{1} \in \underline{S} E_{1}, x_{2}, y_{2} \in \underline{R} V_{2}$ such that $x_{2} \neq y_{2}$,

$$
\begin{aligned}
& \mu_{\underline{\underline{S}} E_{1} \circ \underline{S} E_{2}}\left(x_{1}, x_{2}\right)\left(y_{1}, y_{2}\right)=\mu_{\underline{S} E_{1}}\left(x_{1} y_{1}\right) \wedge \mu_{\underline{R} V_{2}}\left(x_{2}\right) \wedge \mu_{\underline{R} V_{2}}\left(y_{2}\right) \\
& \leq\left(\mu_{\underline{R} V_{1}}\left(x_{1}\right) \wedge \mu_{\underline{R} V_{1}}\left(y_{1}\right)\right) \wedge \mu_{\underline{R} V_{2}}\left(x_{2}\right) \wedge \mu_{\underline{R} V_{2}}\left(y_{2}\right) \\
& \left.=\left(\mu_{\underline{R} V_{1}}\left(x_{1}\right) \wedge \mu_{\underline{R} V_{2}}\left(x_{2}\right)\right) \wedge\left(\mu_{\underline{R} V_{1}}\left(y_{1}\right)\right) \wedge \mu_{\underline{\underline{R}} V_{2}}\left(y_{2}\right)\right) \\
& =\mu_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x_{1}, x_{2}\right) \wedge \mu_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(y_{1}, y_{2}\right) \\
& \mu_{\underline{S} E_{1} \circ \underline{S} E_{2}}\left(x_{1}, x_{2}\right)\left(y_{1}, y_{2}\right) \leq \min \left\{\mu_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x_{1}, x_{2}\right), \mu_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(y_{1}, y_{2}\right)\right\} \\
& \sigma_{\underline{S} E_{1} \circ \underline{S} E_{2}}\left(x_{1}, x_{2}\right)\left(y_{1}, y_{2}\right)=\sigma_{\underline{S} E_{1}}\left(x_{1} y_{1}\right) \wedge \sigma_{\underline{R} V_{2}}\left(x_{2}\right) \wedge \sigma_{\underline{R} V_{2}}\left(y_{2}\right) \\
& \leq\left(\sigma_{\underline{\underline{R}} V_{1}}\left(x_{1}\right) \wedge \sigma_{\underline{\underline{R}} V_{1}}\left(y_{1}\right)\right) \wedge \sigma_{\underline{R} V_{2}}\left(x_{2}\right) \wedge \sigma_{\underline{R} V_{2}}\left(y_{2}\right) \\
& \left.=\left(\sigma_{\underline{R} V_{1}}\left(x_{1}\right) \wedge \sigma_{\underline{R} V_{2}}\left(x_{2}\right)\right) \wedge\left(\sigma_{\underline{R} V_{1}}\left(y_{1}\right)\right) \wedge \sigma_{\underline{R} V_{2}}\left(y_{2}\right)\right) \\
& =\sigma_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x_{1}, x_{2}\right) \wedge \sigma_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(y_{1}, y_{2}\right) \\
& \sigma_{\underline{S} E_{1} \circ \underline{S E} E_{2}}\left(x_{1}, x_{2}\right)\left(y_{1}, y_{2}\right) \leq \min \left\{\sigma_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(x_{1}, x_{2}\right), \sigma_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(y_{1}, y_{2}\right)\right\} \\
& \lambda_{\underline{\underline{S}} E_{1} \circ \underline{S} E_{2}}\left(x_{1}, x_{2}\right)\left(y_{1}, y_{2}\right)=\lambda_{\underline{\underline{S}} E_{1}}\left(x_{1} y_{1}\right) \vee \lambda_{\underline{R} V_{2}}\left(x_{2}\right) \vee \lambda_{\underline{\underline{R}} V_{2}}\left(y_{2}\right) \\
& \leq\left(\lambda_{\underline{R} V_{1}}\left(x_{1}\right) \vee \lambda_{\underline{R} V_{1}}\left(y_{1}\right)\right) \vee \lambda_{\underline{R} V_{2}}\left(x_{2}\right) \vee \lambda_{\underline{\underline{R}} V_{2}}\left(y_{2}\right) \\
& \left.=\left(\lambda_{\underline{R} V_{1}}\left(x_{1}\right) \vee \lambda_{\underline{R} V_{2}}\left(x_{2}\right)\right) \vee\left(\lambda_{\underline{R}} V_{1}\left(y_{1}\right)\right) \vee \lambda_{\underline{R} V_{2}}\left(y_{2}\right)\right) \\
& =\lambda_{\underline{\underline{R}} V_{1} \circ \underline{R} V_{2}}\left(x_{1}, x_{2}\right) \vee \lambda_{\underline{\underline{R}} V_{1} \circ \underline{R} V_{2}}\left(y_{1}, y_{2}\right) \\
& \lambda_{\underline{\underline{S}} E_{1} \circ \underline{S} E_{2}}\left(x_{1}, x_{2}\right)\left(y_{1}, y_{2}\right) \leq \max \left\{\lambda_{\underline{\underline{R}} V_{1} \circ \underline{R} V_{2}}\left(x_{1}, x_{2}\right), \lambda_{\underline{R} V_{1} \circ \underline{R} V_{2}}\left(y_{1}, y_{2}\right)\right\} .
\end{aligned}
$$

Thus, from above, it is clear that $\underline{S} E_{1} \circ \underline{S} E_{2}$ is a neutrosophic relation on $\underline{R} V_{1} \circ \underline{R} V_{2}$.
Similarly, we can show that $\bar{S} E_{1} \circ \bar{S} E_{2}$ is a neutrosophic relation on $\bar{R} V_{1} \circ \bar{R} V_{2}$. Hence, $G=\left(\underline{G}_{1} \circ \underline{G}_{2}, \bar{G}_{1} \circ \bar{G}_{2}\right)$ is a rough neutrosophic digraph.

Definition 9. Let $G=(\underline{G}, \bar{G})$ be a $R N D$. The complement of $G$, denoted by $G^{\prime}=\left(\underline{G}^{\prime}, \bar{G}^{\prime}\right)$ is a rough neutrosophic digraph, where $\underline{G}^{\prime}=\left((\underline{R} V)^{\prime},(\underline{S} E)^{\prime}\right)$ and $\bar{G}^{\prime}=\left((\bar{R} V)^{\prime},(\bar{S} E)^{\prime}\right)$ are neutrosophic digraph such that

```
(1) \(\quad \mu_{(\underline{R} V)^{\prime}}(x)=\mu_{\underline{R} V}(x)\),
    \(\sigma_{(\underline{R} V)^{\prime}}(x)=\sigma_{\underline{R} V}(x)\)
    \(\lambda_{(\underline{R} V)^{\prime}}(x)=\lambda_{\underline{R} V}(x) \forall x \in V^{*}\)
    \(\mu_{(\underline{S} E)^{\prime}}(x, y)=\min \left\{\mu_{\underline{\underline{R}} V}(x), \mu_{\underline{R} V}(y)\right\}-\mu_{\underline{S} E}(x y)\)
    \(\sigma_{(\underline{S} E)^{\prime}}(x, y)=\min \left\{\sigma_{\underline{R} V}(x), \sigma_{\underline{R} V}(y)\right\}-\sigma_{\underline{S} E}(x y)\)
    \(\lambda_{(\underline{S} E)^{\prime}}(x, y)=\max \left\{\lambda_{\underline{R} V}(x), \lambda_{\underline{R} V}(y)\right\}-\lambda_{\underline{S} E}(x y) \forall x, y \in V^{*}\).
```

(2) $\quad \mu_{\bar{R} V^{\prime}}(x)=\mu_{\bar{R} V}(x)$,
$\sigma_{\overline{\mathrm{R}} V^{\prime}}(x)=\sigma_{\overline{\mathrm{R}} V}(x)$,
$\lambda_{\bar{R} V^{\prime}}(x)=\lambda_{\bar{R} V}(x), \quad \forall x \in V^{*}$
$\mu_{(\bar{S} E)^{\prime}}(x, y)=\min \left\{\mu_{\bar{R} V}(x), \mu_{\bar{R} V}(y)\right\}-\mu_{\bar{S} E}(x y)$
$\sigma_{(\bar{S} E)^{\prime}}(x, y)=\min \left\{\sigma_{\bar{R} V}(x), \sigma_{\bar{R} V}(y)\right\}-\sigma_{\bar{S} E}(x y)$
$\lambda_{(\bar{S} E)^{\prime}}(x, y)=\max \left\{\lambda_{\bar{R} V}(x), \lambda_{\bar{R} V}(y)\right\}-\lambda_{\bar{S} E}(x y) \forall x, y \in V^{*}$.
Example 5. Consider a rough neutrosophic digraph as shown in Figure 4. The lower and upper approximations of graph $G$ are $\underline{G}=(\underline{R} V, \underline{S} E)$ and $\bar{G}=(\bar{R} V, \bar{S} E)$, respectively, where

$$
\begin{aligned}
& \underline{R} V=\{(a, 0.2,0.4,0.6),(b, 0.2,0.4,0.6),(c, 0.2,0.5,0.9),(d, 0.2,0.5,0.9)\}, \\
& \bar{R} V=\{(a, 0.3,0.8,0.3) .(b, 0.3,0.8,0.3),(c, 0.5,0.6,0.8),(d, 0.5,0.6,0.8)\} \\
& \underline{S} E=\{(a a, 0.2,0.3,0.3),(a b, 0.2,0.3,0.3),(a d, 0.1,0.3,0.8),(b c, 0.1,0.3,0.8), \\
&\quad(b d, 0.1,0.3,0.8),(d c, 0.2,0.4,0.7),(d d, 0.2,0.4,0.7)\} \\
& \bar{S} E=\{(a a, 0.2,0.4,0.3),(a b, 0.2,0.4,0.3),(a d, 0.2,0.4,0.7),(b c, 0.2,0.4,0.7), \\
&(b d, 0.2,0.4,0.7),(d c, 0.2,0.4,0.7),(d d, 0.2,0.4,0.7)\}
\end{aligned}
$$

The complement of $G$ is $G^{\prime}=\left(\underline{G}^{\prime}, \bar{G}^{\prime}\right)$. By calculations, we have

$$
\begin{aligned}
(\underline{R} V)^{\prime} & =\{(a, 0.2,0.4,0.6),(b, 0.2,0.4,0.6),(c, 0.2,0.5,0.9),(d, 0.2,0.5,0.9)\} \\
(\bar{R} V)^{\prime} & =\{(a, 0.3,0.8,0.3) .(b, 0.3,0.8,0.3),(c, 0.5,0.6,0.8),(d, 0.5,0.6,0.8)\}
\end{aligned}
$$

$$
(\underline{S} E)^{\prime}=\{(a a, 0,0.1,0.3),(a b, 0,0.1,0.3),(a c, 0.2,0.4,0.9),(a d, 0.1,0.1,0.1),(b a, 0.2,0.4,0.6),(b b, 0.2,0.4,0.6),
$$

$$
(b c, 0.1,0.1,0.1),(b d, 0.1,0.1,0.1),(c a, 0.2,0.4,0.9),(c b, 0.2,0.4,0.9),(c c, 0.2,0.5,0.9),(c d, 0.2,0.5,0.9) \text {, }
$$

$$
(d a, 0.2,0.4,0.9),(d b, 0.2,0.4,0.9),(d c, 0,0.1,0.2),(d d, 0,0.1,0.2)\},
$$

$(\bar{S} E)^{\prime}=\{(a a, 0.1,0.4,0),(a b, 0.1,0.4,0),(a c, 0.3,0.6,0.8),(a d, 0.1,0.2,0.1),(b a, 0.3,0.8,0.3),(b b, 0.3,0.8,0.3)$, $(b c, 0.1,0.2,0.1),(b d, 0.1,0.2,0.1),(c a, 0.3,0.6,0.8),(c b, 0.3,0.6,0.8),(c c, 0.5,0.6,0.8),(c d, 0.5,0.6,0.8)$, $(d a, 0.3,0.6,0.8),(d b, 0.3,0.6,0.8),(d c, 0.3,0.2,0.1),(d d, 0.3,0.2,0.1)\}$.

Thus, $\underline{G}^{\prime}=\left((\underline{R} V)^{\prime},(\underline{S} E)^{\prime}\right)$ and $\bar{G}^{\prime}=\left((\bar{R} V)^{\prime},(\bar{S} E)^{\prime}\right)$ are neutrosophic digraph, as shown in Figure 12.


Figure 12. Rough neutrosophic digraph $G^{\prime}=\left(\underline{G}^{\prime}, \bar{G}^{\prime}\right)$.

Definition 10. A rough neutrosophic digraph $G=(\underline{G}, \bar{G})$ is self complementary if $G$ and $G^{\prime}$ are isomorphic, that is, $\underline{G} \cong \underline{G}^{\prime}$ and $\bar{G} \cong \bar{G}^{\prime}$.

Example 6. Let $V^{*}=\{a, b, c\}$ be a set and $R$ an equivalence relation on $V^{*}$ defined as:

$$
R=\left[\begin{array}{lll}
1 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 1
\end{array}\right]
$$

Let $V=\{(a, 0.2,0.4,0.8),(b, 0.2,0.4,0.8),(c, 0.4,0.6,0.4)\}$ be a neutrosophic set on $V^{*}$. The lower and upper approximations of $V$ are given as,
$\underline{R} V=\{(a, 0.2,0.4,0.8),(b, 0.2,0.4,0.8),(c, 0.2,0.4,0.8)\}$,
$\bar{R} V=\{(a, 0.4,0.6,0.4),(b, 0.2,0.4,0.8),(c, 0.4,0.6,0.4)\}$.
Let $E^{*}=\{a a, a b, a c, b a\} \subseteq V^{*} \times V^{*}$ and $S$ an equivalence relation on $E^{*}$ defined as

$$
S=\left[\begin{array}{llll}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Let $E=\{(a a, 0.1,0.3,0.2),(a b, 0.1,0.2,0.4),(a c, 0.2,0.2,0.4),(b a, 0.1,0.2,0.4)\}$ be a neutrosophic set on $E^{*}$ and $S E=(\underline{S} E, \bar{S} E)$ a $R N R$ where $\underline{S} E$ and $\bar{S} E$ are given as
$\underline{S} E=\{(a a, 0.1,0.2,0.4),(a b, 0.1,0.2,0.4),(a c, 0.1,0.2,0.4),(b a, 0.1,0.2,0.4)\}$,
$\bar{S} E=\{(a a, 0.2,0.3,0.2),(a b, 0.1,0.2,0.4),(a c, 0.2,0.3,0.2),(b a, 0.1,0.2,0.4)\}$.
Thus, $\underline{G}=(\underline{R} V, \underline{S} E)$ and $\bar{G}=(\bar{R} V, \bar{S} E)$ are neutrosophic digraphs, as shown in Figure 13. The complement of $G$ is $G^{\prime}=\left(\underline{G}^{\prime}, \bar{G}^{\prime}\right)$, where $\underline{G}^{\prime}=\underline{G}$ and $\bar{G}^{\prime}=\bar{G}$ are neutrosophic digraphs, as shown in Figure 13, and it can be easily shown that $G$ and $G^{\prime}$ are isomorphic. Hence, $G=(\underline{G}, \bar{G})$ is a self complementary RND.


Figure 13. Self complementary RND $G=(\underline{G}, \bar{G})$.

Theorem 4. Let $G=(\underline{G}, \bar{G})$ be a self complementary rough neutrosophic digraph. Then,

$$
\begin{aligned}
\sum_{w, z \in V^{*}} \mu_{\underline{S} E}(w z) & =\frac{1}{2} \sum_{w, z \in V^{*}}\left(\mu_{\underline{R} V}(w) \wedge \mu_{\underline{R} V}(z)\right) \\
\sum_{w, z \in V^{*}} \sigma_{\underline{S} E}(w z) & =\frac{1}{2} \sum_{w, z \in V^{*}}\left(\sigma_{\underline{R} V}(w) \wedge \sigma_{\underline{R} V}(z)\right) \\
\sum_{w, z \in V^{*}} \lambda_{\underline{S} E}(w z) & =\frac{1}{2} \sum_{w, z \in V^{*}}\left(\lambda_{\underline{R} V}(w) \vee \lambda_{\underline{R} V}(z)\right) \\
\sum_{w, z \in V^{*}} \mu_{\bar{S} E}(w z) & =\frac{1}{2} \sum_{w, z \in V^{*}}\left(\mu_{\bar{R} V}(w) \wedge \mu_{\bar{R} V}(z)\right) \\
\sum_{w, z \in V^{*}} \sigma_{\bar{S} E}(w z) & =\frac{1}{2} \sum_{w, z \in V^{*}}\left(\sigma_{\bar{R} V}(w) \wedge \sigma_{\bar{R} V}(z)\right) \\
\sum_{w, z \in V^{*}} \lambda_{\bar{S} E}(w z) & =\frac{1}{2} \sum_{w, z \in V^{*}}\left(\lambda_{\bar{R} V}(w) \vee \lambda_{\bar{R} V}(z)\right)
\end{aligned}
$$

Proof. Let $G=(\underline{G}, \bar{G})$ be a self complementary rough neutrosophic digraph. Then, there exist two isomorphisms $\underline{g}: V^{*} \longrightarrow V^{*}$ and $\bar{g}: V^{*} \longrightarrow V^{*}$, respectively, such that

$$
\begin{aligned}
\mu_{(\underline{R} V)^{\prime}}(\underline{g}(w)) & =\mu_{\underline{R} V}(w), \\
\sigma_{(\underline{R} V)^{\prime}}(\underline{g}(w)) & =\sigma_{\underline{R} V}(w), \\
\lambda_{(\underline{R} V)^{\prime}}(\underline{g}(w)) & =\lambda_{\underline{R} V}(w), \forall w \in V^{*} \\
\mu_{(\underline{S} E)^{\prime}}(\underline{g}(w) \underline{g}(z)) & =\mu_{(\underline{S} E)}(w z), \\
\sigma_{(\underline{S} E)^{\prime}}(\underline{g}(w) \underline{g}(z)) & =\sigma_{(\underline{S} E)}(w z), \\
\lambda_{(\underline{S} E)^{\prime}}(\underline{g}(w) \underline{g}(z)) & =\lambda_{(\underline{S} E)}(w z) \forall w, z \in V^{*} .
\end{aligned}
$$

and

$$
\begin{aligned}
\mu_{(\bar{R} V)^{\prime}}(\bar{g}(w)) & =\mu_{\bar{R} V}(w), \\
\sigma_{(\bar{R} V)^{\prime}}(\bar{g}(w)) & =\sigma_{\bar{R} V}(w), \\
\lambda_{(\bar{R} V)^{\prime}}(\bar{g}(w)) & =\lambda_{\bar{R} V}(w), \forall w \in V^{*} \\
\mu_{(\bar{S} E)^{\prime}}(\bar{g}(w) \bar{g}(z)) & =\mu_{(\bar{S} E)}(w z), \\
\sigma_{(\bar{S} E)^{\prime}}(\bar{g}(w) \bar{g}(z)) & =\sigma_{(\bar{S} E)}(w z), \\
\lambda_{(\bar{S} E)^{\prime}}(\bar{g}(w) \bar{g}(z)) & =\lambda_{(\bar{S} E)}(w z) \forall w, z \in V^{*} .
\end{aligned}
$$

By Definition 7, we have

$$
\begin{aligned}
\mu_{(\underline{S} E)^{\prime}}(\underline{g}(w) \underline{g}(z)) & =\left(\mu_{\underline{R} V}(w) \wedge \mu_{\underline{R} V}(z)\right)-\mu_{(\underline{S} E)}(w z) \\
\mu_{(\underline{S} E)}(w z) & =\left(\mu_{\underline{R} V}(w) \wedge \mu_{\underline{R} V}(z)\right)-\mu_{(\underline{S} E)}(w z) \\
\sum_{w, z \in V^{*}} \mu_{(\underline{S} E)}(w z) & =\sum_{w, z \in V^{*}}\left(\mu_{\underline{R} V}(w) \wedge \mu_{\underline{R} V}(z)\right)-\sum_{w, z \in V^{*}} \mu_{(\underline{S} E)}(w z) \\
2 \sum_{w, z \in V^{*}} \mu_{(\underline{S} E)}(w z) & =\sum_{w, z \in V^{*}}\left(\mu_{\underline{R} V}(w) \wedge \mu_{\underline{R} V}(z)\right) \\
\sum_{w, z \in V^{*}} \mu_{(\underline{S} E)}(w z) & =\frac{1}{2} \sum_{w, z \in V^{*}}\left(\mu_{\underline{R} V}(w) \wedge \mu_{\underline{R} V}(z)\right) \\
\sigma_{(\underline{S} E)^{\prime}}(\underline{g}(w) \underline{g}(z)) & =\left(\sigma_{\underline{R} V}(w) \wedge \sigma_{\underline{R} V}(z)\right)-\sigma_{(\underline{S} E)}(w z) \\
\sigma_{(\underline{S} E)}(w z) & =\left(\sigma_{\underline{R} V}(w) \wedge \sigma_{\underline{R} V}(z)\right)-\sigma_{(\underline{S} E)}(w z) \\
\sum_{w, z \in V^{*}} \sigma_{(\underline{S} E)}(w z) & =\sum_{w, z \in V^{*}}\left(\sigma_{\underline{R} V}(w) \wedge \sigma_{\underline{R} V}(z)\right)-\sum_{w, z \in V^{*}} \sigma_{(\underline{S} E)}(w z) \\
2 \sum_{w, z \in V^{*}} \sigma_{(\underline{S} E)}(w z) & =\sum_{w, z \in V^{*}}\left(\sigma_{\underline{R} V}(w) \wedge \sigma_{\underline{R} V}(z)\right) \\
\sum_{w, z \in V^{*}} \sigma_{(\underline{S} E)}(w z) & =\frac{1}{2} \sum_{w, z \in V^{*}}\left(\sigma_{\underline{R} V}(w) \wedge \sigma_{\underline{R} V}(z)\right) \\
\lambda_{(\underline{S} E)^{\prime}}\left(\underline{g}_{(\underline{g}}(w) \underline{g}(z)\right) & =\left(\lambda_{\underline{R} V}(w) \vee \lambda_{\underline{R} V}(z)\right)-\lambda_{(\underline{S} E)}(w z) \\
\lambda_{(\underline{S} E)}(w z) & =\left(\lambda_{\underline{R} V}(w) \vee \lambda_{\underline{R} V}(z)\right)-\lambda_{(\underline{S} E)}(w z) \\
\sum_{w, z \in V^{*}} \lambda_{(\underline{S} E)}(w z) & =\sum_{w, z \in V^{*}}\left(\lambda_{\underline{R} V}(w) \vee \lambda_{\underline{R} V}(z)\right)-\sum_{w, z \in V^{*}} \lambda_{(\underline{S} E)}(w z) \\
2 \sum_{w, z \in V^{*}} \lambda_{(\underline{S} E)}(w z) & =\sum_{w, z \in V^{*}}\left(\lambda_{\underline{R} V}(w) \vee \lambda_{\underline{R} V}(z)\right) \\
\sum_{w, z \in V^{*}} \lambda_{(\underline{S} E)}(w z) & =\frac{1}{2} \sum_{w, z \in V^{*}}\left(\lambda_{\underline{R} V}(w) \vee \lambda_{\underline{R} V}(z)\right)
\end{aligned}
$$

Similarly, it can be shown that

$$
\begin{aligned}
\sum_{w, z \in V^{*}} \mu_{\bar{S} E}(w z) & =\frac{1}{2} \sum_{w, z \in V^{*}}\left(\mu_{\bar{R} V}(w) \wedge \mu_{\bar{R} V}(z)\right) \\
\sum_{w, z \in V^{*}} \sigma_{\overline{\bar{S}} E}(w z) & =\frac{1}{2} \sum_{w, z \in V^{*}}\left(\sigma_{\bar{R} V}(w) \wedge \sigma_{\bar{R} V}(z)\right) \\
\sum_{w, z \in V^{*}} \lambda_{\bar{S} E}(w z) & =\frac{1}{2} \sum_{w, z \in V^{*}}\left(\lambda_{\bar{R} V}(w) \vee \lambda_{\bar{R} V}(z)\right) .
\end{aligned}
$$

This completes the proof.

## 3. Application

Investment is a very good way of getting profit and wisely invested money surely gives certain profit. The most important factors that influence individual investment decision are: company's reputation, corporate earnings and price per share. In this application, we combine these factors into one factor, i.e. company's status in industry, to describe overall performance of the company. Let us consider an individual Mr. Shahid who wants to invest his money. For this purpose, he considers some private companies, which are Telecommunication company (TC), Carpenter company (CC), Real Estate business ( $R E$ ), Vehicle Leasing company $(V L)$, Advertising company $(A D)$, and Textile Testing company $(T T)$. Let $V^{*}=\{T C, C C, R E, V L, A D, T T\}$ be a set. Let $T$ be an equivalence relation defined on $V^{*}$ as follows:

$$
T=\left[\begin{array}{llllll}
1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1
\end{array}\right]
$$

Let $V=\{(T C, 0.3,0.4,0.1),(C C, 0.8,0.1,0.5),(R E, 0.1,0.2,0.6),(V L, 0.9,0.6,0.1),(A D, 0.2,0.5$, $0.2),(T T, 0.8,0.6,0.5)\}$ be a neutrosophic set on $V^{*}$ with three components corresponding to each company, which represents its status in the industry and $T V=(\underline{T} V, \bar{T} V)$ a rough neutrosophic set, where $\underline{T} V$ and $\bar{T} V$ are lower and upper approximations of $V$, respectively, as follows:

$$
\begin{aligned}
\underline{T} V= & \{(T C, 0.1,0.2,0.6),(C C, 0.8,0.1,0.5),(R E, 0.1,0.2,0.6),(V L, 0.8,0.6,0.5),(A D, \\
& 0.1,0.2,0.6),(T T, 0.8,0.6,0.5)\}, \\
\bar{T} V= & \{(T C, 0.3,0.5,0.1),(C C, 0.8,0.1,0.5),(R E, 0.3,0.5,0.1),(V L, 0.9,0.6,0.1),(A D, \\
& 0.3,0.5,0.1),(T T, 0.9,0.6,0.1)\} .
\end{aligned}
$$

be the set of edges and $S$ an equivalence relation on $E^{*}$ defined as follows:

$$
S=\left[\begin{array}{lllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

$$
\begin{aligned}
\text { Let } E= & \{((T C, C C), 0.1,0.1,01),((T C, A D), 0.1,0.2,0.1),((T C, R E), 0.1,0.2,0.1), \\
& ((C C, V L), 0.8,0.1,0.5),((C C, T T), 0.8,0.1,0.5),((A D, R E), 0.1,0.2,0.1), \\
& ((T T, V L), 0.8,0.6,0.1)\}
\end{aligned}
$$

be a neutrosophic set on $E^{*}$ which represents relationship between companies and $S E=(\underline{S} E, \bar{S} E)$ a rough neutrosophic relation, where $\underline{S} E$ and $\bar{S} E$ are lower and upper upper approximations of $E$, respectively, as follows:

$$
\begin{aligned}
\underline{S} E=\quad & \{((T C, C C), 0.1,0.1,0.1),((T C, A D), 0.1,0.2,0.1),((T C, R E), 0.1,0.2,0.1), \\
& ((C C, V L), 0.8,0.1,0.5),((C C, T T), 0.8,0.1,0.5),((A D, R E), 0.1,0.2,0.1), \\
& ((T T, V L), 0.8,0.6,0.1)\}, \\
\bar{S} E= & \{((T C, C C), 0.1,0.1,0.1),((T C, A D), 0.1,0.2,0.1),((T C, R E), 0.1,0.2,0.1), \\
& ((C C, V L), 0.8,0.1,0.5),((C C, T T), 0.8,0.1,0.5),((A D, R E) 0.1,0.2,0.1), \\
& ((T T, V L), 0.8,0.6,0.1)\} .
\end{aligned}
$$

Thus, $\underline{G}=(\underline{T} V, \underline{S} E)$ and $\bar{G}=(\bar{T} V, \bar{S} E)$ is a rough neutrosophic digraph as shown in Figure 14.


Figure 14. Rough neutrosophic digraph $G=(\underline{G}, \bar{G})$.

To find out the most suitable investment company, we define the score values

$$
S\left(v_{i}\right)=\sum_{v_{i} v_{j} \in E^{*}} \frac{T\left(v_{j}\right)+I\left(v_{j}\right)-F\left(v_{j}\right)}{3-\left(T\left(v_{i} v_{j}\right)+I\left(v_{i} v_{j}\right)-F\left(v_{i} v_{j}\right)\right)}
$$

where

$$
\begin{aligned}
T\left(v_{j}\right) & =\frac{T\left(v_{j}\right)+\bar{T}\left(v_{j}\right)}{2} \\
I\left(v_{j}\right) & =\frac{I\left(v_{j}\right)+\bar{I}\left(v_{j}\right)}{2} \\
F\left(v_{j}\right) & =\frac{F\left(v_{j}\right)+\bar{F}\left(v_{j}\right)}{2},
\end{aligned}
$$

and

$$
\begin{aligned}
T\left(v_{i} v_{j}\right) & =\frac{T\left(v_{i} v_{j}\right)+\bar{T}\left(v_{i} v_{j}\right)}{2} \\
I\left(v_{i} v_{j}\right) & =\frac{I\left(v_{i} v_{j}\right)+\bar{I}\left(v_{i} v_{j}\right)}{2} \\
F\left(v_{i} v_{j}\right) & =\frac{F\left(v_{i} v_{j}\right)+\bar{F}\left(v_{i} v_{j}\right)}{2}
\end{aligned}
$$

of each selected company and industry decision is $v_{k}$ if $v_{k}=\max _{i} S\left(v_{i}\right)$. By calculation, we have $S(T C)=0.4926, S(C C)=1.4038, S(R E)=0.0667, S(V L)=0.3833, S(A D)=0.1429$ and $S(T T)=1.3529$. Clearly, $C C$ is the optimal decision. Therefore, the carpenter company is selected to get maximum possible profit. We present our proposed method as an algorithm. This Algorithm 1 returns the optimal solution for the investment problem.

```
Algorithm 1 Calculation of Optimal decision
    Input the vertex set }\mp@subsup{V}{}{*}\mathrm{ .
    Construct an equivalence relation T on the set }\mp@subsup{V}{}{*}\mathrm{ .
    Calculate the approximation sets }\underline{T}V\mathrm{ and }\overline{T}V\mathrm{ .
    Input the edge set E*}\subseteq\mp@subsup{V}{}{*}\times\mp@subsup{V}{}{*}\mathrm{ .
    Construct an equivalence relation }S\mathrm{ on }\mp@subsup{E}{}{*}\mathrm{ .
    Calculate the approximation sets }\underline{S}E\mathrm{ and }\overline{S}E\mathrm{ .
    Calculate the score value, by using formula
```

$$
S\left(v_{i}\right)=\sum_{v_{i} v_{j} \in E^{*}} \frac{T\left(v_{j}\right)+I\left(v_{j}\right)-F\left(v_{j}\right)}{3-\left(T\left(v_{i} v_{j}\right)+I\left(v_{i} v_{j}\right)-F\left(v_{i} v_{j}\right)\right)} .
$$

The decision is $S\left(v_{k}\right)=\max _{v_{i} \in V^{*}} S\left(v_{i}\right)$.
If $v_{k}$ has more than one value, then any one of $S\left(v_{k}\right)$ may be chosen.

## 4. Conclusions and Future Directions

Neutrosophic sets and rough sets are very important models to handle uncertainty from two different perspectives. A rough neutrosophic model is a hybrid model which is made by combining two mathematical models, namely, rough sets and neutrosophic sets. This hybrid model deals with soft computing and vagueness by using the lower and upper approximation spaces. A rough neutrosophic set model gives more precise results for decision-making problems as compared to neutrosophic set model. In this paper, we have introduced the notion of rough neutrosophic digraphs. This research work can be extended to: (1) rough bipolar neutrosophic soft graphs; (2) bipolar neutrosophic soft rough graphs; (3) interval-valued bipolar neutrosophic rough graphs; and (4) neutrosophic soft rough graphs.
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## 1. Introduction

There are many real-life problems which are beyond a single expert. It is because of the need to involve a wide domain of knowledge. As a generalization of the intuitionistic fuzzy set, paraconsistent set and intuitionistic set, the neutrosophic logic and set is introduced by F. Smarandache [1] and it is a useful tool to deal with uncertainty in several social and natural aspects. Neutrosophy provides a foundation for a whole family of new mathematical theories with the generalization of both classical and fuzzy counterparts. In a neutrosophic set, an element has three associated defining functions such as truth membership function $(T)$, indeterminate membership function $(I)$ and false membership function $(F)$ defined on a universe of discourse $X$. These three functions are independent completely. The neutrosophic set has vast applications in various fields (see [2-6]).

In order to provide mathematical tool for dealing with negative information, Y. B. Jun, K. J. Lee and S. Z. Song [7] introduced the notion of negative-valued function, and constructed $\mathcal{N}$-structures. M. Khan, S. Anis, F. Smarandache and Y. B. Jun [8] introduced the notion of neutrosophic $\mathcal{N}$-structures, and it is applied to semigroups (see [8]) and BCK/BCI-algebras (see [9]). S. Z. Song, F. Smarandache and Y. B. Jun [10] studied a neutrosophic commutative $\mathcal{N}$-ideal in BCK-algebras. As well-known, $B C K$-algebras originated from two different ways: one of them is based on set theory, and another is from classical and non-classical propositional calculi (see [11]). The bounded commutative BCK-algebras are precisely MV-algebras. For MV-algebras, see [12]. The background of this study is displayed in the second section. In the third section, we introduce the notion of a neutrosophic positive implicative $\mathcal{N}$-ideal in $B C K$-algebras, and investigate several properties. We discuss relations between a neutrosophic $\mathcal{N}$-ideal and a neutrosophic positive implicative $\mathcal{N}$-ideal, and provide conditions for a
neutrosophic $\mathcal{N}$-ideal to be a neutrosophic positive implicative $\mathcal{N}$-ideal. We consider characterizations of a neutrosophic positive implicative $\mathcal{N}$-ideal. We establish an extension property of a neutrosophic positive implicative $\mathcal{N}$-ideal based on the negative indeterminacy membership function. Conclusions are provided in the final section.

## 2. Preliminaries

By a BCI-algebra we mean a set $X$ with a binary operation " $*$ " and a special element " 0 " in which the following conditions are satisfied:
(I) $((x * y) *(x * z)) *(z * y)=0$,
(II) $(x *(x * y)) * y=0$,
(III) $x * x=0$,
(IV) $x * y=y * x=0 \Rightarrow x=y$
for all $x, y, z \in X$. By a $B C K$-algebra, we mean a $B C I$-algebra $X$ satisfying the condition

$$
(\forall x \in X)(0 * x=0) .
$$

A partial ordering $\preceq$ on $X$ is defined by

$$
(\forall x, y \in X)(x \preceq y \Rightarrow x * y=0)
$$

Every $B C K / B C I$-algebra $X$ verifies the following properties.

$$
\begin{align*}
& (\forall x \in X)(x * 0=x)  \tag{1}\\
& (\forall x, y, z \in X)((x * y) * z=(x * z) * y) \tag{2}
\end{align*}
$$

Let $I$ be a subset of a $B C K / B C I$-algebra. Then $I$ is called an ideal of $X$ if it satisfies the following conditions.

$$
\begin{align*}
& 0 \in I  \tag{3}\\
& (\forall x, y \in X)(x * y \in I, y \in I \Rightarrow x \in I) \tag{4}
\end{align*}
$$

Let $I$ be a subset of a BCK-algebra. Then $I$ is called a positive implicative ideal of $X$ if the Condition (3) holds and the following assertion is valid.

$$
\begin{equation*}
(\forall x, y, z \in X)((x * y) * z \in I, y * z \in I \Rightarrow x * z \in I) . \tag{5}
\end{equation*}
$$

Any positive implicative ideal is an ideal, but the converse is not true (see [13]).
Lemma 1 ([13]). A subset I of a BCK-algebra $X$ is a positive implicative ideal of $X$ if and only if $I$ is an ideal of $X$ which satisfies the following condition.

$$
\begin{equation*}
(\forall x, y \in X)((x * y) * y \in I \Rightarrow x * y \in I) \tag{6}
\end{equation*}
$$

We refer the reader to the books $[13,14]$ for further information regarding BCK/BCI-algebras.
For any family $\left\{a_{i} \mid i \in \Lambda\right\}$ of real numbers, we define

$$
\bigvee\left\{a_{i} \mid i \in \Lambda\right\}:=\sup \left\{a_{i} \mid i \in \Lambda\right\}
$$

and

$$
\bigwedge\left\{a_{i} \mid i \in \Lambda\right\}:=\inf \left\{a_{i} \mid i \in \Lambda\right\} .
$$

We denote the collection of functions from a set $X$ to $[-1,0]$ by $\mathcal{F}(X,[-1,0])$. An element of $\mathcal{F}(X,[-1,0])$ is called a negative-valued function from $X$ to $[-1,0]$ (briefly, $\mathcal{N}$-function on $X$ ). An ordered pair $(X, f)$ of $X$ and an $\mathcal{N}$-function $f$ on $X$ is called an $\mathcal{N}$-structure (see [7]).

A neutrosophic $\mathcal{N}$-structure over a nonempty universe of discourse $X$ (see [8]) is defined to be the structure

$$
\begin{equation*}
X_{\mathbf{N}}:=\left\{\left.\frac{x}{\left(T_{N}(x), I_{N}(x), F_{N}(x)\right)} \right\rvert\, x \in X\right\} \tag{7}
\end{equation*}
$$

where $T_{N}, I_{N}$ and $F_{N}$ are $\mathcal{N}$-functions on $X$ which are called the negative truth membership function, the negative indeterminacy membership function and the negative falsity membership function, respectively, on $X$.

For the sake of simplicity, we will use the notation $X_{\mathbf{N}}$ or $X_{\mathbf{N}}:=\frac{X}{\left(T_{N}, I_{N}, F_{N}\right)}$ instead of the neutrosophic $\mathcal{N}$-structure in (7).

Recall that every neutrosophic $\mathcal{N}$-structure $X_{\mathbf{N}}$ over $X$ satisfies the following condition:

$$
(\forall x \in X)\left(-3 \leq T_{N}(x)+I_{N}(x)+F_{N}(x) \leq 0\right) .
$$

## 3. Neutrosophic Positive Implicative $\boldsymbol{\mathcal { N }}$-ideals

In what follows, let $X$ denote a BCK-algebra unless otherwise specified.

Definition 1 ([9]). Let $X_{\mathbf{N}}$ be a neutrosophic $\mathcal{N}$-structure over $X$. Then $X_{\mathbf{N}}$ is called a neutrosophic $\mathcal{N}$-ideal of $X$ if the following condition holds.

$$
(\forall x, y \in X)\left(\begin{array}{l}
T_{N}(0) \leq T_{N}(x) \leq \bigvee\left\{T_{N}(x * y), T_{N}(y)\right\}  \tag{8}\\
I_{N}(0) \geq I_{N}(x) \geq \wedge\left\{I_{N}(x * y), I_{N}(y)\right\} \\
F_{N}(0) \leq F_{N}(x) \leq \bigvee\left\{F_{N}(x * y), F_{N}(y)\right\}
\end{array}\right)
$$

Definition 2. A neutrosophic $\mathcal{N}$-structure $X_{\mathbf{N}}$ over $X$ is called a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$ if the following assertions are valid.

$$
\begin{align*}
& (\forall x \in X)\left(T_{N}(0) \leq T_{N}(x), I_{N}(0) \geq I_{N}(x), F_{N}(0) \leq F_{N}(x)\right),  \tag{9}\\
& (\forall x, y, z \in X)\left(\begin{array}{l}
T_{N}(x * z) \leq \bigvee\left\{T_{N}((x * y) * z), T_{N}(y * z)\right\} \\
I_{N}(x * z) \geq \wedge\left\{I_{N}((x * y) * z), I_{N}(y * z)\right\} \\
F_{N}(x * z) \leq \bigvee\left\{F_{N}((x * y) * z), F_{N}(y * z)\right\}
\end{array}\right) . \tag{10}
\end{align*}
$$

Example 1. Let $X=\{0,1,2,3,4\}$ be a BCK-algebra with the Cayley table in Table 1.
Table 1. Cayley table for the binary operation " $*$ ".

| * | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 0 | 0 | 1 | 0 |
| 2 | 2 | 2 | 0 | 2 | 0 |
| 3 | 3 | 3 | 3 | 0 | 3 |
| 4 | 4 | 4 | 4 | 4 | 0 |

Let

$$
X_{\mathbf{N}}=\left\{\frac{0}{(-0.9,-0.2,-0.7)}, \frac{1}{(-0.7,-0.6,-0.7)}, \frac{2}{(-0.5,-0.7,-0.6)}, \frac{3}{(-0.1,-0.4,-0.4)}, \frac{4}{(-0.3,-0.8,-0.2)}\right\}
$$

be a neutrosophic $\mathcal{N}$-structure over $X$. Then $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$.

If we take $z=0$ in (10) and use (1), then we have the following theorem.
Theorem 1. Every neutrosophic positive implicative $\mathcal{N}$-ideal is a neutrosophic $\mathcal{N}$-ideal.
The following example shows that the converse of Theorem 1 does not holds.
Example 2. Let $X=\{0, a, b, c\}$ be a BCK-algebra with the Cayley table in Table 2.
Table 2. Cayley table for the binary operation " $*$ ".

| $*$ | $\mathbf{0}$ | $\boldsymbol{a}$ | $\boldsymbol{b}$ | $\boldsymbol{c}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 |
| $a$ | $a$ | 0 | 0 | $a$ |
| $b$ | $b$ | $a$ | 0 | $b$ |
| $c$ | $c$ | $c$ | $c$ | 0 |

Let

$$
X_{\mathbf{N}}=\left\{\frac{0}{\left(t_{0}, i_{2}, f_{0}\right)}, \frac{a}{\left(t_{1}, i_{1}, f_{2}\right)}, \frac{b}{\left(t_{1}, i_{1}, f_{2}\right)}, \frac{c}{\left(t_{2}, i_{0}, f_{1}\right)}\right\}
$$

be a a neutrosophic $\mathcal{N}$-structure over $X$ where $t_{0}<t_{1}<t_{2}, i_{0}<i_{1}<i_{2}$ and $f_{0}<f_{1}<f_{2}$ in $[-1,0]$. Then $X_{\mathbf{N}}$ is a neutrosophic $\mathcal{N}$-ideal of $X$. But it is not a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$ since

$$
\begin{aligned}
& T_{N}(b * a)=T_{N}(a)=t_{1} \not \leq t_{0}=\bigvee\left\{T_{N}((b * a) * a), T_{N}(a * a)\right\}, \\
& I_{N}(b * a)=I_{N}(a)=i_{1} \nsupseteq i_{2}=\bigwedge\left\{I_{N}((b * a) * a), I_{N}(a * a)\right\},
\end{aligned}
$$

or

$$
F_{N}(b * a)=F_{N}(a)=f_{2} \not \leq f_{0}=\bigvee\left\{F_{N}((b * a) * a), F_{N}(a * a)\right\}
$$

Given a neutrosophic $\mathcal{N}$-structure $X_{\mathbf{N}}$ over $X$ and $\alpha, \beta, \gamma \in[-1,0]$ with $-3 \leq \alpha+\beta+\gamma \leq 0$, we define the following sets.

$$
\begin{aligned}
& T_{N}^{\alpha}:=\left\{x \in X \mid T_{N}(x) \leq \alpha\right\}, \\
& I_{N}^{\beta}:=\left\{x \in X \mid I_{N}(x) \geq \beta\right\}, \\
& F_{N}^{\gamma}:=\left\{x \in X \mid F_{N}(x) \leq \gamma\right\} .
\end{aligned}
$$

Then we say that the set

$$
X_{\mathbf{N}}(\alpha, \beta, \gamma):=\left\{x \in X \mid T_{N}(x) \leq \alpha, I_{N}(x) \geq \beta, F_{N}(x) \leq \gamma\right\}
$$

is the $(\alpha, \beta, \gamma)$-level set of $X_{\mathbf{N}}$ (see [9]). Obviously, we have

$$
X_{\mathbf{N}}(\alpha, \beta, \gamma)=T_{N}^{\alpha} \cap I_{N}^{\beta} \cap F_{N}^{\gamma}
$$

Theorem 2. If $X_{N}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$, then $T_{N}^{\alpha}, I_{N}^{\beta}$ and $F_{N}^{\gamma}$ are positive implicative ideals of $X$ for all $\alpha, \beta, \gamma \in[-1,0]$ with $-3 \leq \alpha+\beta+\gamma \leq 0$ whenever they are nonempty.

Proof. Assume that $T_{N}^{\alpha}, I_{N}^{\beta}$ and $F_{N}^{\gamma}$ are nonempty for all $\alpha, \beta, \gamma \in[-1,0]$ with $-3 \leq \alpha+\beta+\gamma \leq 0$. Then $x \in T_{N}^{\alpha}, y \in I_{N}^{\beta}$ and $z \in F_{N}^{\gamma}$ for some $x, y, z \in X$. Thus $T_{N}(0) \leq T_{N}(x) \leq \alpha, I_{N}(0) \geq$
$I_{N}(y) \geq \beta$, and $F_{N}(0) \leq F_{N}(z) \leq \gamma$, that is, $0 \in T_{N}^{\alpha} \cap I_{N}^{\beta} \cap F_{N}^{\gamma}$. Let $(x * y) * z \in T_{N}^{\alpha}$ and $y * z \in T_{N}^{\alpha}$. Then $T_{N}((x * y) * z) \leq \alpha$ and $T_{N}(y * z) \leq \alpha$, which imply that

$$
T_{N}(x * z) \leq \bigvee\left\{T_{N}((x * y) * z), T_{N}(y * z)\right\} \leq \alpha
$$

that is, $x * z \in T_{N}^{\alpha}$. If $(a * b) * c \in I_{N}^{\beta}$ and $b * c \in I_{N}^{\beta}$, then $I_{N}((a * b) * c) \geq \beta$ and $I_{N}(b * c) \geq \beta$. Thus

$$
I_{N}(a * c) \geq \bigwedge\left\{I_{N}((a * b) * c), I_{N}(b * c)\right\} \geq \beta
$$

and so $a * c \in I_{N}^{\beta}$. Finally, suppose that $(u * v) * w \in F_{N}^{\gamma}$ and $v * w \in F_{N}^{\gamma}$. Then $F_{N}((u * v) * w) \leq \gamma$ and $F_{N}(v * w) \leq \gamma$. Thus

$$
F_{N}(u * w) \leq \bigvee\left\{F_{N}((u * v) * w), F_{N}(v * w)\right\} \leq \gamma
$$

that is, $u * w \in F_{N}^{\gamma}$. Therefore $T_{N}^{\alpha}, I_{N}^{\beta}$ and $F_{N}^{\gamma}$ are positive implicative ideals of $X$.
Corollary 1. Let $X_{\mathbf{N}}$ be a neutrosophic $\mathcal{N}$-structure over $X$ and let $\alpha, \beta, \gamma \in[-1,0]$ be such that $-3 \leq$ $\alpha+\beta+\gamma \leq 0$. If $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$, then the nonempty $(\alpha, \beta, \gamma)$-level set of $X_{\mathbf{N}}$ is a positive implicative ideal of $X$.

Proof. Straightforward.
The following example illustrates Theorem 2.
Example 3. Let $X=\{0,1,2,3,4\}$ be a BCK-algebra with the Cayley table in Table 3.
Table 3. Cayley table for the binary operation " $*$ ".

| $\boldsymbol{*}$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 0 | 1 | 1 | 0 |
| 2 | 2 | 2 | 0 | 2 | 0 |
| 3 | 3 | 3 | 3 | 0 | 0 |
| 4 | 4 | 4 | 4 | 4 | 0 |

Let

$$
X_{\mathbf{N}}=\left\{\frac{0}{(-0.8,-0.3,-0.7)}, \frac{1}{(-0.7,-0.6,-0.4)}, \frac{2}{(-0.4,-0.4,-0.5)}, \frac{3}{(-0.3,-0.5,-0.6)}, \frac{4}{(-0.2,-0.9,-0.1)}\right\}
$$

be a neutrosophic $\mathcal{N}$-structure over $X$. Routine calculations show that $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of X. Then

$$
T_{N}^{\alpha}= \begin{cases}\varnothing & \text { if } \alpha \in[-1,-0.8) \\ \{0\} & \text { if } \alpha \in[-0.8,-0.7) \\ \{0,1\} & \text { if } \alpha \in[-0.7,-0.4) \\ \{0,1,2\} & \text { if } \alpha \in[-0.4,-0.3) \\ \{0,1,2,3\} & \text { if } \alpha \in[-0.3,-0.2) \\ X & \text { if } \alpha \in[-0.2,0]\end{cases}
$$

$$
I_{N}^{\beta}= \begin{cases}\varnothing & \text { if } \beta \in(-0.3,0] \\ \{0\} & \text { if } \beta \in(-0.4,-0.3] \\ \{0,2\} & \text { if } \beta \in(-0.5,-0.4] \\ \{0,2,3\} & \text { if } \beta \in(-0.6,-0.5] \\ \{0,1,2,3\} & \text { if } \beta \in(-0.9,-0.6] \\ X & \text { if } \beta \in[-1,-0.9]\end{cases}
$$

and

$$
F_{N}^{\gamma}= \begin{cases}\varnothing & \text { if } \gamma \in[-1,-0.7) \\ \{0\} & \text { if } \gamma \in[-0.7,-0.6) \\ \{0,3\} & \text { if } \gamma \in[-0.6,-0.5) \\ \{0,2,3\} & \text { if } \gamma \in[-0.5,-0.4) \\ \{0,1,2,3\} & \text { if } \gamma \in[-0.4,-0.1) \\ X & \text { if } \gamma \in[-0.1,0]\end{cases}
$$

which are positive implicative ideals of $X$.
Lemma 2 ([9]). Every neutrosophic $\mathcal{N}$-ideal $X_{\mathbf{N}}$ of $X$ satisfies the following assertions:

$$
\begin{equation*}
(x, y \in X)\left(x \preceq y \Rightarrow T_{N}(x) \leq T_{N}(y), I_{N}(x) \geq I_{N}(y), F_{N}(x) \leq F_{N}(y)\right) \tag{11}
\end{equation*}
$$

We discuss conditions for a neutrosophic $\mathcal{N}$-ideal to be a neutrosophic positive implicative $\mathcal{N}$-ideal.

Theorem 3. Let $X_{\mathbf{N}}$ be a neutrosophic $\mathcal{N}$-ideal of $X$. Then $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$ if and only if the following assertion is valid.

$$
(\forall x, y \in X)\left(\begin{array}{l}
T_{N}(x * y) \leq T_{N}((x * y) * y)  \tag{12}\\
I_{N}(x * y) \geq I_{N}((x * y) * y) \\
F_{N}(x * y) \leq F_{N}((x * y) * y)
\end{array}\right)
$$

Proof. Assume that $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$. If $z$ is replaced by $y$ in (10), then

$$
\begin{aligned}
T_{N}(x * y) & \leq \bigvee\left\{T_{N}((x * y) * y), T_{N}(y * y)\right\} \\
& =\bigvee\left\{T_{N}((x * y) * y), T_{N}(0)\right\}=T_{N}((x * y) * y) \\
I_{N}(x * y) & \geq \bigwedge\left\{I_{N}((x * y) * y), I_{N}(y * y)\right\} \\
& =\bigwedge\left\{I_{N}((x * y) * y), I_{N}(0)\right\}=I_{N}((x * y) * y)
\end{aligned}
$$

and

$$
\begin{aligned}
F_{N}(x * y) & \leq \bigvee\left\{F_{N}((x * y) * y), F_{N}(y * y)\right\} \\
& =\bigvee\left\{F_{N}((x * y) * y), F_{N}(0)\right\}=F_{N}((x * y) * y)
\end{aligned}
$$

by (III) and (9).
Conversely, let $X_{\mathbf{N}}$ be a neutrosophic $\mathcal{N}$-ideal of $X$ satisfying (12). Since

$$
((x * z) * z) *(y * z) \preceq(x * z) * y=(x * y) * z
$$

for all $x, y, z \in X$, we have

$$
(\forall x, y, z \in X)\left(\begin{array}{l}
T_{N}(((x * z) * z) *(y * z)) \leq T_{N}((x * y) * z) \\
I_{N}(((x * z) * z) *(y * z)) \geq I_{N}((x * y) * z) \\
F_{N}(((x * z) * z) *(y * z)) \leq F_{N}((x * y) * z)
\end{array}\right)
$$

by Lemma 2. It follows from (8) and (12) that

$$
\begin{aligned}
T_{N}(x * z) & \leq T_{N}((x * z) * z) \\
& \leq \bigvee\left\{T_{N}(((x * z) * z) *(y * z)), T_{N}(y * z)\right\} \\
& \leq \bigvee\left\{T_{N}((x * y) * z), T_{N}(y * z)\right\} \\
I_{N}(x * z) & \geq I_{N}((x * z) * z) \\
& \geq \bigwedge\left\{I_{N}(((x * z) * z) *(y * z)), I_{N}(y * z)\right\} \\
& \geq \bigwedge\left\{I_{N}((x * y) * z), I_{N}(y * z)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
F_{N}(x * z) & \leq F_{N}((x * z) * z) \\
& \leq \bigvee\left\{F_{N}(((x * z) * z) *(y * z)), F_{N}(y * z)\right\} \\
& \leq \bigvee\left\{F_{N}((x * y) * z), F_{N}(y * z)\right\}
\end{aligned}
$$

Therefore $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$.
Lemma 3 ([9]). For any neutrosophic $\mathcal{N}$-ideal $X_{\mathbf{N}}$ of $X$, we have

$$
(\forall x, y, z \in X)\left(x * y \preceq z \Rightarrow\left\{\begin{array}{l}
T_{N}(x) \leq \bigvee\left\{T_{N}(y), T_{N}(z)\right\}  \tag{13}\\
I_{N}(x) \geq \bigwedge\left\{I_{N}(y), I_{N}(z)\right\} \\
F_{N}(x) \leq \bigvee\left\{F_{N}(y), F_{N}(z)\right\}
\end{array}\right) .\right.
$$

Lemma 4. If a neutrosophic $\mathcal{N}$-structure $X_{\mathbf{N}}$ over $X$ satisfies the condition (13), then $X_{\mathbf{N}}$ is a neutrosophic $\mathcal{N}$-ideal of $X$.

Proof. Since $0 * x \preceq x$ for all $x \in X$, we have $T_{N}(0) \leq T_{N}(x), I_{N}(0) \geq I_{N}(x)$ and $F_{N}(0) \leq F_{N}(x)$ for all $x \in X$ by (13). Note that $x *(x * y) \preceq y$ for all $x, y \in X$. It follows from (13) that $T_{N}(x) \leq \bigvee\left\{T_{N}(x * y), T_{N}(y)\right\}, I_{N}(x) \geq \wedge\left\{I_{N}(x * y), I_{N}(y)\right\}$, and $F_{N}(x) \leq \bigvee\left\{F_{N}(x * y), F_{N}(y)\right\}$ for all $x, y \in X$. Therefore $X_{\mathbf{N}}$ is a neutrosophic $\mathcal{N}$-ideal of $X$.

Theorem 4. For any neutrosophic $\mathcal{N}$-structure $X_{\mathbf{N}}$ over $X$, the following assertions are equivalent.
(1) $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$.
(2) $X_{\mathbf{N}}$ satisfies the following condition.

$$
((x * y) * y) * a \preceq b \Rightarrow\left\{\begin{array}{l}
T_{N}(x * y) \leq \bigvee\left\{T_{N}(a), T_{N}(b)\right\}  \tag{14}\\
I_{N}(x * y) \geq \wedge\left\{I_{N}(a), I_{N}(b)\right\} \\
F_{N}(x * y) \leq \bigvee\left\{F_{N}(a), F_{N}(b)\right\}
\end{array}\right.
$$

for all $x, y, a, b \in X$.

Proof. Suppose that $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$. Then $X_{\mathbf{N}}$ is a neutrosophic $\mathcal{N}$-ideal of $X$ by Theorem 1. Let $x, y, a, b \in X$ be such that $((x * y) * y) * a \preceq b$. Then

$$
\begin{aligned}
& T_{N}(x * y) \leq T_{N}(((x * y) * y)) \leq \bigvee\left\{T_{N}(a), T_{N}(b)\right\} \\
& I_{N}(x * y) \geq I_{N}(((x * y) * y)) \geq \bigwedge\left\{I_{N}(a), I_{N}(b)\right\} \\
& F_{N}(x * y) \leq F_{N}(((x * y) * y)) \leq \bigvee\left\{F_{N}(a), F_{N}(b)\right\}
\end{aligned}
$$

by Theorem 3 and Lemma 3.
Conversely, let $X_{\mathbf{N}}$ be a neutrosophic $\mathcal{N}$-structure over $X$ that satisfies (14). Let $x, a, b \in X$ be such that $x * a \preceq b$. Then $((x * 0) * 0) * a \preceq b$, and so

$$
\begin{aligned}
& T_{N}(x)=T_{N}(x * 0) \leq \bigvee\left\{T_{N}(a), T_{N}(b)\right\} \\
& I_{N}(x)=I_{N}(x * 0) \geq \bigwedge\left\{I_{N}(a), I_{N}(b)\right\} \\
& F_{N}(x)=F_{N}(x * y) \leq \bigvee\left\{F_{N}(a), F_{N}(b)\right\}
\end{aligned}
$$

Hence $X_{\mathbf{N}}$ is a neutrosophic $\mathcal{N}$-ideal of $X$ by Lemma 4. Since $((x * y) * y) *((x * y) * y) \preceq 0$, it follows from (14) and (9) that

$$
\begin{aligned}
& T_{N}(x * y) \leq \bigvee\left\{T_{N}((x * y) * y), T_{N}(0)\right\}=T_{N}((x * y) * y) \\
& I_{N}(x * y) \geq \bigwedge\left\{I_{N}((x * y) * y), I_{N}(0)\right\}=I_{N}((x * y) * y) \\
& F_{N}(x * y) \leq \bigvee\left\{F_{N}((x * y) * y), F_{N}(0)\right\}=F_{N}((x * y) * y)
\end{aligned}
$$

for all $x, y \in X$. Therefore $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$ by Theorem 3 .
Lemma 5 ([9]). Let $X_{\mathbf{N}}$ be a neutrosophic $\mathcal{N}$-structure over $X$ and assume that $T_{N}^{\alpha}, I_{N}^{\beta}$ and $F_{N}^{\gamma}$ are ideals of $X$ for all $\alpha, \beta, \gamma \in[-1,0]$ with $-3 \leq \alpha+\beta+\gamma \leq 0$. Then $X_{\mathbf{N}}$ is a neutrosophic $\mathcal{N}$-ideal of $X$.

Theorem 5. Let $X_{\mathbf{N}}$ be a neutrosophic $\mathcal{N}$-structure over $X$ and assume that $T_{N^{\prime}}^{\alpha} I_{N}^{\beta}$ and $F_{N}^{\gamma}$ are positive implicative ideals of $X$ for all $\alpha, \beta, \gamma \in[-1,0]$ with $-3 \leq \alpha+\beta+\gamma \leq 0$. Then $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$.

Proof. If $T_{N^{\prime}}^{\alpha} I_{N}^{\beta}$ and $F_{N}^{\gamma}$ are positive implicative ideals of $X$, then $T_{N}^{\alpha}, I_{N}^{\beta}$ and $F_{N}^{\gamma}$ are ideals of $X$. Thus $X_{\mathbf{N}}$ is a neutrosophic $\mathcal{N}$-ideal of $X$ by Lemma 5. Let $x, y \in X$ and $\alpha, \beta, \gamma \in[-1,0]$ with $-3 \leq \alpha+\beta+\gamma \leq 0$ such that $T_{N}((x * y) * y)=\alpha, I_{N}((x * y) * y)=\beta$ and $F_{N}((x * y) * y)=\gamma$. Then $(x * y) * y \in T_{N}^{\alpha} \cap I_{N}^{\beta} \cap F_{N}^{\gamma}$. Since $T_{N}^{\alpha} \cap I_{N}^{\beta} \cap F_{N}^{\gamma}$ is a positive implicative ideal of $X$, it follows from Lemma 1 that $x * y \in T_{N}^{\alpha} \cap I_{N}^{\beta} \cap F_{N}^{\gamma}$. Hence

$$
\begin{aligned}
& T_{N}(x * y) \leq \alpha=T_{N}((x * y) * y) \\
& I_{N}(x * y) \geq \beta=I_{N}((x * y) * y) \\
& F_{N}(x * y) \leq \gamma=F_{N}((x * y) * y)
\end{aligned}
$$

Therefore $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$ by Theorem 3 .

Lemma 6 ([9]). Let $X_{\mathbf{N}}$ be a neutrosophic $\mathcal{N}$-ideal of $X$. Then $X_{\mathbf{N}}$ satisfies the condition (12) if and only if it satisfies the following condition.

$$
(\forall x, y, z \in X)\left(\begin{array}{l}
T_{N}((x * z) *(y * z)) \leq T_{N}((x * y) * z),  \tag{15}\\
I_{N}((x * z) *(y * z)) \geq I_{N}((x * y) * z), \\
F_{N}((x * z) *(y * z)) \leq F_{N}((x * y) * z)
\end{array}\right)
$$

Corollary 2. Let $X_{\mathbf{N}}$ be a neutrosophic $\mathcal{N}$-ideal of $X$. Then $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$ if and only if $X_{\mathbf{N}}$ satisfies (15).

Proof. It follows from Theorem 3 and Lemma 6.
Theorem 6. For any neutrosophic $\mathcal{N}$-structure $X_{\mathbf{N}}$ over $X$, the following assertions are equivalent.
(1) $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$.
(2) $X_{\mathbf{N}}$ satisfies the following condition.

$$
((x * y) * z) * a \preceq b \Rightarrow\left\{\begin{array}{l}
T_{N}((x * z) *(y * z)) \leq \bigvee\left\{T_{N}(a), T_{N}(b)\right\}  \tag{16}\\
I_{N}((x * z) *(y * z)) \geq \wedge\left\{I_{N}(a), I_{N}(b)\right\} \\
F_{N}((x * z) *(y * z)) \leq \bigvee\left\{F_{N}(a), F_{N}(b)\right\}
\end{array}\right.
$$

for all $x, y, z, a, b \in X$.
Proof. Suppose that $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$. Then $X_{\mathbf{N}}$ is a neutrosophic $\mathcal{N}$-ideal of $X$ by Theorem 1. Let $x, y, z, a, b \in X$ be such that $((x * y) * z) * a \preceq b$. Using Corollary 2 and Lemma 3, we have

$$
\begin{aligned}
& T_{N}((x * z) *(y * z)) \leq T_{N}(((x * y) * z)) \leq \bigvee\left\{T_{N}(a), T_{N}(b)\right\} \\
& I_{N}((x * z) *(y * z)) \geq I_{N}(((x * y) * z)) \geq \bigwedge\left\{I_{N}(a), I_{N}(b)\right\} \\
& F_{N}((x * z) *(y * z)) \leq F_{N}(((x * y) * z)) \leq \bigvee\left\{F_{N}(a), F_{N}(b)\right\}
\end{aligned}
$$

for all $x, y, z, a, b \in X$.
Conversely, let $X_{\mathbf{N}}$ be a neutrosophic $\mathcal{N}$-structure over $X$ that satisfies (16). Let $x, y, a, b \in X$ be such that $((x * y) * y) * a \preceq b$. Then

$$
\begin{aligned}
& T_{N}(x * y)=T_{N}((x * y) *(y * y)) \leq \bigvee\left\{T_{N}(a), T_{N}(b)\right\} \\
& I_{N}(x * y)=I_{N}((x * y) *(y * y)) \geq \bigwedge\left\{I_{N}(a), I_{N}(b)\right\} \\
& F_{N}(x * y)=F_{N}((x * y) *(y * y)) \leq \bigvee\left\{F_{N}(a), F_{N}(b)\right\}
\end{aligned}
$$

by (III), (1) and (16). It follows from Theorem 4 that $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$.

Theorem 7. Let $X_{\mathbf{N}}$ be a neutrosophic $\mathcal{N}$-structure over $X$. Then $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$ if and only if $X_{\mathbf{N}}$ satisfies (9) and

$$
(\forall x, y, z \in X)\left(\begin{array}{l}
T_{N}(x * y) \leq \bigvee\left\{T_{N}(((x * y) * y) * z), T_{N}(z)\right\},  \tag{17}\\
I_{N}(x * y) \geq \bigwedge\left\{I_{N}(((x * y) * y) * z), I_{N}(z)\right\} \\
F_{N}(x * y) \leq \bigvee\left\{F_{N}(((x * y) * y) * z), F_{N}(z)\right\}
\end{array}\right)
$$

Proof. Assume that $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$. Then $X_{\mathbf{N}}$ is a neutrosophic $\mathcal{N}$-ideal of $X$ by Theorem 1, and so the condition (9) is valid. Using (8), (III), (1), (2) and (15), we have

$$
\begin{aligned}
T_{N}(x * y) & \leq \bigvee\left\{T_{N}((x * y) * z), T_{N}(z)\right\} \\
& =\bigvee\left\{T_{N}(((x * z) * y) *(y * y)), T_{N}(z)\right\} \\
& \leq \bigvee\left\{T_{N}(((x * z) * y) * y), T_{N}(z)\right\} \\
& =\bigvee\left\{T_{N}(((x * y) * y) * z), T_{N}(z)\right\} \\
I_{N}(x * y) & \geq \bigwedge\left\{I_{N}((x * y) * z), I_{N}(z)\right\} \\
& =\bigwedge\left\{I_{N}(((x * z) * y) *(y * y)), I_{N}(z)\right\} \\
& \geq \bigwedge\left\{I_{N}(((x * z) * y) * y), I_{N}(z)\right\} \\
& =\bigwedge\left\{I_{N}(((x * y) * y) * z), I_{N}(z)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
F_{N}(x * y) & \leq \bigvee\left\{F_{N}((x * y) * z), F_{N}(z)\right\} \\
& =\bigvee\left\{F_{N}(((x * z) * y) *(y * y)), F_{N}(z)\right\} \\
& \leq \bigvee\left\{F_{N}(((x * z) * y) * y), F_{N}(z)\right\} \\
& =\bigvee\left\{F_{N}(((x * y) * y) * z), F_{N}(z)\right\}
\end{aligned}
$$

for all $x, y, z \in X$. Therefore (17) is valid.
Conversely, if $X_{\mathbf{N}}$ is a neutrosophic $\mathcal{N}$-structure over $X$ satisfying two Conditions (9) and (17), then

$$
\begin{aligned}
& T_{N}(x)=T_{N}(x * 0) \leq \bigvee\left\{T_{N}(((x * 0) * 0) * z), T_{N}(z)\right\}=\bigvee\left\{T_{N}(x * z), T_{N}(z)\right\} \\
& I_{N}(x)=I_{N}(x * 0) \geq \bigwedge\left\{I_{N}(((x * 0) * 0) * z), I_{N}(z)\right\}=\bigwedge\left\{I_{N}(x * z), I_{N}(z)\right\} \\
& F_{N}(x)=F_{N}(x * 0) \leq \bigvee\left\{F_{N}(((x * 0) * 0) * z), F_{N}(z)\right\}=\bigvee\left\{F_{N}(x * z), F_{N}(z)\right\}
\end{aligned}
$$

for all $x, z \in X$. Hence $X_{\mathbf{N}}$ is a neutrosophic $\mathcal{N}$-ideal of $X$. Now, if we take $z=0$ in (17) and use (1), then

$$
\begin{aligned}
T_{N}(x * y) & \leq \bigvee\left\{T_{N}(((x * y) * y) * 0), T_{N}(0)\right\} \\
& =\bigvee\left\{T_{N}((x * y) * y), T_{N}(0)\right\}=T_{N}((x * y) * y), \\
I_{N}(x * y) & \geq \bigwedge\left\{I_{N}(((x * y) * y) * 0), I_{N}(0)\right\} \\
& =\bigwedge\left\{I_{N}((x * y) * y), I_{N}(0)\right\}=I_{N}((x * y) * y),
\end{aligned}
$$

and

$$
\begin{aligned}
F_{N}(x * y) & \leq \bigvee\left\{F_{N}(((x * y) * y) * 0), F_{N}(0)\right\} \\
& =\bigvee\left\{F_{N}((x * y) * y), F_{N}(0)\right\}=F_{N}((x * y) * y)
\end{aligned}
$$

for all $x, y \in X$. It follows from Theorem 3 that $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$.

Summarizing the above results, we have a characterization of a neutrosophic positive implicative $\mathcal{N}$-ideal.

Theorem 8. For a neutrosophic $\mathcal{N}$-structure $X_{\mathbf{N}}$ over $X$, the following assertions are equivalent.
(1) $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$.
(2) $X_{\mathbf{N}}$ is a neutrosophic $\mathcal{N}$-ideal of $X$ satisfying the condition (12).
(3) $X_{\mathbf{N}}$ is a neutrosophic $\mathcal{N}$-ideal of $X$ satisfying the condition (15).
(4) $X_{N}$ satisfies two conditions (9) and (17).
(5) $X_{\mathbf{N}}$ satisfies the condition (14).
(6) $X_{\mathbf{N}}$ satisfies the condition (3).

For any fixed numbers $\xi_{T}, \xi_{F} \in[-1,0), \xi_{I} \in(-1,0]$ and a nonempty subset $G$ of $X$, a neutrosophic $\mathcal{N}$-structure $X_{\mathrm{N}}^{G}$ over $X$ is defined to be the structure

$$
\begin{equation*}
X_{\mathbf{N}}^{G}:=\frac{X}{\left(T_{N}^{G}, I_{N}^{G}, F_{N}^{G}\right)}=\left\{\left.\frac{x}{\left(T_{N}^{G}(x), I_{N}^{G}(x), F_{N}^{G}(x)\right)} \right\rvert\, x \in X\right\} \tag{18}
\end{equation*}
$$

where $T_{N}^{G}, I_{N}^{G}$ and $F_{N}^{G}$ are $\mathcal{N}$-functions on $X$ which are given as follows:

$$
\begin{aligned}
& T_{N}^{G}: X \rightarrow[-1,0], x \mapsto \begin{cases}\xi_{T} & \text { if } x \in G, \\
0 & \text { otherwise, }\end{cases} \\
& I_{N}^{G}: X \rightarrow[-1,0], x \mapsto \begin{cases}\xi_{I} & \text { if } x \in G, \\
-1 & \text { otherwise },\end{cases}
\end{aligned}
$$

and

$$
F_{N}^{G}: X \rightarrow[-1,0], x \mapsto \begin{cases}\xi_{F} & \text { if } x \in G \\ 0 & \text { otherwise }\end{cases}
$$

Theorem 9. Given a nonempty subset $G$ of $X$, a neutrosophic $\mathcal{N}$-structure $X_{\mathbf{N}}^{G}$ over $X$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$ if and only if $G$ is a positive implicative ideal of $X$.

Proof. Assume that $G$ is a positive implicative ideal of $X$. Since $0 \in G$, it follows that $T_{N}^{G}(0)=\xi_{T} \leq T_{N}^{G}(x)$, $I_{N}^{G}(0)=\xi_{I} \geq I_{N}^{G}(x)$, and $F_{N}^{G}(0)=\xi_{F} \leq F_{N}^{G}(x)$ for all $x \in X$. For any $x, y, z \in X$, we consider four cases:

Case 1. $(x * y) * z \in G$ and $y * z \in G$,
Case 2. $(x * y) * z \in G$ and $y * z \notin G$,
Case 3. $(x * y) * z \notin G$ and $y * z \in G$,
Case 4. $(x * y) * z \notin G$ and $y * z \notin G$.
Case 1 implies that $x * z \in G$, and thus

$$
\begin{aligned}
& T_{N}^{G}(x * z)=T_{N}^{G}((x * y) * z)=T_{N}^{G}(y * z)=\xi_{T} \\
& I_{N}^{G}(x * z)=I_{N}^{G}((x * y) * z)=I_{N}^{G}(y * z)=\xi_{I} \\
& F_{N}^{G}(x * z)=F_{N}^{G}((x * y) * z)=F_{N}^{G}(y * z)=\xi_{F}
\end{aligned}
$$

Hence

$$
\begin{aligned}
& T_{N}^{G}(x * z) \leq \bigvee\left\{T_{N}^{G}((x * y) * z), T_{N}^{G}(y * z)\right\} \\
& I_{N}^{G}(x * z) \geq \bigwedge\left\{I_{N}^{G}((x * y) * z), I_{N}^{G}(y * z)\right\} \\
& F_{N}^{G}(x * z) \leq \bigvee\left\{F_{N}^{G}((x * y) * z), F_{N}^{G}(y * z)\right\}
\end{aligned}
$$

If Case 2 is valid, then $T_{N}^{G}(y * z)=0, I_{N}^{G}(y * z)=-1$ and $F_{N}^{G}(y * z)=0$. Thus

$$
\begin{aligned}
& T_{N}^{G}(x * z) \leq 0=\bigvee\left\{T_{N}^{G}((x * y) * z), T_{N}^{G}(y * z)\right\} \\
& I_{N}^{G}(x * z) \geq-1=\bigwedge\left\{I_{N}^{G}((x * y) * z), I_{N}^{G}(y * z)\right\} \\
& F_{N}^{G}(x * z) \leq 0=\bigvee\left\{F_{N}^{G}((x * y) * z), F_{N}^{G}(y * z)\right\}
\end{aligned}
$$

For the Case 3, it is similar to the Case 2.
For the Case 4, it is clear that

$$
\begin{aligned}
& T_{N}^{G}(x * z) \leq \bigvee\left\{T_{N}^{G}((x * y) * z), T_{N}^{G}(y * z)\right\} \\
& I_{N}^{G}(x * z) \geq \bigwedge\left\{I_{N}^{G}((x * y) * z), I_{N}^{G}(y * z)\right\} \\
& F_{N}^{G}(x * z) \leq \bigvee\left\{F_{N}^{G}((x * y) * z), F_{N}^{G}(y * z)\right\}
\end{aligned}
$$

Therefore $X_{\mathrm{N}}^{G}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$.
Conversely, suppose that $X_{N}^{G}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$. Then $\left(T_{N}^{G}\right)^{\frac{\xi_{T}}{2}}=G$, $\left(I_{N}^{G}\right)^{\frac{\xi_{I}}{2}}=G$ and $\left(F_{N}^{G}\right)^{\frac{\xi_{F}}{2}}=G$ are positive implicative ideals of $X$ by Theorem 2.

We consider an extension property of a neutrosophic positive implicative $\mathcal{N}$-ideal based on the negative indeterminacy membership function.

Lemma 7 ([13]). Let $A$ and $B$ be ideals of $X$ such that $A \subseteq B$. If $A$ is a positive implicative ideal of $X$, then so is $B$.
Theorem 10. Let

$$
X_{\mathbf{N}}:=\frac{X}{\left(T_{N}, I_{N}, F_{N}\right)}=\left\{\left.\frac{x}{\left(T_{N}(x), I_{N}(x), F_{N}(x)\right)} \right\rvert\, x \in X\right\}
$$

and

$$
X_{\mathbf{M}}:=\frac{X}{\left(T_{M}, I_{M}, F_{M}\right)}=\left\{\left.\frac{x}{\left(T_{M}(x), I_{M}(x), F_{M}(x)\right)} \right\rvert\, x \in X\right\}
$$

be neutrosophic $\mathcal{N}$-ideals of $X$ such that $X_{\mathbf{N}}(=, \leq,=) X_{\mathbf{M}}$, that is, $T_{N}(x)=T_{M}(x), I_{N}(x) \leq I_{M}(x)$ and $F_{N}(x)=F_{M}(x)$ for all $x \in X$. If $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$, then so is $X_{\mathbf{M}}$.

Proof. Assume that $X_{\mathbf{N}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$. Then $T_{N}^{\alpha}, I_{N}^{\beta}$ and $F_{N}^{\gamma}$ are positive implicative ideals of $X$ for all $\alpha, \beta, \gamma \in[-1,0]$ by Theorem 2. The condition $X_{\mathbf{N}}(=, \leq,=) X_{\mathbf{M}}$ implies that $T_{N}^{\xi_{T}}=T_{M}^{\xi_{T}}, I_{N}^{\xi_{I}} \subseteq I_{M}^{\xi_{I}}$ and $F_{N}^{\xi_{F}}=F_{M}^{\xi_{F}}$. It follows from Lemma 7 that $T_{M}^{\alpha}, I_{M}^{\beta}$ and $F_{M}^{\gamma}$ are positive implicative ideals of $X$ for all $\alpha, \beta, \gamma \in[-1,0]$. Therefore $X_{\mathbf{M}}$ is a neutrosophic positive implicative $\mathcal{N}$-ideal of $X$ by Theorem 5 .

## 4. Conclusions

The aim of this paper is to study neutrosophic $\mathcal{N}$-structure of positive implicative ideal in $B C K$-algebras, and to provide a mathematical tool for dealing with several informations containing uncertainty, for example, decision making problem, medical diagnosis, graph theory, pattern recognition, etc. As a more general platform which extends the concepts of the classic set and fuzzy set, intuitionistic fuzzy set and interval valued intuitionistic fuzzy set, F. Smarandache have developed neutrosophic set (NS) in [1,15]. In this manuscript, we have discussed the notion of a neutrosophic positive implicative $\mathcal{N}$-ideal in $B C K$-algebras, and investigated several properties. We have considered relations between a neutrosophic $\mathcal{N}$-ideal and a neutrosophic positive implicative $\mathcal{N}$-ideal. We have provided conditions for a neutrosophic $\mathcal{N}$-ideal to be a neutrosophic positive implicative $\mathcal{N}$-ideal, and considered characterizations of a neutrosophic positive implicative $\mathcal{N}$-ideal. We have established an extension property of a neutrosophic positive implicative $\mathcal{N}$-ideal based on the negative indeterminacy membership function.

Various sources of uncertainty can be a challenge to make a reliable decision. Based on the results in this paper, our future research will be focused to solve real-life problems under the opinions of experts in a neutrosophic set environment, for example, decision making problem, medical diagnosis etc. The future works also may use the study neutrosophic set theory on several related algebraic structures, $B L$-algebras, $M T L$-algebras, $R_{0}$-algebras, $M V$-algebras, $E Q$-algebras and lattice implication algebras etc.
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#### Abstract

Hough transform (HT) is a useful tool for both pattern recognition and image processing communities. In the view of pattern recognition, it can extract unique features for description of various shapes, such as lines, circles, ellipses, and etc. In the view of image processing, a dozen of applications can be handled with HT , such as lane detection for autonomous cars, blood cell detection in microscope images, and so on. As HT is a straight forward shape detector in a given image, its shape detection ability is low in noisy images. To alleviate its weakness on noisy images and improve its shape detection performance, in this paper, we proposed neutrosophic Hough transform (NHT). As it was proved earlier, neutrosophy theory based image processing applications were successful in noisy environments. To this end, the Hough space is initially transferred into the NS domain by calculating the NS membership triples (T, I, and F). An indeterminacy filtering is constructed where the neighborhood information is used in order to remove the indeterminacy in the spatial neighborhood of neutrosophic Hough space. The potential peaks are detected based on thresholding on the neutrosophic Hough space, and these peak locations are then used to detect the lines in the image domain. Extensive experiments on noisy and noise-free images are performed in order to show the efficiency of the proposed NHT algorithm. We also compared our proposed NHT with traditional HT and fuzzy HT methods on variety of images. The obtained results showed the efficiency of the proposed NHT on noisy images.


Keywords: Hough transform; fuzzy Hough transform; neutrosophy theory; line detection

## 1. Introduction

The Hough transform (HT), which is known as a popular pattern descriptor, was proposed in sixties by Paul Hough [1]. This popular and efficient shape based pattern descriptor was then introduced to the image processing and computer vision community in seventies by Duda and Hart [2]. The HT converts image domain features (e.g., edges) into another parameter space, namely Hough space. In Hough space, every points $\left(x_{i}, y_{i}\right)$ on a straight line in the image domain, corresponds a point $\left(\rho_{i}, \theta_{i}\right)$.

In the literature, there have been so many variations of Hough's proposal [3-14]. In [3], Chung et al. proposed a new HT based on affine transformation. Memory-usage efficiency was provided by proposed affine transformation, which was in the center of Chung's method. Authors targeted to detect the lines by using slope intercept parameters in the Hough space. In [4], Guo et al. proposed a methodology for an efficient HT by utilizing surround-suppression. Authors introduced a
measure of isotropic surround-suppression, which suppresses the false peaks caused by the texture regions in Hough space. In traditional HT, image features are voted in the parameter space in order to construct the Hough space. Thus, if an image has more features (e.g., texture), construction of the Hough space becomes computationally expensive. In [5], Walsh et al. proposed the probabilistic HT. Probabilistic HT was proposed in order to reduce the computation-cost of the traditional HT by using a selection step. The selection step in probabilistic HT approach just considered the image features that contributed the Hough space. In [6], Xu et al. proposed another probabilistic HT algorithm, called randomized HT. Authors used a random selection mechanism to select a number of image domain features in order to construct the Hough space parameters. In other words, only the hypothesized parameter set was used to increment the accumulator. In [7], Han et al. used the fuzzy concept in HT (FHT) for detecting the shapes in noisy images. FHT enables detecting shapes in noisy environment by approximately fitting the image features avoiding the spurious detected using the traditional HT. The FTH can be obtained by one-dimensional (1-D) convolution of the rows of the Hough space. In [8], Montseny et al. proposed a new FHT method where edge orientations were considered. Gradient vectors were considered to enable edge orientations in FHT. Based on the stability properties of the gradient vectors, some relevant orientations were taken into consideration, which reduced the computation burden, dramatically. In [9], Mathavan et al. proposed an algorithm to detect cracks in pavement images based on FHT. Authors indicated that due to the intensity variations and texture content of the pavement images, FHT was quite convenient to detect the short lines (cracks). In [10], Chatzis et al. proposed a variation of HT. In the proposed method, authors first split the Hough space into fuzzy cells, which were defined as fuzzy numbers. Then, a fuzzy voting procedure was adopted to construct the Hough domain parameters. In [11], Suetake et al. proposed a generalized FHT (GFHT) for arbitrary shape detection in contour images. The GFHT was derived by fuzzifying the vote process in the HT. In [12], Chung et al. proposed another orientation based HT for real world applications. In the proposed method, authors filtered out those inappropriate edge pixels before performing their HT based methodology. In [13], Cheng et al. proposed an eliminating- particle-swarm-optimization (EPSO) algorithm to reduce the computation cost of HT. In [14], Zhu et al. proposed a new HT for reducing the computation complexity of the traditional HT. The authors called their new method as Probabilistic Convergent Hough Transform (PCHT). To enable the HT to detect an arbitrary object, the Generalized Hough Transform (GHT) is the modification of the HT using the idea of template matching [15]. The problem of finding the object is solved by finding the model's position, and the transformation's parameter in GHT.

The theory of neutrosophy (NS) was introduced by Smarandache as a new branch of philosophy [16,17]. Different from fuzzy logic, in NS, every event has not only a certain degree of truth, but also a falsity degree and an indeterminacy degree that have to be considered independently from each other [18]. Thus, an event or entity $\{\mathrm{A}\}$ is considered with its opposite $\{\mathrm{Anti}-\mathrm{A}\}$ and the neutrality \{Neut-A\}. In this paper, we proposed a novel HT algorithm, namely NHT, to improve the line detection ability of the HT in noisy environments. Specifically, the neutrosophic theory was adopted to improve the noise consistency of the HT. To this end, the Hough space is initially transferred into the NS domain by calculating the NS memberships. A filtering mechanism is adopted that is based on the indeterminacy membership of the NS domain. This filter considers the neighborhood information in order to remove the indeterminacy in the spatial neighborhood of Hough space. A peak search algorithm on the Hough space is then employed to detect the potential lines in the image domain. Extensive experiments on noisy and noise-free images are performed in order to show the efficiency of the proposed NHT algorithm. We further compare our proposed NHT with traditional HT and FHT methods on a variety of images. The obtained results show the efficiency of the proposed NHT on both noisy and noise-free images.

The rest of the paper is structured as follows: Section 2 briefly reviews the Hough transform and fuzzy Hough transform. Section 3 describes the proposed method based on neutrosophic domain
images and indeterminacy filtering. Section 4 describes the extensive experimental works and results, and conclusions are drawn in Section 5.

## 2. Previous Works

In the following sub-sections, we briefly re-visit the theories of HT and FHT. The interested readers may refer to the related references for more details about the methodologies.

### 2.1. Hough Transform

As it was mentioned in the introduction section, HT is a popular feature extractor for image based pattern recognition applications. In other definitions, HT constructs a specific parameter space, called Hough space, and then uses it to detect the arbitrary shapes in a given image. The construction of the Hough space is handled by a voting procedure. Let us consider a line given in an image domain as;

$$
\begin{equation*}
y=k x+b \tag{1}
\end{equation*}
$$

where $k$ is the slope and $b$ is the intercept. Figure 1 depicts such a straight line with $\rho$ and $\theta$ in image domain. In Equation (1), if we replace $(k, b)$ with $(\rho, \theta)$, then we then obtain the following equation;

$$
\begin{equation*}
y=\left(-\frac{\cos \theta}{\sin \theta}\right) x+\frac{\rho}{\sin \theta} \tag{2}
\end{equation*}
$$



Figure 1. A straight line in an image domain.

If we re-write the Equation (2), as shown in Equation (3), the image domain data can be represented in the Hough space parameters.

$$
\begin{equation*}
\rho=x \cos \theta+y \sin \theta \tag{3}
\end{equation*}
$$

Thus, a point in the Hough space can specify a straight line in the image domain. After Hough transform, an image $I$ in the image domain is transferred into Hough space, which is denoted as $I_{\mathrm{HT}}$.

### 2.2. Fuzzy Hough Transform

Introducing fuzzy concept into HT is arisen due to the lines that are not straight in the image domain [19]. In other words, traditional HT only considers the pixels that align on a straight line and non-straight lines detection with HT becomes challenging. Non-straight lines generally occur due to the noise or discrepancies in pre-processing operations, such as thresholding or edge detection. FHT aims to alleviate this problem by applying a strategy. In this strategy, closer the pixel to any line contributes more to the corresponding accumulator array bin. As it was mentioned in [7], the application of the FHT can be achieved by two successive steps. In the first step, the traditional HT is applied to obtain
the Hough parameter space. In the second step, a 1-D Gaussian function is used to convolve the rows of the obtained Hough parameter space. The 1-D Gaussian function is given as following;

$$
f(t)=\left\{\begin{array}{r}
e^{-\frac{t^{2}}{\sigma^{2}}}, \text { if } t<R  \tag{4}\\
0, \text { otherwise }
\end{array}\right.
$$

where $R=\sigma$ defining the width of the 1-D Gaussian function.

## 3. Proposed Method

### 3.1. Neutrosophic Hough Space Image

An element in $N S$ is defined as: let $\mathrm{A}=\left\{A_{1}, A_{2}, \ldots, A_{m}\right\}$ as a set of alternatives in neutrosophic set. The alternative $A_{i}$ is $\left\{\mathrm{T}\left(A_{i}\right), \mathrm{I}\left(A_{i}\right), \mathrm{F}\left(A_{i}\right)\right\} / A_{i}$, where $\mathrm{T}\left(A_{i}\right), \mathrm{I}\left(A_{i}\right)$, and $\mathrm{F}\left(A_{i}\right)$ are the membership values to the true, indeterminate, and false set.

A Hough space image $I_{H T}$ is mapped into neutrosophic set domain, denoted as $I_{\mathrm{NHT}}$, which is interpreted using $T_{\mathrm{HT}}, I_{\mathrm{HT}}$, and $F_{\mathrm{HT}}$. Given a pixel $P(\rho, \theta)$ in $I_{\mathrm{HT}}$, it is interpreted as $P_{\mathrm{NHT}}(\rho, \theta)=\left\{T_{\mathrm{HT}}(\rho, \theta), I_{\mathrm{HT}}(\rho, \theta), F_{\mathrm{HT}}(\rho, \theta)\right\}$. $T_{\mathrm{HT}}(\rho, \theta), I_{\mathrm{HT}}(\rho, \theta)$, and $F_{\mathrm{HT}}(\rho, \theta)$ represent the memberships belonging to foreground, indeterminate set, and background, respectively [20-27].

Based on the Hough transformed value and local neighborhood information, the true membership and indeterminacy membership are used to describe the indeterminacy among local neighborhood as:

$$
\begin{gather*}
T_{\mathrm{HT}}(\rho, \theta)=\frac{g(\rho, \theta)-g_{\min }}{g_{\max }-g_{\min }}  \tag{5}\\
I_{\mathrm{HT}}(\rho, \theta)=\frac{G d(\rho, \theta)-G d_{\min }}{G d_{\mathrm{max}}-G d_{\min }}  \tag{6}\\
F_{\mathrm{HT}}(\rho, \theta)=1-T_{\mathrm{HT}}(\rho, \theta) \tag{7}
\end{gather*}
$$

where $g(\rho, \theta)$ and $G d(\rho, \theta)$ are the HT values and its gradient magnitude at the pixel of $P_{\mathrm{NHT}}(\rho, \theta)$ on the image $I_{\mathrm{NHT}}$.

### 3.2. Indeterminacy Filtering

A filter is defined based on the indeterminacy and is used to remove the effect of indeterminacy information for further segmentation, whose the kernel function is defined as follows:

$$
\begin{equation*}
G_{\mathrm{I}}(\rho, \theta)=\frac{1}{2 \pi \sigma_{\mathrm{I}}^{2}} \exp \left(-\frac{\rho^{2}+\theta^{2}}{2 \sigma_{\mathrm{I}}^{2}}\right) \tag{8}
\end{equation*}
$$

where $\sigma_{\mathrm{I}}$ is the standard deviation value where is defined as a function $f(\cdot)$ that is associated to the indeterminacy degree. When the indeterminacy level is high, $\sigma_{\mathrm{I}}$ is large and the filtering can make the current local neighborhood more smooth. When the indeterminacy level is low, $\sigma_{I}$ is small and the filtering takes a less smooth operation on the local neighborhood.

An indeterminate filtering is taken on $T_{\mathrm{HT}}(\rho, \theta)$ to make it more homogeneous.

$$
\begin{gather*}
T_{\mathrm{HT}}^{\prime}(\rho, \theta)=T_{\mathrm{HT}}(\rho, \theta) \oplus G_{I}(\mathrm{u}, \mathrm{v})=\sum_{v=\theta-m / 2}^{\theta+m / 2} \sum_{u=\rho-m / 2}^{\rho+m / 2} T_{\mathrm{HT}}(\rho-u, \theta-v) G_{I}(\mathrm{u}, \mathrm{v})  \tag{9}\\
G_{I}(u, \mathrm{v})=\frac{1}{2 \pi \sigma_{I}^{2}} \exp \left(-\frac{u^{2}+v^{2}}{2 \sigma_{I}^{2}}\right)  \tag{10}\\
\sigma_{I}(\rho, \theta)=f\left(I_{\mathrm{HT}}(\rho, \theta)\right)=a I_{\mathrm{HT}}(\rho, \theta)+b \tag{11}
\end{gather*}
$$

where $T^{\prime}{ }_{\mathrm{HT}}$ is the indeterminate filtering result, $a$ and $b$ are the parameters in the linear function to transform the indeterminacy level to standard deviation value.

### 3.3. Thresholding Based on Histogram in Neutrosophic Hough Image

After indeterminacy filtering, the new true membership set $T^{\prime}{ }_{\mathrm{HT}}$ in Hough space image become homogenous, and the clusters with high HT values become compact, which is suitable to be identified. A thresholding method is used on $T^{\prime}{ }_{\mathrm{HT}}$ to pick up the clustering with high HT values, which respond to the lines in original image domain. The thresholding value is automatic determined by the maximum peak on this histogram of the new Hough space image.

$$
T_{B W}(\rho, \theta)= \begin{cases}1 & T_{\mathrm{HT}}(\rho, \theta)>\mathrm{Th}_{\mathrm{HT}}  \tag{12}\\ & 0 \quad \text { otherwise }\end{cases}
$$

where $T h_{\mathrm{HT}}$ is the threshold value that is obtained from the histogram of $T^{\prime}{ }_{\mathrm{HT}}$.
In the binary image after thresholding, the object regions are detected and the coordinators of their center are identified as the parameters $(\rho, \theta)$ of the detected lines. Finally, the detected lines are found and recovered in the original images using the values of $\rho$ and $\theta$.

## 4. Experimental Results

In order to specify the efficiency of our proposed NHT, we conducted various experiments on a variety of noisy and noise-free images. Before illustration of the obtained results, we opted to show the effect of our proposed NHT on a synthetic image. All of the necessary parameters for NHT were fixed in the experiments where the sigma parameter and the window size of the indeterminacy filter were chosen as 0.5 and 7, respectively. The value of $a$ and $b$ in Equation (11) are set as 0.5 by the trial and error method.

In Figure 2, a synthetic image, its NS Hough space, detected peaks on NS Hough space and the detected lines illustration are illustrated below.

As seen in Figure 2a, we constructed a synthetic image, where four dotted lines were crossed in the center of image. The lines are designed not to be perfectly straight in order to test the proposed NHT. Figure $2 b$ shows the NS Hough space of the input image. As seen in Figure 2b, each image point in the image domain corresponds to a sinus curve in NS Hough space, and the intersections of these sinus curves indicate the straight lines in the image domain. The intersected curves regions, as shown in Figure 2b, were detected based on the histogram thresholding method and the exact location of the peaks was determined by finding the center of the region. The obtained peaks locations are shown in Figure 2c. The obtained peak locations were then converted to lines and the detected lines were superimposed in the image domain, as shown in Figure 2d.

We performed the above experiment one more time when the input synthetic image was corrupted with noise. With this experiment, we can investigate the behavior of our proposed NHT on noisy images. To this end, the input synthetic image was degraded with a $10 \%$ salt \& pepper noise. The degraded input image can be seen in Figure 3a. The corresponding NS Hough space is depicted in Figure 3b. As seen in Figure 3b, the NS Hough space becomes denser when compared with the Figure 2b, because the all of the noise points contributed the NS Hough space. The thresholded the NS Hough space is illustrated in Figure 3c, where four peaks are still visible. Finally, as seen in Figure 3d, the proposed method can detect the four lines correctly in a noisy image. We further experimented on some noisy and noise-free images, and the obtained results were shown in Figure 4. While the images in the Figure 4a column show the input noisy and noise-free images, in Figure 4b column, we give the obtained results. As seen in the results, the proposed NHT is quite effective for both noisy and noise-free images. All of the lines were detected successfully. In addition, as shown in the first row of Figure 4, the proposed NHT could detect the lines that were not straight perfectly.


Figure 2. Application of the neutrosophic Hough transform (NHT) on a synthetic image, (a) input synthetic image; (b) neutrosophy (NS) Hough space; (c) Detected peaks in NS Hough space; and, (d) Detected lines.


Figure 3. Application of the NHT on a noisy synthetic image, (a) input noisy synthetic image; (b) NS Hough space; (c) Detected peaks in NS Hough space; and, (d) Detected lines.


Figure 4. Application of the NHT on a noisy synthetic image, (a) input noisy and noise-free synthetic image; (b) Detected lines with proposed NHT.

As the proposed NHT was quite good in detection of the lines in both noise and noise-free synthetic images, we performed some experiments on gray scale real-world images. The obtained results were indicated in Figure 5. Six images were used and obtained lines were superimposed on the input images. As seen from the results, the proposed NHT yielded successful results. For example, for the images of Figure 5a,c-f, the NHT performed reasonable lines. For the chessboard image (Figure 5b), only few lines were missed.

We further compared the proposed NHT with FHT and the traditional HT on a variety of noisy images and obtained results were given in Figure 6. The first column of Figure 6 shows the HT performance, the second column shows the FHT achievements, and final column shows the obtained results with proposed NHT.


Figure 5. Various experimental results for gray scale real-world images (a-f).

With visual inspection, the proposed method obtained better results than HT and FHT. Generally, HT missed one or two lines in the noisy environment. Especially for the noisy images that were given in the third row of Figure 6, HT just detected one line. FHT generally produced better results than HT. FHT rarely missed lines but frequently detected the lines in the noisy images due to its fuzzy nature. In addition, the detected lines with FHT were not on the ground-truth lines, as seen in first and second rows of Figure 6. NHT detected all of the lines in all noisy images that were given Figure 6. The detected lines with NHT were almost superimposed on the ground-truth lines as we inspected it visually. In order to evaluate the comparison results quantitatively, we computed the $F$-measure values for each method, which is defined as:

$$
\begin{equation*}
\text { F-measure }=\frac{2 \times(\text { precision } \times \text { recall })}{\text { precision }+ \text { recall }} \tag{13}
\end{equation*}
$$

where precision is the number of correct results divided by the number of all returned results. The recall is the number of correct results divided by the number of results that should have been returned.

To this end, the detected lines and the ground-truth lines were considered. A good line detector produces an F-measure percentage, which is close to $100 \%$, while a poor one produces an $F$-measure value that is closer to $0 \%$. As Figure 6 shows the comparison results, the corresponding F-measure values were tabulated in Table 1. As seen in Table 1, the highest average $F$-measure value was obtained by the proposed NHT method. The second highest average $F$-measure value was obtained by FHT. The worst $F$-measure values were produced by HT method.

Table 1. F-measure percentages for compared methods.

| Input Image | HT | FHT | NHT |
| :---: | :---: | :---: | :---: |
| First row (Figure 6) | 81.09 | 85.96 | 89.50 |
| Second row (Figure 6) | 71.87 | 86.75 | 98.28 |
| Third row (Figure 6) | 32.85 | 42.58 | 59.96 |
| Average | 61.94 | 71.76 | 82.58 |



Figure 6. Comparison of NHT with Hough transform (HT) and FHT on noisy images (a) HT results; (b) FHT results and (c) NHT results.

We also experimented on various noisy real-world images and compared the obtained results with HT and FHT achievements. The real-world images were degraded with a $10 \%$ salt \& pepper noise. The obtained results were given in Figure 7. The first, second, and third columns of Figure 7 show the HT, FHT, and NHT achievement, respectively. In addition, in the last column of Figure 7, the running times of each method for each image were given for comparison purposes.

As can be seen in Figure 7, the proposed NHT method is quite robust against noise and can able to find the most of the true lines in the given images. In addition, with a visual inspection, the proposed NHT achieved better results than the compared HT and FHT. For example, for the image, which is depicted in the first row of Figure 7, the NHT detected all of the lines. FHT almost detected the lines with error. However, HT only detected just one line and missed the other lines. Similar results were also obtained for the other images that were depicted in the second and third rows of the Figure 7.

In addition, for a comparison of the running times, it is seen that there is no significant differences between the compared methods running times.


Figure 7. Comparison of NHT with HT and FHT on noisy images (a) HT results; (b) FHT results; and, (c) NHT results.

## 5. Conclusions

In this paper, a novel Hough transform, namely NHT, was proposed, which uses the NS theory in voting procedure of the HT algorithm. The proposed NHT is quite efficient in the detection of the lines in both noisy and noise-free images. We compared the performance achievement of proposed NHT with traditional HT and FHT methods on noisy images. NHT outperformed in line detection on noisy images. In future works, we are planning to extend the NHT on more complex images, such natural images, where there are so many textured regions. In addition, Neutrosophic circular HT will be investigated in our future works.
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