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ABSTRACT 
 

Design principles of the interlocked antiphase oscillators 
in circadian clocks 

 
Md. Mamunur Rashid, Doctor of Philosophy 

Kyushu Institute of Technology, 2020 

Supervisor: Prof. Hiroyuki Kurata 

 

 

In system biology, mathematical models have long tradition are used to understand complex 

biological control processes/ systems, for example, circadian clock oscillatory mechanism. 

Circadian rhythms (~24 hour) is ubiquitous in almost the living species ranging from 

mammals to cyanobacteria shows the robustness of key oscillatory features such as the phase, 

period and amplitude against external and internal variations. These autonomous oscillations 

are formed by the complex interactions of the interactive molecules. A transcriptional-

translational feedback loop is typically characterized as a common principle for this 

sustained oscillations.  

 

Recently studies, it has broadly been established that the robustness of biochemical 

oscillators, like the Drosophila circadian clocks, can be generated by interlocked 

transcriptional-translational feedback loops, where two negative feedback loops are coupled 

through mutual activations. The mechanisms by which such coupling protocols have 

survived out of many possible protocols remain to be revealed. To address this question, we 
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investigated two distinct coupling protocols: activator-coupled oscillators (ACO) and 

repressor-coupled oscillators (RCO).  

 

We focused on the two coupling parameters: coupling dissociation constant and coupling 

time delay. Interestingly, the ACO was able to produce anti-phase or morning-evening 

cycles, whereas the RCO produced in-phase ones. Deterministic and stochastic analyses 

demonstrated that the anti-phase ACO provided greater fluctuations in amplitude not only 

with respect to changes in coupling parameters but also to random parameter perturbations 

than the in-phase RCO. Moreover, the ACO deteriorated the entrainability to the day-night 

master clock, whereas the RCO produced high entrainability. Considering that the real, 

interlocked feedback loops have evolved as the ACO, instead of the RCO, we first proposed 

a hypothesis that the morning-evening or anti-phase cycle is more essential for Drosophila 

than achieving the robustness and entrainability. 
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Preface 
 

 

This thesis is the final result of three years of continuous study on modeling of 

interconnected feedback oscillators in the circadian clock system. Motivated by the 

importance of a better understanding of the underlying nonlinear dynamics and robustness 

of circadian system, we designed and build two distinct coupling structures; the activator 

coupled oscillators (ACO), belong to Drosophila circadian system and the repressor coupled 

oscillators (RCO), a hypothetical one. We first demonstrate the mechanisms by which the 

real ACO protocols have survived out of many possible protocols by investigating this two 

distinct coupling protocols.  

The ACO was able to produce anti-phase or morning-evening cycles; the RCO produced in-

phase ones, while the ACO deteriorated the robustness of amplitude and period and the 

entrainability to the day-night master clock, compared with the RCO. These results lead to 

a hypothesis that the anti-phase cycle is more essential than achieving the robustness and 

entrainability. 
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CHAPTER 1  
BACKGROUND 

  
This chapter presents the groundwork for this study. It begins with the basic terminologies 

of system biology/ biochemistry related to this thesis. Then, some generality has been 

established about feedback loops on the basis of which dynamic mathematical models of 

interlocked feedback loops are formed. We discuss different biological oscillators applied 

for circadian analysis. Finally, we briefly discuss the importance/ scope of this research.  

 

1.1 The circadian clock and physiology 

The circadian (comes from Latin circa, meaning “about”, dian, meaning “day”) clock 

instinctively integrates with all forms of life, as evidence by its role in driving physiological 

rhythms; such as the sleep-wake cycle, body temperature, blood pressure, periodic heartbeat 

and hormone secretion (Figure 1.1).  This endogenous clock has a free running period 

approximately 24 hours that keep synchronized/ entrained the system with social cues (light) 

to maintain biological stability. Important properties of these clocks are autonomous means 

can persist even in the absence of extrinsic signals (light-dark) cycles. This indicates that the 

timekeeping mechanism of the circadian system is controlled by an internal clock, not by 

the external cycles. Recently, a growing number of studies have shown that metabolic 

diseases, abnormal sleep-wake cycles (e.g., Familial Advanced Sleep Phase Syndrome), and 
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mood disorders are highly associated with circadian clock disturbances (Xu, Toh et al. 2007, 

Chaix, Zarrinpar et al. 2014, Chung, Lee et al. 2014), emphasizing the clinical importance 

of understanding the molecular mechanisms of the circadian system (Zhang, Lahens et al. 

2014).  

 

Figure 1.1. A cartoon represents the physiological functions of various organs that are 

integrated by the circadian clock in mammals.  Circadian proteins listed in parentheses 

dictate which proteins have been implicated in regulating the process in question. If a protein 

is not listed, it does not imply that it is not involved, but that it has not yet been tested. Green 

arrows represent activation by the circadian protein while red one represent suppression. 
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The time shown on the clock is for illustrative purposes only. This figure is taken from 

(Richards and Gumz 2013). 

 

1.2 The molecular basis of the circadian clocks and comparisons 

The molecular mechanism responsible for generating circadian rhythms from cyanobacteria 

to mammals have been extensively studied in recent decades (Asgari‐Targhi and Klerman 

2019, Patke, Young et al. 2019), more details can be found in this review article (Asgari‐

Targhi and Klerman 2019). Naturally, circadian clocks orchestrate many biological 

processes to facilitate stability in physical and behavioral activities. Drosophila circadian 

rhythms arise from a general regulatory principle known as a negative feedback loop that is 

highly conserved with the molecular network of mammals (Patke, Young et al. 2019). 

Drosophila melanogaster is found to be a very well-known model organism for the 

investigation of the molecular nature of circadian clocks in chronobiology studies.  
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Figure 1.2. Comparison between the Drosophila and mammals circadian clock circuits. 

Oversimplified wiring diagram showing the interlocked transcriptional-translational 

feedback loop of the circadian clock network in Drosophila (A) and mammals (B). 

 

In Drosophila, it assumed that CYCLE (CYC) proteins are abundant in the cytoplasm, of 

which CLOCK (CLK) protein binds to CYC and forms a protein complex, CLK: CYC is a 

transcription factor. CLK: CYC, the heterodimer is formed to activate the transcription-

translational regulation of the target gene through two feedback loops. In the first “core” 

loop, the CLK/CYC target genes are period (per) and timeless (tim) (Allada, White et al. 

1998, Darlington, Wager-Smith et al. 1998, Rutila, Suri et al. 1998), and in the second 

“interlocked” loop the target genes are vrille (vri) and Pas Domain Protein 1 (Pdp1) (Cyran, 

Buchsbaum et al. 2003, Glossop, Houl et al. 2003).  

These positive and negative regulations are conserved in most cases in mammals where, 

CLK ortholog, CIRCADIAN LOCOMOTOR OUTPUT CYCLES KAPUT (CLOCK), 

forms a protein complex with the CYC ortholog BRAIN and MUSCLE ARNT-LIKE 

PROTEIN 1 (BMAL1) to form positive factors, whereas PER orthologs, PERIOD 

(PER1and PER2), form a heterodimer with CRYPTOCHROME (CRY1 and CRY2) instead 

of TIM to form the negative factor (Lowrey and Takahashi 2011). Both the CLK/CYC 

heterodimer and the CLOCK/BMAL1 heterodimer both are present at the main oscillatory 

circuits of Drosophila and mammals, respectively (Darlington, Wager-Smith et al. 1998, 

Leloup and Goldbeter 1998, Rutila, Suri et al. 1998).  

In the core loop the CLOCK/BMAL1 target genes are Per (Per1 & Per2) and Cry (Cry1 & 

Cry2), in the second loop their target genes are Rev-erbs and retinoid-related orphan 

receptors (Rors). The first feedback loop is similar in Drosophila and mammals, with the 
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PER/TIM complex repressing CLK/CYC transcription in Drosophila (Bae, Lee et al. 1998, 

Chang and Reppert 2003) and the PER/CRY complex repressing CLOCK/BMAL1 

transcription in mammals. In the second loop, PDPl activates Clk and VRI represses Clk in 

Drosophila, which is also similar to the case in mammals, as RORα activates Bmal1 and 

REV- ERBα represses Bmal1 (Figure 1.3) (Cyran, Buchsbaum et al. 2003, Glossop, Houl et 

al. 2003, Lowrey and Takahashi 2011, Chaix, Zarrinpar et al. 2014, Battogtokh and Tyson 

2018, Franco, Frenkel et al. 2018).  

Compared to these conserved features in Drosophila and mammals, insights into the 

Drosophila circadian clock will shed light on understanding mammals and human 

oscillations that could lead to beneficial treatments for circadian disorders and other related 

diseases. 

 

1.2.1 The Drosophila circadian oscillator 

Genetic studies in rhythmic locomotor activity and behavioral analyzes of drosophila 

discover molecular clock components that create two transcriptional response loops and are 

essential for maintaining biological time. Here I will discuss in detail the molecular 

mechanism of these two feedback loops. 

 

1.2.1.1 The core feedback loop 

In the core loop, also called per/tim loop, the transcription factors CLK-CYC activate the 

transcription of the per and tim during mid-day (Tataroglu and Emery 2014). Then, the PER 

and TIM begin to accumulate during the late afternoon/early evening and form a heterodimer 

as well (Gekakis, Saez et al. 1995, Zeng, Qian et al. 1996). During night, the accumulated 

level of PER-TIM protein complex binds CLK-CYC to inhibit their transcriptional activity, 
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and once PER and TIM are degraded early in the morning, the next round of CLK-CYC 

activation begins (Figure 1.3) (Hardin 2005, Allada and Chung 2010, Hardin 2011) . 

Another component of this loop is cryptochrome (cry), which encodes a photoreceptor to 

the clock systems. CRY protein accumulates during the dark phase and declines during the 

day, driven by environmental light cycles. CRY binds directly to TIM in a light-dependent 

manner, which commits TIM to degradation (Myers, Wager-Smith et al. 1996, Zeng, Qian 

et al. 1996).  

 

1.2.1.2 Interlocked feedback loop 

The interlocked transcriptional feedback loop is also regulated by the core feedback loop. 

Two CLK-CYC-dependent transcription factors, VRI and PDP1 mediate this second 

transcriptional feedback loop (Glossop, Lyons et al. 1999, Allada 2003, Cyran, Buchsbaum 

et al. 2003, Glossop, Houl et al. 2003).  

In this loop, the heterodimers CLK-CYC activate transcription of target genes vri and Pdp1. 

The VRI protein accumulates in phase with vri mRNA. As VRI level increases, thereby 

repressing Clk transcription (Cyran, Buchsbaum et al. 2003, Glossop, Houl et al. 2003) by 

completing the negative feedback loop. Besides with the negative feedback of VRI, PDP1 

positively promote the Clk transcription late at night, but is not essential for Clk activation 

(Figure 1.3) (Cyran, Buchsbaum et al. 2003, Yu, Zheng et al. 2009).  
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Figure 1.3. The interlocked feedback loops of the Drosophila clock. Two transcription 

feedback loops drive the Drosophila molecular clock. In the core 

loop, CLK-CYC directly activate transcription of per and tim. Inhibition of CLK-CYC 

activity is mediated by TIM/PER into the nucleus. In the second loop, CLK-CYC also 

activate vri and Pdp1ε transcription. Clk transcription is activated by unknown 

activator(s), and repressed by VRI, PDP1ε also plays a role on Clk transcription. 

Degradation of PER frees CLK-CYC to resume transcription of all the four target genes, 

thus restarting both loops simultaneously 

 

1.3 Basic terminologies  

To better understand circadian clock models, here, I have discussed here some basic 

concepts of biochemistry related to circadian oscillators. In the beginning, some concepts 

related to biochemical reactions that take place in the living organisms have discussed.  

Typically, the biochemical reactions take place by at least two or more input substances 

(known as reactants) to produce a third substance (known as the product). We list the basic 
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chemical reactions below associated with the designed models. In the following, we indicate 

the reactants components by A and B and the product component by C. 

  

1.3.1 Synthesis 

The term synthesis generally relates to the creation of something. It is a biochemical reaction 

where at least two or more input reactants interactions form a new component. In modeling, 

it is often termed as production. In particular, at the cellular levels, the molecular reactions 

by which a protein molecule produced from the messenger RNA (mRNA), called translation. 

This kind of reactions occurs in the cytoplasm. Likewise, the transcription processes where 

mRNA molecules synthesized. This process take place in the nucleus. Generally, a solid 

arrow ( ) is used to represent the synthesis reaction aspect.  For example, the transcription 

and translation processes can be expressed as:  

A   C.  

 

1.3.2 Degradation  

In the same synthesis process, degradation is another natural phenomenon in the molecular 

system, which is the opposite of synthesis. It is a molecular process by which an element is 

naturally eliminated or reduced by the influence of another element.  It is also known as 

decomposition. A degradation process is represented using the solid arrows pointing to the 

symbol  .  For example, if B is degraded, we can write this process as follow:   B   

 

1.3.3 Regulation by activation 

The activation regulatory process is importantly found in many interactive regulatory 

systems, for example, the circadian clock networks (Dubowy and Sehgal 2017, Jagannath, 
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Taylor et al. 2017). The activation process occurs when certain elements interact/bind to 

increase the control of a molecular process. This activation regulation can occur both on the 

synthesis/ degradation reactions.    

For example, if an activation mechanism is involved in the synthesis process, the overall 

result will be an accumulation of increased amounts of the corresponding components, 

which is termed as a positive regulatory effect. However, if the process activates the 

degradation of a component, it definitely accelerates the reduction of the accumulation of 

the corresponding components and is termed as a negative regulatory effect. Generally, a 

regulatory activation effect is represented by the solid arrow lines on the component/process 

that is activated. For an illustration, see Figure 1.4. 

       

1.3.4 Regulation by inhibition 

Like activation regulation, inhibition mechanism plays a central role in biological negative 

feedback loops for producing oscillation. This process embedded a repressor effect on 

specific molecular reactions for a particular component.  

For example, if a repression mechanism is involved in the synthesis (production) process, 

the overall result will be a reduced/delayed accumulation of the corresponding components, 

which is termed as a negative regulatory effect. Conversely, when the inhibitory process is 

integrated into the degradation response, it slows down the degradation process and leads to 

an increased accumulation of certain elements. In this case, it is called a positive regulatory 

effect. Generally, a regulatory inhibition effect is represented by lines with blunt ends on the 

component/process that is inhibited. For an illustration, see Figure 1.4. 
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Figure 1.4. A cartoon of activation/ inhibition regulatory processes. A; B and C are the 

interacting molecular elements. The solid lines with arrow or blunt ends indicate the 

activation or inhibition process respectively. The product C is created through the synthesis 

reaction from reactant A. This process is activated (or enhanced) by B on the left panel, and 

inhibited (or suppressed) by B on the right panel.  

 

1.3.5 Kinetic of negative and positive effect 

The time course evaluation of the biochemical network models presented in this dissertation 

modeled using the non-linear ODE models. These regulatory systems were defined here in 

a similar functional framework. For modeling purposes, if no regulatory effect is involved 

in a molecular process, it is modeled using linear functions, otherwise, Hill-type modeling 

was employed to explain the control effects. In particular, at the cellular level, the positive 

and negative regulations for the molecular process are clearly distinguished below: 

The positive regulation effect can be defined as: 

                       ( )
n

n n

Pf P
K P




                                             (1.1) 
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The negative regulation effect can be defined as: 

                    1( )
1

nf P
P
K


 

  
 

                                              (1.2) 

Here, P denotes proteins, K is an activation threshold, and n is Hill coefficients of the 

activation (positive regulation) / inhibition (negative regulations), respectively. 

 

1.4 Feedback loops 

In biochemical networks, especially in complex molecular circuits of circadian clocks, it is 

important to find regulatory mechanisms to investigate the effects of specific chemical 

reactions that occur as a result of sequential occurrences (e.g., protein production cascade) 

on the system's components (olde Scheper, Klinkenberg et al. 1999, Leise and Moin 2007). 

This is especially true when the regulatory components influence the loss or increase of their 

own levels. These regulatory effects defined as Feedback loops. Typically, a feedback loop 

could be classified as positive or negative depending on their role in the regulation. 

 

1.4.1 Positive feedback loop 

In a biochemical system, when the outcome of a chemical process enhances/ promotes its 

own regulatory process, called the positive feedback system. In a positive feedback loop, an 

increment in one of the variables or processes can cause an increased response of another 

variable or process in the system. That means a positive feedback loop causes an increased 

accumulation of the components on which the positive regulation takes place. For more 

explanation, see Figure 1.5. 
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1.4.2 Negative feedback loop 

In a biochemical system, when the outcome of a chemical process inhibits/reduces its own 

development process, called the negative feedback regulatory system. In a negative feedback 

loop, the increment in one variable or process causes a decrease in the response of another 

variable or process. For more details, see Figure 1.5. 

 

Figure 1.5. A cartoon of two feedback loops. , 1,...,A C Cn , are the interacting chemical 

elements involved in the molecular process. A produces C1, which produces C2, and so on. 

The final product, Cn, regulates the effect of A closing the loop. The top panel exhibits a 

positive feedback loop. The bottom panel exhibits a negative feedback loop. 

 

1.5 Circadian clock features 

In order to accurately characterize the functionality of a circadian oscillator, at least the 

following key features need to be investigated as follows:  
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1.5.1 Phase difference 

Phase difference is defined as the synchronization state between coupled oscillators at a 

reference time point. The coupled oscillators with a phase difference of zero are called in-

phase oscillators; those with a phase difference of half a cycle anti-phase oscillators. The 

other oscillators are called out-phase ones.  

 

1.5.2 Robustness 

Robustness, the ability to successfully maintain the functionality of a system to perturbation, 

is an indispensable feature in cellular systems (Stelling, Gilles et al. 2004, Hafner, Koeppl 

et al. 2009). Circadian rhythms are self-sustained oscillations, and they always show a 

circadian time of about 24 hours, but not equal to 24 hours, defined as a free-running period 

in constant conditions. The period and amplitude of circadian oscillators is said to be robust 

if they exhibit very less deviations after perturbation to the external fluctuations 

(temperature) and internal noises.  

 

1.5.3 Zeitgeber 

Circadian rhythms respond to social cues (e.g., sunlight, temperature), often referred as 

zeitgeber ("time giver"). The light is considered to be the strongest zeitgeber for circadian 

rhythms which was recruited to account for the change of the day-night cycle and seasonal 

variation of the environment.  
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1.5.4 Entrainment  

Circadian rhythms show precise entrainment to 24-hour day-night external cycle (Abraham, 

Granada et al. 2010). Entrainment is an urgent property for adapting to a sudden variation 

in environment and to day-night environmental cycles (Komin, Murza et al. 2010, Pfeuty, 

Thommen et al. 2011). Thus, entrainment is a mechanism by which the zeitgeber can 

temporarily modify the endogenous (free-running) period of circadian rhythm regarding the 

variations of the environmental cycle. It synchronizes the internal circadian rhythm to 

external time cues. In mammals, the peripheral oscillators are also entrained by the SCN and 

exhibit synchronization of circadian oscillations during physiological events.  

 

1.6 Scope of the present study 

Circadian rhythms are integrated into all forms of life on earth. Robustness is the functional 

criterion of theses circadian clocks against external and internal fluctuations. Previous 

studies have identified “a transcriptional-translational negative feedback loop” as a key 

mechanism at core clock (per-tim) network that can produce robust circadian oscillations in 

constant condition, but inflexible with respect to various genetic and environmental 

perturbations (Ueda, Hagiwara et al. 2001, Stelling, Gilles et al. 2004, Maeda and Kurata 

2012). 

 

Several studies recently suggesting that interlocked feedback loop structures are conserved 

in a variety of organisms, including Drosophila and mammals, instead of a single negative 

feedback loop (Cheng, Yang et al. 2001, Cyran, Buchsbaum et al. 2003, Glossop, Houl et al. 

2003, Stoleru, Peng et al. 2004, Akman, Rand et al. 2010, Tataroglu and Emery 2014, 

Battogtokh and Tyson 2018).  Stelling et. al investigated the robustness of oscillatory 
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behaviors that are generated by complex feedback loops including dual (per-tim) feedback 

model (Stelling, Gilles et al. 2004). Maeda and Kurata further analyzed three coupled 

feedback loops: the dual feedback loop, semi-dual (Clk-cyc) feedback loop, and redundant 

feedback models, suggesting that the dual (per-tim) feedback loop provides a very robust 

and entrainable system (Maeda and Kurata 2012). Ueda et al. investigated the topology of 

two interlocked negative feedback loops including the Drosophila clock (Clk) gene 

expression, suggesting robust rhythmic expression (Ueda, Hagiwara et al. 2001). Smolen et. 

al have shown that directly interlocking positive and negative feedback loops can provide 

robust circadian oscillation to the parameter variations and fluctuations in Drosophila 

(Smolen, Baxter et al. 2002). Rand et. al has theoretically demonstrated that the complex 

interlocked loop structures increase the flexibility degree of the circadian clock network 

(Rand, Shulgin et al. 2006). Akman et.al. and Cheng et. al showed that greater flexibility 

caused by complex regulations improved the robustness of the Neurospora circadian clock’s 

behavior (Cheng, Yang et al. 2001, Akman, Rand et al. 2010). Yan et. al showed that an 

increased intensity ratio of interlocked feedback loops ensures the robustness of human 

circadian period (Yan, Shi et al. 2014). Such coupled oscillators show entrainment to 

changes in temperature cycles and day-night environmental cycles (Ruoff, Christensen et al. 

2005, Takeuchi, Hinohara et al. 2007, Pfeuty, Thommen et al. 2011).  

 

All of these models produce robust oscillation properties that could explain many 

experimental results including mutant phenotypes.  However, these models ignore important 

coupling protocols that are crucial for investigating the intracellular communication 

mechanism, as well as robustness between interconnected oscillators. Since the interlocked 

feedback loops have hardly been investigated in terms of coupling protocols, it raises a 
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critical question of how different coupling network affect oscillatory functions of phase 

difference, robustness of period and amplitude, and entrainment. 

To elucidate how the coupling protocol evolves in the interlocked feedback loops, in this 

thesis, we first designed two distinct models: the activator-coupled oscillators (ACO) and 

repressor-coupled oscillators (RCO). The ACO has the two negative feedback loops 

mutually coupled by activators; the RCO implemented the two feedback loops mutually 

coupled by repressors (Figure 3.1AB). The ACO model is used in the Drosophila circadian 

clocks (Cyran, Buchsbaum et al. 2003, Glossop, Houl et al. 2003). The RCO model is 

regarded as a reference or competitive model of the ACO, which was not seen in Drosophila 

circadian clocks. For the ACO and RCO models, we performed deterministic and stochastic 

analyses to characterize the phase difference, robustness of period and amplitude of the ACO 

and RCO, which lead to a design principle by which the Drosophila circadian clock evolves 

as the ACO instead of the RCO. 

 

1.7 Outline 

This thesis is outlined in five chapters: 

Chapter 1 focuses on the background of the study. The molecular basis of the circadian 

clock is well compared between Drosophila and mammals. This thesis gives some basic 

terminology of the biochemistry of the models investigated. In addition, various feedback 

loops and circadian clock features are briefly discussed.  

 

Chapter 2 describes in detail the different published dynamic models. The review models 

have been categorizing into the two-component systems including phase oscillator, Van der 
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Pol oscillatory model, and the explicit delay model, and the three-component model is well 

known as the molecular Goodwin oscillator listed in Table 2.1. Each section presents the 

most remarkable features of the models regarding to the oscillation analysis.  

 

Chapter 3 introduces two distinct interconnected coupled oscillators: the ACO and the RCO 

models that considered in this investigation. We employed subtle asymmetry kinetics in the 

systems to investigate the oscillation dynamics in terms of phase, period, and amplitude of 

the coupled oscillators using deterministic analyses. Deterministic analysis, reveals the two 

key parameters: coupling dissociation constant ( cK ) and coupling time-delay ( c ).  

 

Chapter 4 focuses on robustness properties of the interlocked models in the context of 

period, amplitude and phase difference. External and stochastic noises are embedded into 

the systems. The impact of extrinsic noise/ parameter uncertainty on period, amplitude and 

phase maintenance is addressed by parameter perturbations analysis of both single and 

multiparameter natures. The impact of molecular noise is approached through stochastic 

simulations performed with the Delayed Gillespie algorithm (DSSA). Results are presented 

in two sections.  

 

Chapter 5 discusses the role of network topology in terms of Entrainment/ Synchronization. 

With this purpose, a zeitgeber clock termed as master clock was employed to the endogenous 

clock network. We demonstrate that models of RCO type network possessing more robust 

entrainability than the network type ACO with respect to the key parameters.  
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CHAPTER 2  
THE DYNAMIC MODELS OF CIRCADIAN 

RHYTHMS 
 

In this chapter, we introduce various published dynamic models for circadian clock analysis.  

These published models have been categorizing into the two-component systems including 

phase oscillator, Van der Pol oscillatory model, and the explicit delay model, and the three-

component model is well known as the molecular Goodwin oscillator listed in Table 2.1. 

Each section presents the most remarkable features of the models regarding to the oscillation 

analysis. 

 

2.1 Introduction 

Circadian clocks (approximately 24 hours) are omnipresent from single to multi-cellular 

levels and communication between multiple cells gives rise to physiological and behavioral 

features at the cellular, tissue, and system levels (Ko and Takahashi 2006, Asgari‐Targhi 

and Klerman 2019). Mathematical modeling has a long tradition of studying and analyzing 

the complex physiological systems of circadian biology (Klotter 1960, Daan and Berde 

1978). Mathematical models are widely used to provide insight into circadian systems at 

multiple levels (i.e., organism, multi-cellular, cellular, molecular, genetic), to design new 

experiments, and to manipulate and control systems components in silico precisely that 
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cannot be easily achieved using in vivo and in vitro experimental methods for cost, time, or 

other reasons.   

With the advancement of biotechnology, molecular biological research has matured where 

molecular scientists have been extremely successful in isolating the molecular interactions 

responsible for creating different behaviors at the cellular level under different conditions. 

To develop a system of dynamic models, the molecular interactions obtained from these 

experiments are then clearly visualized in the form interconnected nodes and directed edges. 

These directed edges are used to represent the positive or negative regulatory process in 

molecular circuits. Further, these biochemical networks are converted into a sequence of 

biochemical kinetic measures representing genes, proteins, metabolites, and protein dimers 

in order to develop precise mathematical models using mass action kinetic laws. Analysis 

of the dynamic properties of this model provides a better understanding of how regulatory 

networks and biological systems treat them. For more understanding of molecular network 

and mathematical models, an excellent review will find here (Beersma 2005, Gonze 2011, 

Gonze 2011).    

Currently, the various molecular interactions that give rise to circadian oscillations are 

clearly identified and most mathematical models are been developed based on the molecular 

mechanism of expression of circadian genes. Nonlinear differential equations are very 

commonly used to build the mathematical models for circadian clocks, where each 

regulatory process follows either laws of mass action kinetics (Forger and Peskin 2003, Kim 

and Forger 2012) or both the mass action and enzyme kinetics (Leloup and Goldbeter 2003). 

These nonlinear systems are very suitable to convert into delayed models for investigating 

the impacts of delays in different regulatory process (Smolen, Baxter et al. 2001, Sriram and 
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Gopinathan 2004). These models are amenable to account the molecular noise effects on 

circadian clocks systems (Gonze, Halloy et al. 2002).   

 

2.2 Two variable systems  

In general, a two-variable model representing the properties of a biochemical oscillator must 

satisfy the following two conditions. The first is that the network must contain at least two 

molecular elements (e.g., cells, proteins, etc.). Indeed, models of single components with 

time-dependent systems are unable to generate oscillatory behaviors.  

Once the systems have satisfied the first condition, the second is to the inclusion of an 

autocatalytic process to produce a component of the systems (Tyson 2002). Note that, a two 

component models incorporating either an autocatalytic process or a negative feedback loop 

does not guarantee to produce sustained oscillatory behaviors (Caicedo-Casso, Kang et al. 

2015), thus it is essential either to include a time-delay process (Griffith 1968, Smolen, 

Baxter et al. 2001) or inclusion of both negative and positive feedback loops (Tyson 2002). 

Considering these limitations, a number of well-known mathematical models commonly 

designed to simulate various properties of circadian rhythms, are reviewed in Table 2.1, each 

with two variables excluding the molecular Goodwin models (Eq. 2.7-2.9). Didier Gonze 

classified and describes these models as amplitude-phase models, abstract models, and delay 

models, as mentioned in Table 2.1 (Gonze 2011).  

Phase oscillators, probably represent the simplest and most abstract class of models yet. 

The two important variables of these models are the amplitude r and the phase   of the 

oscillations. Since these variables very effective in describing any rhythm of observation (no 

need to specify the level of protein concentration), so the equations can independently 
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describe the oscillating dynamics of a given system, independently of the molecular details. 

Phase oscillatory models helped study entrainment (Roenneberg, Dragovic et al. 2005), 

behaviors of coupled oscillators (Rougemont and Naef 2006, Amdaoud, Vallade et al. 2007), 

phase response curves (Granada and Herzel 2009), or the interpretation of experimental data 

(Yang, Pando et al. 2010) in a generic sense. 

The van der Pol models are used to study the generic properties of circadian oscillators, 

originally developed in physics, where the model variables and parameters are indirectly 

related to molecular elements (Van der Pol 1960). These models widely applied to study 

resetting properties of mammalian circadian clocks (Forger, Jewett et al. 1999), investigating 

interactions between circadian oscillator and the cell growth (Gonze, Roussel et al. 2002), 

and synchronization of a population of circadian oscillators (Kunz and Achermann 2003).   

Delay oscillators are useful in modeling the behavioral dynamics of circadian oscillators if 

the actual kinetics of intermediary processes are not relevant or unknown (olde Scheper, 

Klinkenberg et al. 1999, Sriram and Gopinathan 2004). The oscillatory models with explicit 

delay reduce the complexity of the system (in terms of models variable), yet maintain 

richness of dynamic behaviors (Novák and Tyson 2008). 

 

2.3 Three variables systems  

Several generic bio-molecular models of biological oscillators were presented before the 

molecular bases were revealed (Goodwin 1965, Pavlidis 1967, Pavlidis and Kauzmann 

1969, Cummings 1975). The Goodwin model is probably the most famous one proposed in 

1965 (Goodwin 1965). The Goodwin model is an abstract representation of the three 

component based negative feedback loop ( X Y |Z X   ) oscillators, where the final 
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product Z suppresses the activation of X. Although a delayed negative loop is required 

regarding of self-sustained oscillation, it is not sufficient, Griffith demonstrated the 

importance of sufficiently high nonlinearity (Hill coefficient) to produce sustain oscillation 

(Griffith 1968).  

The transcription-translation negative feedback loop was first established in the early 1990s 

on the core of Drosophila and the Neurospora circadian clocks (Hardin, Hall et al. 1990, 

Aronson, Johnson et al. 1994). Later, Ruoff et al. investigated circadian properties including 

temperature compensation by redefining the Goodwin model, the X variable replaces by a 

clock gene mRNA, which then translated as protein Y and activates the production of 

transcriptional suppressor Z, which inhibits mRNA synthesis and completes the feedback 

loop (Ruoff and Rensing 1996). Goodwin published a summary of his model in 1997 

(Goodwin 1997), after which, this model and its modified visions are widely used to study 

the interesting fundamental features of the core network of circadian oscillators including 

Drosophila and mammals  (Ruoff, Vinsjevik et al. 1999, Ruoff, Loros et al. 2005, Leise and 

Moin 2007, Uriu and Tei 2019).  

 

Now a days molecular based models are constantly updated to account for the dynamics of 

newly discovered genes and proteins rules. These models include some of the 5 to 70 

variables, which stand for the concentration of genes and proteins.  The kinetics of these 

regulatory processes such as synthesis (transcription/translation), modification (various 

PTM), degradation, activation, suppression, and complex binding, etc. are based on standard 

chemical and enzyme dynamics. Typically, the Hill equations/ Michaelis-Menten kinetics 

are used to describe the activation/ inhibition process, which produces sufficient non-

linearity to systems (Alon 2019). Detailed molecular-based circadian clock models are 
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currently available for Drosophila (Leloup and Goldbeter 1998, Ueda, Hagiwara et al. 2001, 

Xie and Kulasiri 2007, Fathallah-Shaykh, Bona et al. 2009), mammals (Forger and Peskin 

2003, Leloup and Goldbeter 2003, Battogtokh and Tyson 2018), Arabidopsis (Locke, Millar 

et al. 2005, Locke, Kozma‐Bognár et al. 2006), and Neurospora (Smolen, Baxter et al. 

2001, Dovzhenok, Baek et al. 2015). 

Other theoretical analyses, including synchronization and coupling of the suprachiasmatic 

nucleus (SCN) circadian oscillators, have increasingly used the Goodwin oscillators (Gonze, 

Bernard et al. 2005). 

 

In addition to circadian oscillators, non-circadian oscillators (period less than 24 hours) have 

also been extensively studied through the recruitment of the Goodwin model, for example 

the Hes 1 oscillator (Lewis 2003, Soza-Ried, Öztürk et al. 2014). In particular, the choice of 

model approaches depends on the type of question that needs to be investigated. 

 

Table 2.1:  Types of mathematical models proposed for circadian clocks. This table is 

reproduce from (Gonze 2011).                                  

Model Class Example/ Mathematical forms 

 

Amplitude-Phase 

model 

 2 2( )dr r r
dt

                                             (2.1) 

d
dt


                                                            (2.2) 

 

Abstract model 

(Van der Pol) 

34
12 3

dX Y X X
dt




  
    

  
                    (2.3) 

224
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dY X
dt




                                            (2.4) 
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Delay model 
1 2

m
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                            (2.5) 

3 4
dP v M v P
dt

                                              (2.6) 

 

Where 

( )P P t    

Molecular Model 

(Goodwin) 
1 2

n

n n

dX Kk k X
dt K Z

 


                              (2.7) 

3 4
dY k X k Y
dt

                                              (2.8) 

5 6
dZ k Y k Z
dt

                                               (2.9) 

 

 

 

2.4 Summary 

In this chapter, we review several published mathematical models related to circadian clock 

analysis. To keep it simple and easy to understand, the models have discussed as ‘two’ and 

‘three’ variable systems that are popularly used in the area of oscillatory dynamics. A further 

tentative classification of these models, such as phase oscillator, Van der Pol oscillatory 

model, delay model, and the molecular Goodwin model are listed in Table 2.1. 
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CHAPTER 3  
MODELING THE INTERLOCKED NEGATIVE 

FEEDBACK LOOPS 

 
3.1 Introduction 

Circadian clocks are endogenous approximately 24-hour oscillators that regulate daily 

rhythms in metabolism, behavior, and physiology (Hardin 2005, Tataroglu and Emery 

2014), generated by various feedback loops (Cyran, Buchsbaum et al. 2003, Glossop, Houl 

et al. 2003, Kurata, Tanaka et al. 2007, Novák and Tyson 2008, Gonze 2011, Bhadra, 

Thakkar et al. 2017). Circadian oscillators can typically be characterized by phase 

differences, robustness of period and amplitude, and entrainability. Phase difference has 

been defined as the synchronization state between coupled oscillators at a reference time 

point. The coupled oscillators with a phase difference of zero are called in-phase oscillators; 

those with a phase difference of half a cycle anti-phase oscillators. The other oscillators are 

called out-phase ones. Robustness, the ability to successfully maintain the functionality of a 

system to perturbation, is an indispensable feature in cellular systems (Stelling, Gilles et al. 

2004, Hafner, Koeppl et al. 2009). If the key features of circadian clocks depend strongly on 

external fluctuations (temperature) and internal noises, they would not correctly predict a 

functional time. Robustness is the functional criterion of circadian clocks against external 

and internal fluctuations (Gonze, Halloy et al. 2002, Caicedo-Casso, Kang et al. 2015, 
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Hatakeyama and Kaneko 2015). Circadian rhythms show precise entrainment to 24-hour 

day-night external cycles (Abraham, Granada et al. 2010). Entrainment is an urgent property 

for adapting to a sudden variation in environment and to day-night environmental cycles 

(Komin, Murza et al. 2010, Pfeuty, Thommen et al. 2011).  

 

Molecular mechanisms by which the circadian clocks from mammal to cyanobacteria 

generate the robustness have extensively been studied (Smolen, Baxter et al. 2001, Stelling, 

Gilles et al. 2004, Gonze, Bernard et al. 2005, Tsai, Choi et al. 2008, Akman, Rand et al. 

2010, Kim, Shin et al. 2010, Pfeuty, Thommen et al. 2011). A transcriptional-translational 

negative feedback loop structure has been characterized as a general principle. It can provide 

robust oscillations in constant condition, but they are inflexible in a precise sense. Typically, 

simple negative feedback models alone cannot generate robustness with respect to various 

genetic and environmental perturbations (Ueda, Hagiwara et al. 2001, Stelling, Gilles et al. 

2004, Maeda and Kurata 2012). 

Many organisms including Drosophila (Cyran, Buchsbaum et al. 2003, Glossop, Houl et al. 

2003, Stoleru, Peng et al. 2004, Tataroglu and Emery 2014), Neurospora (Cheng, Yang et 

al. 2001, Akman, Rand et al. 2010) and mammals (Kim and Forger 2012, Battogtokh and 

Tyson 2018)  consist of multiple feedback loops. Such circadian clocks have intensively 

been investigated to understand some mechanisms by which different feedback loops are 

rationally designed for robustness. Stelling et. al investigated the robustness of oscillatory 

behaviors that are generated by complex feedback loops including dual (per-tim) feedback 

model (Stelling, Gilles et al. 2004). Maeda and Kurata further analyzed three coupled 

feedback loops: the dual feedback loop, semi-dual (Clk-cyc) feedback loop, and redundant 

feedback models, suggesting that the dual (per-tim) feedback loop provides a very robust 
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and entrainable system (Maeda and Kurata 2012). Ueda et al. investigated the topology of 

two interlocked negative feedback loops including the Drosophila clock (Clk) gene 

expression, suggesting robust rhythmic expression (Ueda, Hagiwara et al. 2001). Smolen et. 

al have shown that directly interlocking positive and negative feedback loops can provide 

robust circadian oscillation to the parameter variations and fluctuations in Drosophila 

(Smolen, Baxter et al. 2002). Interlocked feedback loops are well-known mechanisms, 

which exemplify the mutual interaction of the per-tim loop and Clk-cyc loop in Drosophila. 

Rand et. al has theoretically demonstrated that the complex interlocked loop structures 

increase the flexibility degree of the circadian clock network (Rand, Shulgin et al. 2006). 

Akman et.al. and Cheng et. al showed that greater flexibility caused by complex regulations 

improved the robustness of the Neurospora circadian clock’s behavior (Cheng, Yang et al. 

2001, Akman, Rand et al. 2010). Yan et. al showed that an increased intensity ratio of 

interlocked feedback loops ensures the robustness of human circadian period (Yan, Shi et al. 

2014). Such coupled oscillators show entrainment to changes in temperature cycles and day-

night environmental cycles (Ruoff, Christensen et al. 2005, Takeuchi, Hinohara et al. 2007, 

Pfeuty, Thommen et al. 2011). All of these models produce robust oscillation properties that 

could explain many experimental results including mutant phenotypes.  However, these 

models ignore important coupling protocols that are crucial for investigating the intracellular 

communication mechanism between interconnected oscillators. 

The interlocked feedback loops can be distinguished in terms of choice of coupling 

regulators such as activator and repressor, which determines the protocols of how different 

regulators are efficiently combined. A variety of coupling protocols of multiple feedback 

loops would create different interlocked feedback loops. There are at least two typical 

methods to combine two negative feedback loops: use of mutual activation or mutual 
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repression. Note that mutual activation and repression protocols generate a positive feedback 

loop, which presents bistable memory or toggle switch (Gardner, Cantor et al. 2000). Both 

the protocols are suggested to provide a distinct functional difference in memory persistence 

(Hasan and Kurata 2017). Mutual activation protocol presented more enhanced bistable 

memory than the mutual repression (Hasan and Kurata 2017). Since the interlocked 

feedback loops have hardly been investigated in terms of coupling protocols, it raises a 

critical question of how the mutual activation and repression protocols affect oscillatory 

functions of phase difference, robustness of period and amplitude, and entrainment. 

 

To elucidate how the coupling protocol evolves in the interlocked feedback loops, in this 

chapter, we first designed two distinct models: the activator-coupled oscillators (ACO) and 

repressor-coupled oscillators (RCO). The ACO has the two negative feedback loops 

mutually coupled by activators; the RCO implemented the two feedback loops mutually 

coupled by repressors (Figure 3.1AB). The ACO model is used in the Drosophila circadian 

clocks (Cyran, Buchsbaum et al. 2003, Glossop, Houl et al. 2003). The RCO model is 

regarded as a reference or competitive model of the ACO, which was not seen in Drosophila 

circadian clocks. Note that the RCO is employed by the Delta-like1oscillatory gene 

expression system (Shimojo, Isomura et al. 2016). For the ACO and RCO models, we 

performed deterministic and stochastic (Chapter 4,5) analyses to characterize the phase 

difference, robustness of period and amplitude of the ACO and RCO, which lead to a design 

principle by which the Drosophila circadian clock evolves as the ACO instead of the RCO. 
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3.2 Biochemical network 

The Drosophila circadian clock implements the interlocked feedback loops that consists of 

two time-delay negative feedback loops of the per-tim and Clk loops, as shown in Figure 

3.1A. Both the loops are interconnected through the binding of PER:TIM and CLK:CYC, 

where the CLK:CYC activates the expression of the per-tim genes and vri gene (Allada 

2003, Glossop, Houl et al. 2003). In the per-tim loops, the PER:TIM sequesters CLC:CYC 

away from activating per and tim expressions. Consequently, PER:TIM represses the per 

and tim expressions. In the Clk loop, CLK:CYC activates vri expression (Glossop, Houl et 

al. 2003). VRI directly represses Clk expression (Glossop, Houl et al. 2003). CLK:CYC can 

be regarded as a repressor of Clk expression. Those two negative feedback loops are 

mutually activated at gene expression level. The CLK:CYC complex activates the 

expression of the per-tim genes. On the other hand, the PER:TIM complex sequesters 

CLK:CYC away from activating the synthesis of VRI that represses Clk expression (Allada 

2003, Glossop, Houl et al. 2003). Consequently, PER:TIM indirectly activates Clk gene 

expression. As shown in Figure 3.1AB, there are at least two types of coupled oscillators: 

one is the activator-coupled oscillator (ACO); the other the repressor-coupled oscillator 

(RCO). The Y1-Y2 oscillator stands for the per-tim feedback loop, and the Y3-Y4 oscillator 

represents the Clk feedback loop.  In the per-tim feedback loop, Y1 synthesis is activated by 

Y4 with coupling dissociation constant K3 and time delay 5 . Y3 synthesis is activated by Y2 

with K4 and 6 .   
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Figure 3.1 Biochemical networks of coupled oscillators and their dynamics. Two negative 

feedback oscillators are coupled through activators or repressors. (A) The activator-coupled 

oscillator (ACO) employs activators to connect two identical negative-feedback oscillators. 

(B) The repressor-coupled oscillator (RCO) employs repressors to connect two identical 

oscillators. The lines with arrows and blunt ends indicate activation and repression, 

respectively.  (C, D) The time course of the symACO (C) and symRCO (D) were simulated. 

Red lines denote Y1; green lines Y3.  

 

3.3 Mathematical models from biochemical networks 

Since time-delay is ubiquitous in gene transcription-translation regulation and signal 

transduction pathways (olde Scheper, Klinkenberg et al. 1999, Lema, Golombek et al. 2000, 

Smolen, Baxter et al. 2001, Zavala and Marquez-Lago 2014), the negative feedback loops 

of per-tim and Clk definitely include a time-delay mechanism. Typically the two-variable 
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system cannot produce sustained oscillations (Caicedo-Casso, Kang et al. 2015), thus it is 

essential to include a time-delay process (Griffith 1968, Smolen, Baxter et al. 2001). Time-

delay also plays a critical role in synchronization between the coupled feedback oscillators 

(Kim, Shin et al. 2010).  

 

3.3.1 The ACO model 

The ACO model consists of Y1, Y2, Y3 and Y4 proteins with arbitrary units (a. u.), in which 

Y1 and Y3 are considered as output components. The two negative feedback loops of Y1-Y2 

and Y3-Y4 include time delays 1 / 2  and 3 / 4 , respectively. They are mutually activated 

between Y2 and Y3 and between Y4 and Y1, respectively. As coupling parameters, we 

defined coupling dissociation constant K3 and K4 and coupling time-delays 5 and 6 . The 

Drosophila circadian clock corresponds to the ACO model (Bae, Lee et al. 1998, Glossop, 

Lyons et al. 1999, Cyran, Buchsbaum et al. 2003, Glossop, Houl et al. 2003). We employed 

time-delayed differential equations to construct the ACO and RCO. Hill-type equations were 

used to provide nonlinearity to gene expression regulations. The regulators were connected 

with the AND logic to the repressors of the negative feedback loops. The ACO model is 

formulated as four variables differential equations: 
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where the employed kinetic parameters are described in Table 3.1.  

 

3.3.2 The RCO model 
 

In the RCO, the two negative Y1-Y2 and Y3-Y4 feedback loops were mutually repressed 

between Y2 and Y3 and betweenY4 and Y1, respectively. In the same manner as the ACO, 

the RCO model is formulated as four-variable differential equations:  
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where the employed kinetic parameters are described in Table 3.1.  

 

3.4 Mathematical comparison  
 

Mathematical comparison has been carried to reveal particular functional differences 

between competitive biochemical networks (Alves and Savageau 2000, Kurosawa, 

Mochizuki et al. 2002, Kurata, Tanaka et al. 2007, Hasan and Kurata 2017). It is widely 

recognized that oscillatory systems depend on network structure and parameter values. To 

compare a specific function between the competing models, we focus on the regulations 

critically responsible for both the models, while fixing the other functions. In this study, we 

selected two critical parameters: coupling dissociation constant (KC=K3=K4) and coupling 
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time delay ( c = 5 = 6 ), while setting the oscillation period close to 24 h, to evaluate the 

phase difference, the robustness of period and amplitude, and entrainability to the day-night 

cycle. In the ACO and RCO, the two feedback loops are the same structure except for the 

coupling regulations. For simplicity, we set all their corresponding kinetic parameters to the 

same values (Table 3.1), which is called symmetric kinetics. In addition, we defined the 

subtle asymmetric kinetics by 10% changing degradation rate constant kd1 of the Y1-Y2 

loops, because the symmetric kinetics are unlikely to exist in real, interlocked feedback 

loops. The ACO with symmetric kinetics and the RCO with symmetric kinetics are named 

the symACO and symRCO, respectively. The ACO with subtle asymmetric kinetics and the 

RCO with subtle asymmetric kinetics are named asymACO and asymRCO, respectively. 

 

3.5 Simulation 
 

3.5.1 Time delay differential equation  

Since a transcriptional-translational process involves a time-delay event, we adopted time 

delay differential equations. Both the ACO (equations 3.1-3.4) and RCO (equations 3.5-3.8) 

equations are numerically integrated with delay differential equation solver ‘dde23’ 

(MATLAB R2018a, Mathworks). All computational analyses were carried out on 

MATLAB.  

 

3.5.2 Measure of the circadian key parameters 

The period and amplitude of the coupled oscillators are defined as: 

, ,( ) - ( 1)j top j topPeriod T i T i                                                (3.9) 

, ,( ) - ( )j top j bottomAmplitude Y i Y i                                  (3.10) 
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where j (=1,2,3,4) is the protein index, ,j topT  represents the top peak time of protein j, ,j topY

and ,j bottomY  indicate the top and bottom concentrations of protein  j, and i is the index of the 

sequential peaks. Phase difference between Y1 and Y3 is expressed at a particular time point 

as: 

1, 3,

1, 1,

( ) - ( )
 

( ) - ( 1)
top top

top top

T i T i
Phase difference

T i T i



         (3.11) 

In deterministic analysis, the top and bottom peak times were detected using the “findpeaks” 

build-in MATLAB function.  

 

Table 3.1: Parameter values for the ACO and RCO models 

Kinetic 

parameter 

                          Name Value 

ACO RCO 

3 4cK K K   Coupling dissociation constant  0.60 0.60 

5 6c     Coupling time delay 5 5 

b1=b2 Basal synthesis rate constant 0.01 0.01 

1 2k k  Synthesis rate constant 10 10 

1kd  Degradation rate constant 0.95 1.13  

2kd  Degradation rate constant 0.95 1.13  

1 2K K  Dissociation constant 1 1 

1 3   Time delay 5 5 

2 4   Time delay 5 5 

n Hill coefficient 2 2 
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3.6 Results 
 

3.6.1 Time course of the symACO and symRCO 

We simulated the deterministic dynamics of both the symACO and symRCO, as shown in 

Figure 3.2, where the corresponding kinetic parameters between the coupled oscillators are 

set to the same values. Both the models produced in-phase oscillations with a period of 24 

hours, while the ACO and RCO models provided low and high amplitudes of 3.26 (a.u.), 

and 8.51 (a.u.), respectively. 

Figure 3.2 Time course of the coupled oscillators: the symACO model and the symRCO 

model were simulated. The employed symmetry parameters are listed in Table 3.1.  

 

3.6.2 Coupled oscillator with subtle asymmetric kinetics 

Along with period and amplitude, the phase difference is a key feature of the coupled 

oscillators (Pfeuty, Thommen et al. 2011, Bordyugov, Abraham et al. 2015, Hatakeyama 

and Kaneko 2015). We perturbed the single parameter of degradation rate constant kd1 by 

10%, while setting the other corresponding parameter values to the same ones between the 

ACO and RCO, to construct the asymACO and the asymRCO. Interestingly, a very small 
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variation of kd1 readily changed the in-phase ACO into the anti-phase ACO (Figure 3.3A), 

while it did not cause any phase shift in the RCO (Figure 3.3C).  As shown in Figure 3.3B, 

D, both the ACO and RCO oscillated with a period of 24 hour and with a high amplitude. 

The asymACO readily oscillates with a higher amplitude than the symACO. 

 

Figure 3.3. Effect of single parameter perturbation on the phase difference between the 

coupled oscillators. To evaluate the phase shift between the coupled oscillators, we varied 

the value of degradation rate constant kd1, which gives subtle asymmetric kinetics to the 

ACO and RCO. The employed kinetic parameters are listed in Table 3.1. (A) The phase 

difference of asymACO. (B) The distinct anti-phase oscillators are produced when subtle 

asymmetric kinetics is given. (C) The phase difference of asymRCO. (D) The distinct in-

phase oscillators remain when a subtle asymmetric kinetics is given. 
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3.6.3 Effect of coupling time-delay and coupling dissociation constant on phase 

transition 

 
To understand how asymmetric kinetics reverses the phase of the ACO, we focused on the 

two key parameters, the coupling time delay ( c ) and coupling dissociation constant ( cK ), 

and simulated the oscillatory features of both the asymACO and asymRCO, as shown in 

Figure 3.4. Both of them provided two distinct phases, depending on the two coupling 

parameters (Figure 3.4 AD). The ACO produced the anti-phase oscillators within a specific 

region of c =0.10-9.60 hour and cK =0.01-1.90 (a.u.), and provided an in-phase oscillator 

for c >9.6 or cK >1.90. The RCO exhibited the opposing behaviors to the ACO. The RCO 

produced an in-phase oscillator in a region of c = 0.10-12.10 and cK = 0.01-2.40 and 

presented an anti-phase oscillator in a region of c >12.10 h or cK >2.40 (Figure 3.4D). The 

period and amplitude greatly changed around the transition regions where the phase shift 

occurred (Figure 3.4B, C, E, F). 
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Figure 3.4. Phase difference, period and amplitude of the ACO and RCO. We varied two 

key coupling parameters: the coupling dissociation constant (KC) and coupling time delay (

5 6c    ). The employed kinetic parameters are listed in Table 3.1. The asymACO and 

asymRCO were used. (A, B, C). The phase difference, period and amplitude of the 

asymACO are simulated with respect to the two key coupling parameters. (D, E, F). The 

phase difference, period and amplitude of the asymRCO are simulated with respect to the 

two key coupling parameters. 
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3.7 Discussion and conclusion 

In this chapter, we first simplify the interlocking feedback system of the Drosophila 

circadian clock and design two distinct coupled oscillators: the ACO and the RCO models. 

We investigate the effect of subtle asymmetry kinetics on the dynamics (the phase, period 

and amplitude) of the oscillators. Both the symACO and symRCO provided in-phase 

oscillations (Figure 3.2), while the asymACO was changed to anti-phase oscillators (Figs. 

3.3 and 3.4), depending on coupling dissociation constant and coupling time-delay. 

 

The ACO presented an anti-phase and in-phase oscillator at c  < 9.6 hour and at c  > 9.6 

hour, respectively. In practice, it is likely that time-delay in transcription-translation 

processes is less than 9.6 hour and that the kinetics is asymmetry between the two feedback 

loops because the biological reactions of each loop are definitely different. Considering the 

realistic time-delay and asymmetric kinetics, it is reasonable that the ACO shows the anti-

phase oscillator. In the same manner, it is reasonable that the RCO with realistic time-delay 

presents the in-phase oscillator. Deterministic analysis of asymACO and asymRCO, 

indicated that the circadian period and amplitude of the ACO was less robust than that of 

the RCO.  
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CHAPTER 4  
ROBUSTNESS OF THE INTERLOCKED 

CIRCADIAN OSCILLATORS 

 
4.1 Introduction 

Biochemical oscillators have many interesting and distinctive features, the most obvious one 

is robustness, (Barkai and Leibler 1997, Stelling, Gilles et al. 2004, Barkai and Shilo 2007, 

Kurata, Tanaka et al. 2007). Robustness, the ability to successfully maintain the functionality 

of a system to perturbation, is an indispensable feature in cellular systems. Stochasticity is a 

predominant disturbance in biochemical reactions that impacting biological systems arising 

due to the discreteness of molecular entities. Typically, a large copy of a molecule hardly 

affects the properties of a system, but a system with a small copy of a molecule (e.g., low 

copy mRNA species) can produce significant stochasticity (Ozbudak, Thattai et al. 2002, 

Swain, Elowitz et al. 2002, Bar-Even, Paulsson et al. 2006). In living cells, the circadian 

clock system is ruled by a complex interconnected biochemical network that is determined 

by random interaction of molecular components exhibit variations in gene expression 

(Swain, Elowitz et al. 2002, Kaern, Elston et al. 2005, Gillespie 2007, Munsky, Neuert et al. 

2012). Thus, even the fluctuations of a single component can potentially impact the 

performance of an entire system.  
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In addition to internal noise, the outcomes of biological oscillations may be influenced by 

changes in the cellular environment, and by the uncertainty of parameters called extrinsic/ 

external noise (Singh and Soltani 2013, Caicedo-Casso, Kang et al. 2015). Basically the 

disturbances of circadian rhythms can categories into intrinsic/ stochastic noise and 

extrinsic/ external noise (Hilfinger and Paulsson 2011). Many experimental and systems 

biologists have rigorously investigated the system's robustness using a variety of 

perturbations techniques (Wagner 2005, Barkai and Shilo 2007, Kurata, Tanaka et al. 2007, 

Maeda and Kurata 2011).  

Circadian rhythms are endogenous clocks, maintain the robustness of physiology and 

behavioral functions of all levels of biological systems at different sources of fluctuations 

(e.g., temperature changes and molecular noise). Key parameters such as phase, period, and 

amplitude have been extensively studied to distinguish the robustness of circadian rhythms 

in different organisms (Smolen, Hardin et al. 2004, Stelling, Gilles et al. 2004, Locke, Millar 

et al. 2005, Akman, Rand et al. 2010, Caicedo-Casso, Kang et al. 2015, Hatakeyama and 

Kaneko 2015, Putker, Crosby et al. 2018). For example, the robustness of the Drosophila 

circadian system has been identified by investigating the circadian period to temperature 

compensation and temperature sensing, and nutrient compensation (Kidd, Young et al. 2015, 

Williams, McCue et al. 2016, Rendon, Walton et al. 2019). 

 

This chapter aims to investigate the robustness of key oscillatory features such as phase, 

period, and amplitude using the interlocked ACO and RCO models described in chapter 3. 

This analysis is carried out by assigning two different types of disturbances. First, external 

fluctuations are incorporated into the systems by analyzing the multiparameter perturbation/ 

global sensitivity of kinetic parameters. Multi-parameter perturbation technique explains the 
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environmental or cell to cell variations that can affect the behavior of a system. Second, 

considering the real stochastic nature of circadian oscillators, molecular noise is embedded 

in both models using the delayed stochastic simulation algorithm (DSSA). 

 

4.2 Robustness to the external noise 

Heterogeneity is a well-known underlying phenomenon of biochemical oscillators. This 

heterogeneity is derived by both the external and internal sources of noise (Singh and Soltani 

2013). In this section we focus on the effects of external noise, defined as variability arising 

from environmental fluctuations, for example, temperature changes, cell-to-cell differences, 

feeding disturbances, etc. As a result of these fluctuations, the rate of chemical reactions 

associated with the molecular network of circadian clocks may be modified. Thus, variations 

in the phenotype of the oscillatory system may observe due to the rapid or slow speed of 

chemical reactions. A well-known technique to examine the effect of external fluctuations 

on the behavior of biological systems is systematic variations of parameter space (Leloup 

and Goldbeter 1997, Leloup and Goldbeter 2003, Stelling, Gilles et al. 2004). Here, we 

investigate the robustness of phase, period and amplitude using the ACO and the RCO 

models described in chapter 3. Typically, the system's parameters can be varied in two ways: 

single parameter sensitivity analysis, where only a subset of parameter spaces are embedded 

with disturbances to probe robustness (Wolf, Becker-Weimann et al. 2005) and the other is 

multiparameter perturbation analysis where all the rate kinetics simultaneously varies 

randomly across the entire system (Maeda and Kurata 2011, Caicedo-Casso, Kang et al. 

2015). In this case, we use multiparameter variations analysis to test the system robustness, 

as follows. 
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4.2.1 Parameters random perturbations analysis 

To characterize system's robustness, it is important to estimate the changing rate of a target 

function with respect to changes in multiple parameters space caused by external factors 

such as temparature. Therefore, it is reasonable to perform random perturbation analysis of 

multiple parameters.   

Before going to details of parameter perturbation analyses, it is worth describing how the 

parameter space for both the ACO and the RCO model was assigned. First, an extensive 

search was performed on the recruiting parameters that are responsible for maintaining 

oscillating behavior. Then, we selected an initial parameter set, which later re-scaled to 

conserve its oscillatory period approximately 24 hours. We search and select the default 

values in such a way that a small period variation could be seen if these default values are 

slightly varied while maintaining a 24-hour system’s period. Finally, a parameter space 

mentioned in Table 1 was selected. 

To evaluate the robustness of the phase difference, period and amplitude with respect to 

multiple parameter perturbations, we randomly varied the values of all the kinetic 

parameters by 10%, except a subset of the parameters (n, 1 , 2 , 3 , 4 , K1, K2) that are 

assumed insensitive to external fluctuations. More specificly, all the reaction rate kinetics 

embedded disturbances by following normal distributions with mean  , and standard 

deviation  ;                

( , )N                                                       (4.1) 

Where,   represent the corresponding kinetic rate parameters in the system.  is defined by 

as the symmetric kinetic set listed in Table 1 and  is defined as 0.10  .        

In order to evaluate the robustness/ sensitivity, we iterelated this process 500 times to 

calculate the standard deviations (SDs) of the simulated phase differences, periods and 
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amplitudes. The SD was defined as the robustness of the oscillatory features to multi-

parameter perturbations. A small SD indicates that its respective feature is robust to external 

perturbations. 

 

4.3 Robustness to the molecular noise 

Molecular noise, also known as intrinsic noise, is the expression variability that does not 

consider for by external noise, and typically originate from the interacting molecules of 

biochemical processes. (Gonze 2011, Singh and Soltani 2013). The circadian oscillator is 

defined as robust when the key features less strongly depend on the stochastic nature of the 

biochemical process, which controls the mechanism of the underlying molecular network.  

When a system presented with a small number of interactive molecules, molecular noise 

may result in variations on the system's dynamics. Thus, stochasticity could limit or enhance 

certain behavioral features of systems of the circadian oscillators. In particular, stochasticity 

in the cellular level is responsible for limit the circadian clocks (Barkai and Leibler 2000). 

Another case, noise can improve some features of a biological system such as oscillatory 

behavior (Vilar, Kueh et al. 2002).  

In this section, we investigate the robustness of both the ACO and the RCO models in 

measuring phase, period and amplitude by employing molecular noises. Intrinsic noise is 

implemented using the delayed stochastic simulation algorithm (DSSA). The DSSA is 

implemented through the MATLAB computer program, versions 2018a. 

A detailed formulation of the stochastic model of the ACO/ RCO is given introduced in 

Chapter 3. Then, the molecular noise effects on the dynamics of the models is examined. To 

compute the mean period and amplitude, the Fast Fourier Transform (FFT) method was 

employed to the noisy output signals. 
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4.3.1 Stochastic simulation  

Gillespie's stochastic simulation algorithm (SSA) is widely used for investigating the 

stochastic effects of genetic networks (Gillespie 1977, McAdams and Arkin 1997). The SSA 

is based on a Monte Carlo procedure, which accurately accounts for the inherent fluctuations 

and correlations that are not observed through a deterministic approach of the biochemical 

network. It is easy to program on a computer and offers a straightforward way to numerically 

estimate ensemble averages. But SSA is not able to deal with the explicit time delayed 

biochemical reaction process.  

In this study, we employed the time-delay stochastic simulation algorithm (DSSA) 

developed by Barrio et al. (Barrio, Burrage et al. 2006, Zavala and Marquez-Lago 2014), 

which provides an exact sample path of the Markov chain model. The stochastic version of 

both the ACO and the RCO models have been discussed in Appendix-A, respectively. 

Two hundred runs of the stochastic simulations were performed for different sets of coupling 

dissociation constant values (KC) and time-delay ( c ). A limitation of the DSSA is that it is 

not able to provide different time-delays to multiple reactions. It must set the unique time-

delay in a simulation program. 

 

4.3.2 Pseudo-code of the DSSA  
 

 



46 

 

 

 

Figure 4.1 Delay Stochastic Simulation Algorithm (DSSA). DSSA is developed based on 

the reaction rejection method and accounts for distinct time delay reactions. In contrast to 

the Gillespie SSA, the DSSA makes explicit distinction between reaction waiting times (θ, 

in blue) and reaction delays (τ, in red). Pseudo-code reproduced from (Zavala and Marquez-

Lago 2014). 
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4.4 Results 

 
4.4.1 Robustness to multi-parameter random perturbations 

We performed  random parameter perurbation analyses to investigate the robustness of the 

symACO and symRCO models with respect to external perturbation and parameter 

uncertainty, as shown in Figure 4.2. In the phase transition regions, the SDs of the phase 

difference, period and amplitude in the ACO were higher than those in the RCO. Since the 

SD differences between the anti-phase ACO and in-phase RCO were not clearly illustrated 

in the non-transition regions, we added Figure S1 in the Appendix-B, to explicitly give the 

SD values. The SDs of phase difference and amplitude of the anti-phase ACO were larger 

than those of the in-phase RCO in the respective regions, while the period SDs of the anti-

phase ACO were equal to or larger than those of the in-phase RCO. The ACO was found 

less robust than the RCO with respect to multi-parameter random perturbations. 

 



48 

 

  

Figure 4.2. Robustness of the ACO and RCO under multi-parameter random perturbations. 

We recruited a different set of coupling dissociation constant (KC) and coupling time-delay 

( c ). The employed kinetic parameters are listed in Table 3.1 of Chapter 3. The SDs are 

obtained from 500 runs of simulations. (A, B, C) The SDs of the phase difference, period, 

and amplitude were simulated for the symACO. (D, E, F) The SDs of the phase difference, 

period, and amplitude were simulated for the symRCO.  
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The multi-parameter random perturbation did not provide the symmetric kinetics to the two 

oscillators of the symACO at each simulation trial, due to the kinetic parameters being 

randomly selected, thus showing the anti-phase oscillators. In parameter uncertainty or 

random perturbations, the symACO definitely becomes the antiphse-oscillator. 

 

4.4.2 Stochastic simulation 

Biochemical reactions of circadian clocks are always exposed to stochastic noise (Gonze, 

Halloy et al. 2002, Gonze 2011, Gonze, Gérard et al. 2018). To investigate the effect of the 

stochasticity on both the symACO and symRCO, the DSSA was used to simulate the 

temporal patterns of the ACO and RCO, as shown in Figure 4.3. Two hundred runs of 10,000 

hour stochastic simulations were performed with respect to KC to calculate the mean period 

and amplitude. The ACO produced anti-phase oscillators (Figure 4.3A), whereas the RCO 

showed in-phase ones (Figure 4.3D). Interestingly, stochasticity changed the symACO to 

the anti-phase oscillator. It was unlikely for the ACO to show an in-phase oscillator in 

realistic, stochastic environments. Differing from the deterministic model of the in-phase 

symACO, the stochastic model of the symACO showed the antiphase oscillators, while 

increasing the amplitude with a decrease in Kc. The stochastic symACO no longer provides 

the in-phase oscillator, because the stochastic simulation never provides the perfect 

symmetric kinetics to the two oscillators of the ACO at each time point, although the kinetics 

of the two oscillators are symmetry on time average.  The anti-phase oscillator of the 

symACO under stochastic noise is an interesting phenomenon that we have uncovered.  
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Figure 4.3. Stochastic simulation of ACO and RCO. The periods and amplitudes were 

averaged over 200 runs of stochastic simulations for the symACO and symRCO. We varied 

coupling dissociation constant (KC), while fixing the other parameters, as shown in Table 

3.1 of Chapter 3. (A) The time course of the ACO. (B, C) The mean periods and amplitudes 

of the ACO at different coupling dissociation constant (KC). (D) The time course of the RCO. 
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E, F) The mean period and amplitude of the RCO at different coupling dissociation constant 

(KC).  

We evaluated the robustness of period and amplitude for both the stochastic models (Figure 

4.3B, C, E, F). The mean period of the ACO was nearly 24 h in a range of KC = 0.01-1.75, 

but the mean period increased with an increase in KC at KC >1.75. The mean amplitude 

gradually decreased with an increase in KC. By contrast, the RCO provided almost constant 

periods of 24 h across a wide range of KC. The amplitude of the RCO hardly decreased with 

an increase in KC. The RCO produced robust period and amplitude compared to the ACO.  

 

The periods of the ACO increased with an increase in KC (Figure 4.3B). It is because the 

DSSA limitation constrains the multiple time-delays of the negative feedback oscillators

1 2 3 4( )      and coupling regulations 5 6( ),c     to be unique (Table 3.1 of Chapter 

3). Thus, the stochastic results were not perfectly consistent with the deterministic ones, as 

shown in Figure S2 in Appendix-B. It shows the deterministic results of the phase 

differences, periods, and amplitudes of the ACO and RCO models employed by the 

stochastic analysis, where the multiple time-delays of the negative feedback oscillators and 

coupling regulations were set to be unique ( 1 2 3 4 5 6          ). The stochastic 

analysis supported the deterministic results that a short coupling time-delay (approx. 5 h) 

made the ACO and RCO models anti-phase and in-phase oscillators (Figure 3.4A, D of 

Chapter 3), respectively. While both the ACO and RCO showed almost constant periods to 

a change in Kc, the amplitude of the ACO were less robust than that of the RCO. 
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4.5 Discussion and conclusion 

In this chapter, we investigate robustness of both the symACO and the symRCO models 

described in Chapter 3. We use the random parameter perturbations technique  to measure 

robustness of the oscillation dynamics (phase, period and amplitude) with respect to the 

coupling dissociation constants (Kc, c ) to external noise (Figure 4.2). We also explore 

robustness of the stochastic ACO and the stochastic RCO models employing the distinct 

delayed stochastic simulation algorithms (DSSA) with respect to the coupling dissociation 

constants (Kc, c ) shown in Figure 4.3.  

In stochastic environments, the symACO provided anti-phase oscillators (Figure 4.3A), 

differing from the deterministic result that the symACO showed an in-phase oscillator 

(Figure 3.2 of Chapter 3). In real, stochastic environment, the ACO was found to readily 

become anti-phase oscillators. The ACO indicated less robustness of period and amplitude 

with respect to the coupling dissociation constant, while the RCO produced in-phase 

oscillators that achieve almost constant period and amplitude regardless of the coupling 

dissociation constant. These stochastic results of the robustness were also consistent with 

those of the deterministic results. 

In the multi-parameter random perturbation analysis and stochastic analysis, we did not 

employ the asymACO but symACO, while both the models showed almost the same results. 

The stochastic simulation of the symACO never provides the perfect symmetric kinetics to 

the two coupled oscillators at each time point, although the kinetics of the two oscillators 

are symmetry on time average. In the similar manner, the multi-parameter perturbation 

analysis did not provide the symmetric kinetics to the two oscillators at each simulation trial. 

We revealed that the symACO definitely turns to the anti-phase oscillator in realistic, 

stochastic environments and parameter uncertainty. 
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CHAPTER 5  
ENTRAINABILITY OF THE COUPLED 

OSCILLATORS 

 
Chapters 3 and 4 describe in details, how ACO and RCO models of the molecular circadian 

clock in Drosophila generate oscillations with 24-hour circadian period and how their 

circadian dynamics (phase, period and amplitude) change by the coupling dissociation 

constant.  We also explore the effects of extrinsic and intrinsic noises by distinct random 

parameter perturbations and stochastic simulation analysis, with respect to the coupling 

dissociation constant (Kc, c ).   

Here, we investigate the entrainment properties of both the ACO and the RCO models for 

the core circadian oscillator in the Drosophila system under different forcing (zeitgeber) 

cycles. Our results indicate that the coupling dissociation constant Kc is important to 

synchronize between the coupled oscillators of Drosophila to adapt to varying 

environmental cycles. 

 

5.1 Master circadian clock, forcing period and entrainment 

Many cellular and physiological activity controlled by the circadian clocks are temporally 

organized (Crosby, Hamnett et al. 2019). In a periodic environment circadian oscillators 

sense and make a precise respond to many photic (sunlight) and non-photic (temperature 
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and feeding) stimulus, to reliably function fulfil with a synchronized state (Bass and 

Takahashi 2010, Tahara and Shibata 2013, Hamaguchi, Tahara et al. 2015), even can 

persist in the absence of environmental input signals (Dubowy and Sehgal 2017). The 

circadian period between the circadian oscillator and the external force cycle is a key 

measure of the synchronized state (entrainment), which is required to invariantly adapt 

contributing the organism fitness. Using the system biology and experiment techniques a 

number of study intensively focus on the entrainment properties in several organisms 

including Drosophila (Dubowy and Sehgal 2017) and mammals (Gonze 2011).  

Here, we investigate the entrainment of both the ACO and RCO models (chapter 3) for the 

circadian core oscillator in Drosophila under different zeitgeber forcing cycles. We show 

that coupled oscillators toward zeitgeber input can produce distinct entrainment ranges 

differing from 24h free running period with regarding a certain coupling dissociation 

parameter under different forcing cycle. Our study indicates that the coupling dissociation 

constant Kc between the coupled oscillators is critical and reveal the ACO model is less 

robust that the RCO model in synchronization state in Drosophila to varying 

environmental cycles.    

 

The circadian clocks can function reliably under natural conditions if it invariantly 

stabilized or adjusted by external stimuli, including sunlight as "photic cues" and food, 

exercise, and temperature as "non-photic cues'' (Bass and Takahashi 2010, Tahara and 

Shibata 2013). Although non-photic signals have the potential to entrain the circadian 

clocks, their influences have been masked with the photic stimuli (light) by considering as 

a strong synchronizer (zeitgeber). In figure 5.1, the entrainment scheme is displayed by 

the forcing cycle called master clock. The master clock influence/ activates the circadian 
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oscillators by differing the forcing cycle, then oscillators synchronized by the coupling 

forces to generate precise output rhythms. 

 

5.2 Modeling zeitgeber input  

Entrainment is known as the cornerstone of circadian clocks. The period is a key measure 

of entrainment. For a description of the circadian core oscillator in Drosophila, we use the 

two coupled oscillators the ACO and the RCO model described in chapter 3 with the given 

parameter set. In some organisms, like Drosophila, the exposure to light leads to increase 

degradation of the circadian clock protein TIM, which is known as the degradation response 

outlined in Figure 5.1 (Uriu and Tei 2019). Differently, in other organisms such as mammals 

(Shigeyoshi, Taguchi et al. 1997, Miyake, Sumi et al. 2000) and Neurospora (Crosthwaite, 

Loros et al. 1995, Crosthwaite, Dunlap et al. 1997), light signals induce the transcription of 

repressor mRNA.  

 

In Drosophila, the transcription of ‘per’ and ‘tim’ genes are induced by the heterodimer 

transcription factor CLK /CYC (Figure 5.1). The per/tim mRNA (Y1) is translated and 

accumulation the PER/TIM complex (Y2). The PER/TIM heterodimer then represses the 

transcriptional activity of CLK/CYC (Y4), forming a negative feedback loop (Tataroglu and 

Emery 2014). The CLK/CYC complex also activates transcription of the vri gene which 

inhibit the transcription of Drosophila Clock (Clk) gene. Clk mRNA (Y3) is then translated 

by regulating the activation of CLK/CYC complex and complete the Clk feedback loop. 

Actually PER/TIM heterodimer indirectly activate the regulation of the CLK proteins 

(Allada 2003, Cyran, Buchsbaum et al. 2003, Glossop, Houl et al. 2003). By this core 

transcriptional-translational negative feedback loop, the abundance of TIM protein oscillates 
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under both LD and DD conditions (Myers, Wager-Smith et al. 1996, Zeng, Qian et al. 1996). 

Light signals activate Cry and it degrades TIM protein (Ceriani, Darlington et al. 1999, 

Naidoo, Song et al. 1999, Lin, Song et al. 2001, Koh, Zheng et al. 2006), which is 

independent from the natural degradation. This light-induced degradation of TIM allows the 

Drosophila clock to entrain to the LD cycle. As a result, the levels of TIM protein are lower 

during the day and higher during the night under LD conditions (Myers, Wager-Smith et al. 

1996). Therefore, we model zeitgeber input by including an additional term in equation 3.1 

and 3.5 of chapter 3 that allows the circadian clocks to entrain to the zeitgeber cycle regarded 

as the master clock. We assumed that the zeitgeber alters the degradation rate constant kd1 

of Y1 (equation 3.1 and 3.5 described in Chapter 3) as follows:  

    1 1  kd kd zeitgeber cycle                                         (5.1) 

The zeitgeber cycle was varied from 23 h to 32 h. Successful entrainment means that the 

period of oscillations is the same as the forcing period (less than 1% of deviation). 

 

Figure 5.1. Scheme of the coupled feedback oscillators including zeitgeber (master clock) 

input. The transcription factor CLK/CYC (Y4) promotes transcription of the per and tim 
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genes, which are treated as 1 variable. The per/tim mRNA (Y1) is translated by accumulating 

PER/TIM complex (Y2). The activated PER/TIM complex inhibits its own production by 

inhibiting CLK/CYC heterodimer and complete the per/tim negative feedback loop. The 

CLK/CYC (Y4) complex also activates transcription of the vri gene which inhibit the 

transcription of Clk gene. Clk mRNA (Y3) is then translated by regulating of CLK/CYC 

complex and complete the Clk feedback loop.  

 

5.3 Results 

Entrainment is the key cornerstone of circadian rhythms to adapt to the day-night cycle to 

control physiological and metabolic outputs at the right time (Hardin 2005). In analogy with 

the published work (Myers, Wager-Smith et al. 1996, Zeng, Qian et al. 1996), we investigate 

entrainability both of the asymACO and aymRCO under different forcing cycle. We altered 

a forcing period (master clock cycles) from 23 hours to 30 hours. In particular, we study the 

effect of coupling dissociation constant Kc, between the coupled oscillators on entrainment 

(synchronization) state (Figure 5.2).  
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Figure 5.2. Entrainment analysis of the ACO and RCO. The periods of the entrained ACO 

and RCO were simulated with respect to the periods of the master clock. The asymACO and 

asymRCO were used. The employed parameters are shown in Table 3.1, of Chapter 3. 

Correlation between the two clocks is denoted by r. Red triangles mean Y1 concentration; 

green circles Y3. (A, B, C, D) Period relationships between the master clock and the 

entrained ACOs with a different value of KC.  (E, F, G, H) Period relationships between the 

master clock and the entrained RCOs with a different value of KC.   
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As shown in Figure 5.2, at a very low dissociation constant of Kc, the Y1 oscillator of the 

ACO was entrained by the master clock, but the Y3 oscillator was not at all, or the Y1 and 

Y3 oscillators were not synchronized. With an increase in KC, the Y1 and Y3 oscillators were 

interacted, then synchronized. The Y3 oscillator was entrained by the master clock through 

the Y1 oscillator. With a further increase in KC, the Y1 and Y3 oscillators hardly entrained to 

the master clock with a period of 29 h. In the RCO, the Y1 and Y3 oscillators were 

synchronized in a region of KC = 0.01-3.58. They were entrained by the master clock with a 

period of less than 30 hours, but were not with a period of 30 hours. 

 

These results can be explained by considering the synchronization force between the Y1 and 

Y3 oscillators and the entrainment force between the Y1 oscillator and the master clock. In 

the ACO, a very low value of KC (= 0.01) indicates 2
2

2

1 ( )C
C

Y K Y
K Y

 


. Since a change 

in Y2 hardly affect Y3, the synchronization force does not work. Consequently, the two 

oscillators within the ACO are hardly synchronized. With an increase in KC, a change in Y2 

can effectively affect Y3, strengthening the synchronization forces. At KC greater than or 

equal to 1.90, the synchronization forces surpass the entrainment forces, thus the period of 

the Y3 oscillator follows the Y1 oscillator. The Y1 and Y3 oscillators entrain no longer to the 

master clock of a period of 29 hours. In the RCO, the Y1 and Y3 oscillators are synchronized 

in a region of KC = 0.01-3.58, while the RCO entrains no longer to the master clock with a 

period of 30 hours. The RCO is found to enhance synchronization and entrainability with 

respect to KC and a master clock period, compared to the ACO. 
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5.4 Conclusion 

In this chapter, we performed entrainment analysis of both the asymACO and the asymRCO 

systems. We employed the master clock cycles as an external time giver (zeitgeber) as shown 

the schematic diagram in Figure 5.1. Entrainment has characterized by measuring one of the 

key circadian features oscillation period between the coupled oscillator and zeitgeber cycles.  

 

Our finding importantly demonstrated that the ACO needed to finely adjust the coupling 

dissociation constant so that it can entrain to the environmental day-night cycle (Figure 5.2). 

The RCO produced higher entrainability across a wide range of the coupling dissociation 

constant than the ACO system. In the RCO system, the robust period and amplitude were 

simultaneously realized with high entrainability to day-night cycle. This result is consistent 

with some previous works that the robustness increases flexibility or entrainability (Akman, 

Rand et al. 2010, Maeda and Kurata 2012, Hatakeyama and Kaneko 2015).  
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CHAPTER 6  
CONCLUSIONS AND FUTURE WORK 
 

Circadian clocks simultaneously produce robust properties of period/amplitude and 

entrainability under external changes and stochastic fluctuations. This research is mainly 

aim to determine how the ACO evolves out of multiple interlocked feedback models that 

keep circadian time in Drosophila melanogaster. Although the interlocked feedback loops 

of the per-tim loop and Clk loop, the ACO, are known as typical structures, their design 

principles and molecular mechanism largely remain to be revealed. To solve this problem,  

 

In Chapter 3, we first presented the ACO and RCO models (Figure 3.1). The ACO is a 

simplified model of existing interlocked feedback model; the RCO is a competitive, 

hypothetical model. We identified two key parameters: coupling dissociation constant, cK  

and coupling time-delay, c . By performing deterministic analyses, we show that both the 

symACO and symRCO provided in-phase oscillations (Figure 3.2), while the asymACO 

was changed to anti-phase oscillators (Figures 3.3 and 3.4), depending on coupling 

dissociation constant cK and coupling time-delay c . In contrast, the asymRCO presents the 

in-phase oscillator. These results indicated that the amplitude of the ACO was less robust 

than that of the RCO.  
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In Chapter 4, we devoted our effort to investigate the robustness of both the symACO and 

the symRCO models with respect to external and internal noises. We employed multi-

parameter random perturbations analysis to characterize the influence of external noises by 

measuring SD values. Our finding indicated that the anti-phase ACO were less robust in the 

context of phase difference, period, and amplitude (Figure 4.2A, B, C) than those of the in-

phase RCO in the respective regions (Figure 4.2D, E, F). In addition, in stochastic 

environments, the symACO provided anti-phase oscillators (Figure 4.3A), differing from 

the deterministic result that the symACO showed an in-phase oscillator (Figure 3.2). In real, 

stochastic environment, the ACO was found to readily become anti-phase oscillators. The 

ACO indicated less robustness of period and amplitude with respect to the coupling 

dissociation constant (Figure 4.3A, B, C), while the RCO produced in-phase oscillators that 

achieve almost constant period and amplitude regardless of the coupling dissociation 

constant (Figure 4.3D, E, F). These stochastic results of the robustness were also consistent 

with those of the deterministic results.   

In the multi-parameter random perturbation analysis and stochastic analysis, we did not 

employ the asymACO but symACO, while both the models showed almost the same results. 

The stochastic simulation of the symACO never provides the perfect symmetric kinetics to 

the two coupled oscillators at each time point, although the kinetics of the two oscillators 

are symmetric on time average. In the similar manner, the multi-parameter perturbation 

analysis did not provide the symmetric kinetics to the two oscillators at each simulation trial. 

An interesting phenomenon that we first showed here is that the symACO definitely turns 

to the anti-phase oscillator into a realistic, stochastic environment and parameter uncertainty. 
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In Chapter 5, we examine the entrainability of both the asymACO and the asymRCO 

models with respect to the master clock (zeitgeber) cycles. In entrainment analysis, the ACO 

needed to finely adjust the coupling dissociation constant so that it can entrain to the 

environmental day-night cycle. The RCO produced higher entrainability across a wide range 

of the coupling dissociation constant than the ACO.  

 

Smolen et. al (Smolen, Baxter et al. 2002) proposed an interlocked negative and positive 

feedback system, whose topology is similar to the ACO, to enhance the oscillation of the 

ACO over a single negative feedback loop, but did not consider any coupling protocols. 

Stelling et al. (Stelling, Gilles et al. 2004), and Maeda and Kurata (Maeda and Kurata 2012) 

constructed the hypothetical, redundant feedback model, whose structure was the same as 

the RCO, to demonstrate the enhanced robustness to its period/amplitude and entrainability, 

but did not compare it to the ACO. Those previous studies have not demonstrated any reason 

by which the coupling protocol of the ACO were selected instead of that of the RCO.  

 

This study is the first to suggest here that how different coupling protocols of interlocked 

feedback loops, the ACO and RCO, generate characteristic functions of phase shift, 

robustness and entrainability. Considering that real circadian clocks evolve as the ACO, 

instead of the RCO, despite the reduced robustness of period and amplitude and less 

entrainability, we propose a novel hypothesis that the morning-evening, anti-phase cycle is 

more essential for Drosophila interlocked feedback loop than achieving the in-phase, robust, 

entrainable cycles.  
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In summary, we first demonstrated that in a real stochastic environment the ACO provides 

the anti-phase, fragile cycle; the RCO the in-phase, robust cycles with high entrainability. 

The ACO is less robust with respect to parameter uncertainty and stochasticity and less 

entrainable than the RCO, but the ACO has been selected or survived, suggesting the 

importance of the two antiphase clocks showing the peaks of the morning and evening 

activity, respectively (Stoleru, Peng et al. 2004). The morning and evening gene expression 

peaks are responsible for physiological events and behaviors, such as timing of the anabolic 

and catabolic functions (Sancar, Sancar et al. 2015), eclosion, courtship, the timing of rest 

and activity, locomotion (Tataroglu and Emery 2014, Franco, Frenkel et al. 2018), timing of 

feeding (Ro, Harvanek et al. 2014), and temperature preferences (Kaneko, Head et al. 2012), 

according to daily changes in environment. The two antiphase clocks are able to increase 

the variety of output time-courses by combining the two different peaks. It would be 

effective rather than the single (in-phase) clock in controlling many physiological functions 

according to complex environmental and internal cycles. 

 

Finally, we illustrate some biological examples that  couple intracellular feedback loops and 

inter-cellular signaling loops (Glossop, Houl et al. 2003, Gonze, Bernard et al. 2005, Soza-

Ried, Öztürk et al. 2014, Battogtokh and Tyson 2018, Sonnen, Lauschke et al. 2018) as 

shown in Table 6.1. In segmentation clocks, adjacent cells/ inter-cellular feedback loops are 

combined to present anti-phase oscillators through protein signal transduction. In 

suprachiasmatic nucleus (SCN), inter-cellular feedback loops are coupled by mutual 

activation through neurotransmitters. In Drosophila and mammalian circadian clocks, 

intracellular oscillators are coupled mutually at gene expression level by activators. The 

ACO is widely used as the coupling protocol to combine two negative feedback loop. 
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A next step is to synthesize the ACO and RCO in microbes (e.g., E. coli) to demonstrate our 

mathematical model-based hypothesis. Since there are distinct functional differences in the 

phase shift within each coupled oscillator, we expect to uncover a design principle by which 

the ACO evolves in circadian clocks. 
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Appendix-  A  
 

Table 4.1: Stochastic version of the ACO model 

Reaction 

Number 

Reaction Propensity of Reaction Transition 

 

1 

 

1Y   

51 4
1 1 1

51 2 2 3 4

( )
( ) ( )

n

n n
K Y ta b k

K Y t K Y t


 


 

   
 

 

1 1 1YY    

2 
1Y   2 1 1a kd Y  1 1 1YY    

3 
1 2Y Y  3 1 1( )a Y t    2 2 1YY    

4 
2Y   4 2a Y  2 2 1YY    

 

5 

 

3Y   

2 62
5 2 2

2 4 4 4 2 6

( )
( ) ( )

n

n n
Y tKa b k

K Y t K Y t


 


 

   
 

 

3 3 1YY    

6 
3Y   6 2 3a kd Y  3 3 1YY    

7 
3 4Y Y  7 3 3( )a Y t    4 4 1YY    

8 
4Y   8 4a Y  4 4 1YY    

 

This table lists the sequence of reactions corresponding to the chemical network of the ACO 

governed by the ODE system (equations 3.1-3.4). The second column lists the sequence of 

reactions. The third column shows the propensity function associated with each reaction. 

The last column indicates the change in number of molecules of each species depending on 

the different reactions. The symbol  indicates a degradation process.   represents the gene 

that transcribes mRNA. 
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Table 4.2: Stochastic version of the RCO model 

Reaction 

Number 

Reaction Propensity of Reaction Transition 

 

1 

 

1Y   

31
1 1 1

51 2 2 3 4( ) ( )

n

n n
K Ka b k

K Y t K Y t 
 

   
 

 

1 1 1YY    

2 
1Y   2 1 1a kd Y  1 1 1YY    

3 
1 2Y Y  3 1 1( )a Y t    2 2 1YY    

4 
2Y   4 2a Y  2 2 1YY    

 

5 

 

3Y   

42
5 2 2

2 4 4 4 2 6( ) ( )

n

n n
K Ka b k

K Y t K Y t 
 

   
 

 

3 3 1YY    

6 
3Y   6 2 3a kd Y  3 3 1YY    

7 
3 4Y Y  7 3 3( )a Y t    4 4 1YY    

8 
4Y   8 4a Y  4 4 1YY    

 

This table lists the sequence of reactions corresponding to the chemical network of the ACO 

governed by the ODE system (equations 3.5-3.8). The second column lists the sequence of 

reactions. The third column shows the propensity function associated with each reaction. 

The last column indicates the change in number of molecules of each species depending on 

the different reactions. The symbol  indicates a degradation process.   represents the gene 

that transcribes mRNA. 
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Appendix-  B  
 

 

Figure S1. Robustness of the anti-phase ACO and in-phase RCO with respect to multi-

parameter random perturbations. We explicitly indicated the SD values of the phase 

difference, period and amplitude profiles of the anti-phase ACO and in-phase RCO in Figure 
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4. The SDs of the phase difference, period and amplitude of the anti-phase ACO were equal 

to or more than those of the in-phase RCO in respective regions of Kc.  

Figure S2. The phase difference, period and amplitude of the ACO and RCO models 

employed by the stochastic analysis. We varied the coupling dissociation constant KC, while 

fixing the remaining parameter values (Table 1) and simulated the phase difference, period, 
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and amplitude. We used the asymACO and asymRCO. For a unique time-delay of 5 h, the 

ACO provided the anti-phase oscillators (A); the RCO the in-phase oscillations (D).  

The periods of the anti-phase ACO and in-phase RCO showed the robustness to a change in 

KC (B, E). The amplitude of the anti-phase ACO decreased with an increase in KC (C), while 

the in-phase RCO determined constant amplitude (F).  The amplitude of the ACO is less 

robust than that of the RCO. 
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Appendix-  C  
 

Table 6.1: Examples of experimentally verified ACO type network of biological oscillators. 

Coupling 
Type 

Organism Network Structure Phase References 

 

 

 

 

 

 

 

 

 

ACO 

Zebrafish 
segmentation 
clock 

 antiphase/ 
out-phase 
oscillators 

(Lewis 
2003, 
Soza-Ried, 
Öztürk et 
al. 2014, 
Uriu and 
Morelli 
2017) 

Mouse 
mesoderm 

segmentation 
clock 

 
 

antiphase 
oscillators 

(Kay, 
Harrington 
et al. 2017, 
Sonnen, 
Lauschke 
et al. 2018) 

Drosophila 
circadian 
clock 

 antiphase 
oscillators  

(Glossop, 
Lyons et al. 
1999, 
Cyran, 
Buchsbaum 
et al. 2003, 
Glossop, 
Houl et al. 
2003) 

Mammalian 
circadian 
clock 

 antiphase 
oscillators 

(Relógio, 
Westermar
k et al. 
2011, 
Battogtokh 
and Tyson 
2018) 
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SCN 
oscillators 

 

 

 

out-phase 
oscillators 

(Gonze, 
Bernard et 
al. 2005) 
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Appendix-  D  
 

Entrainment ODEs of the ACO model 

4 51 1
1 1 1 1

1 2 2 3 4 5

( ) ( * )*
( ) ( )

n

n n

Y tdY Kb k kd zeitgeber Y
dt K Y t K Y t



 


  

   
                           (5.1) 

2
1 1 2( )dY Y t Y

dt
  

                                                    (5.2) 

3 2 62
2 2 2 3

2 4 4 4 2 6

( )
( ) ( )

n

n n

dY Y tKb k kd Y
dt K Y t K Y t



 


  

                                                    (5.3) 

4
3 3 4( )dY Y t Y

dt
  

                                                       (5.4) 

where the employed kinetic parameters are described in Table 3.1.  

 

 

Entrainment ODEs of the RCO model 

31 1
1 1 1 1

1 2 2 3 4 5

( * )*
( ) ( )

n

n n

KdY Kb k kd zeitgeber Y
dt K Y t K Y t 

  
   

                           (5.5) 

2
1 1 2( )dY Y t Y

dt
  

                                                     (5.6) 

3 2 4
2 2 2 3

2 4 4 4 2 6( ) ( )

n

n n

dY K Kb k kd Y
dt K Y t K Y t 

  
                                                    (5.7) 

4
3 3 4( )dY Y t Y

dt
  

                                                       (5.8) 

where the employed kinetic parameters are described in Table 3.1.  

 

 


