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Abstract. The banking transaction monitoring system implements decision support 

mechanisms for online payment control procedures for legal entities considering the dynamic 

risk profile of the client. The system includes a set of algorithms for the intellectual analysis of 

transaction parameters, including a text label for the purpose of payment, and decision support 

for an employee of the financial monitoring unit. The development of algorithms for analyzing 

textual labels for the purpose of payments allows us to clarify the dynamic payment profile of 

the user and increase the validity of the recommendations of the monitoring system. A block 
diagram of a system for identifying high-risk banking transactions based on data mining 

algorithms has been developed. Algorithms for data mining of textual labels of the payment 

purpose have been developed and the effectiveness of the proposed solution on field data has 

been evaluated. An algorithm is proposed for the phased analysis of the text label of the 

payment destination, including the stages of preprocessing, filtering, normalizing and 

constructing a classifier based on a set of regular expressions and intelligent analysis 

technologies. The difference between the algorithm is the use of adaptive category dictionaries 

and the multi-pass application of heterogeneous classifiers, which makes it possible to increase 

the validity of the decision on whether the transaction belongs to one of the selected classes. 

1. Introduction 
Banking transaction monitoring system (TMS) [1] should implement decision support mechanisms for 

online payment control procedures for legal entities taking into account the dynamic customer risk 

profile. The system should [2] include a set of algorithms for intelligent analysis of transaction 

parameters, including a text label for the purpose of payment, and decision support for an employee of 
the financial monitoring unit. Existing developments [3] allow taking into account parameters of the 

user environment and forming a vector of signs for detecting fraudulent actions, but it is important to 

improve the payment analysis algorithms for legal entities with dynamic risk profile. Development of 
the algorithms for analysis text labels of purpose of payment will clarify user dynamic payment profile 

and increase the validity of monitoring system recommendations. 

The goal of the work is increasing the efficiency of the system for identifying high-risk transit 
operations on the basis of intelligent analysis of the bank transaction text labels. 

To achieve this goal, the following tasks were set: 

 development of a structural and functional diagram of the system for identifying high-risk 

banking transactions on the basis of data mining algorithms; 

 development of algorithms for identifying high-risk banking transactions based on data mining 

algorithms in application to the textual labels of payment purposes and evaluating the 
effectiveness of the proposed solution on the field data. 
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2. Analysis of existing approaches to the task of identifying high-risk transit operations 
Transaction monitoring systems [4] allow to solve applied business tasks of identification and 

preventing fraudulent transactions; in addition, they serve as a source of primary information about 

identifying intruders and theft. 
A comparative analysis of the most famous antifraud systems is presented in [5-7]. Most Russian 

antifraud systems are implemented using the set of signature rules “IF-THEN”, while fraud scoring is 

not a popular feature for either Russian or foreign transaction monitoring systems. 
User environment analysis is gaining popularity. The “FraudWall” system [8, 9], studied in this 

work, is a product of Frodex company [6], that is already includes a user environment analysis 

module. 

Decision-making support for a financial monitoring unit employee on procedures of online 
monitoring payments of legal customers (with taking into account the dynamic risk profile of the 

client) should be based on the use of a set of algorithms of the intelligent analysis of transaction 

parameters, including a text label for the purpose of payment. Development of such algorithms will 
make it possible to clarify the dynamic user payment profile (the totality of data about all user’s 

payment transactions, normalized and sorted by type of activity to which they relate according to 

“OKVED” – Russian National Classifier of Types of Economic Activity) and increase the validity of 

the decision made by the monitoring system [10-16]. 
The main problem of constructing a system for classifying the purpose of payments is weak 

requirements of text label formalization by the bank, as well as the length of the text label itself. It is 

necessary to form semantic spaces of each of the categories indicated in regulatory documents in order 
to improve the performance indicators of classifiers. 

3. Development of a structural and functional diagram of a banking transaction monitoring 

system with an intelligent text label analysis module 
Technologies of remote banking services (RBS) for accessing accounts and transactions via a web 

browser do not require client software installation and are very widespread [17-26] (figure 1). 

 
Figure 1. Proposed architecture of a banking transaction monitoring system with a text label mining 

module. 
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The standard scenario for working with the RBS system contains several stages [7]. Let us consider 
the additional processing algorithm in more detail. Transaction data enters the subsystem of deep 

analysis of transaction data. The first block of this subsystem is the preliminary analytics block of 

transaction data. The database sends to the preliminary data analytics block of the transaction data 
already available information about the user’s dynamic risk profile. This block divides the data into 

those that are analyzed for the risk profile, those that will be analyzed by the signature for checking 

high-risk banking transactions, and those that are necessary to build a dynamic profile of the bank 
contractor, and the text label of the payment. At the same time data about counterparties and their 

types of economic activity are received in the database. Of all the blocks in which information came 

from the preliminary analytics block of transaction data, the processed information is sent to the 

decision making block. Here the risk profile is analyzed as well as compliance with the conditions for 
classifying the operation as highly risky, the transaction OKVED code, the dynamic contractor profile 

obtained after analysis, and makes a decision based on this data.  

The decision block sends updated information about the user's dynamic profile to the database. 
Thus, the database always stores up-to-date information about the user's dynamic profile. 

3.1. Development the structure of the text labels intelligent analysis subsystem 

Analysis of the text label accompanying banking transactions allows a deeper analysis of customer 

activity. However, due to the complexity of such analysis, it is not possible to generate new rules for a 
system based on signature checks, keep these rules up-to-date and constantly add new rules [27]. 

A classifier is needed that can quickly analyze a text label and classify it in accordance with the 

OKVED code. 
Further work with dictionaries involves the construction of a neural network classifier for complex 

marking of incoming data of text labels for payment purposes and a classifier based on data mining 

algorithms. 
The developed structure of the subsystem for processing text labels for payment using a neural 

network analysis block is shown in Figure 2. 

 
Figure 2. The structure of the subsystem for processing text labels for the purpose of payments using a 
neural network analysis unit (TF-IDF - a statistical measure to assess the importance of a word in the 

context of a document; Bag of Words (BOW) is a model of an unordered set of words that appear in 

text; Word2Vec - methods for constructing a compressed space of word vectors using a neural 
network; PCA – principal component analysis; N-gram-word/char – N-grams based on consecutive 

words/characters). 
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The data of bank transactions from the MySQL database are submitted to the input of the classifier, 
including the data of the payment purpose text label. The text label data is filtered out and transferred 

to the next block, then the classifier works only directly with the label. 

In the text label text normalization block, irrelevant symbolic filtering, decryption of abbreviations, 
etc. occurs, that is, at the output of the normalization module, we have a cleaned text vector, which is 

then passed to the feature generation module. 

In the module of feature generation, further processing of the cleaned vector occurs, and the set of 
vectors is obtained at the output of the module. 

This set of vectors is fed to the input of the PCA feature selection module for TF-IDF scoring and 

space formation using the Word2Vec and FastText algorithms, then averaging is performed. The 

output of this module is a heterogeneous weighted feature vector. 
Next, the heterogeneous weighted feature vector obtained at the last step is fed into the module for 

constructing various classifiers. The output of this module is a set of trained classifiers.  

This set of trained classifiers is fed into the block of assessment and selection of classifiers. It 
cross-checks and builds a committee of classifiers. 

The classifier committee resulting from the output of this module after evaluation is fed to the input 

of the classifier committee deployment module, where, in fact, the deployment to the Apache Spark 

cluster takes place. 
The developed text data processing [27] pipeline using mining methods is shown in Figure 3. 
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Figure 3. Text data processing pipeline using data mining methods as part of the TMS module. 

 

Consider the operation algorithm of the text data processing pipeline using data mining methods. 

From the database, the classifier receives data from banking transactions. Fields containing the text 
label of the payment purpose are transferred to the next module (pre-processing and normalization of 

the text label), where symbol filtering, lemmatization, expansion of abbreviations, etc. take place, so at 

the output of the module we get the normalized text label of the payment purpose. 
The normalized text label alternately (until an answer with the required degree of confidence is 

received) enters the text label analysis blocks by searching for key phrases and keywords in it, and 

then to the block using the neural network committee of classifiers. 
The decision block classifies the label based on the modules passed (or the module, if the required 

confidence is achieved when passing through the key word search block). 

The classified text label is sent to the dynamic profile adaptation block of the payment relations in 

order to update the dynamic profile taking into account the payment, which is accompanied by the 
processed text label. The changed profile of the payment relations is sent to the database for updating 
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and further transferring to the analysis unit for the dynamic profile of the payment relations, where a 
deep analysis of the dynamic profile of the bank’s counterparty takes place, taking into account the 

data on the type of economic activity according to the OKVED of the counterparty and the results of 

assigning a text label to each transaction made (or attempt to conduct a payment transaction) to any 
class by type of economic activity. 

The analyzed profile arrives again in the database for storage and is stored in it on demand – the 

commission of new transit operations by the same counterparty. 

4. Development an algorithm for the intelligent analysis of text labels in a banking transaction 

monitoring system 

The algorithm for the intelligent analysis of the text label (figure 4) accompanying banking 

transactions, proposed in this work consist of many stages. Among them, 3 groups can be 
distinguished: 

 work with dictionaries; 

 text label preprocessing; 

 text label classification. 

 
Figure 4. Payment label analysis algorithm. 

 
The developed text label mining algorithm involves the following steps: 

1) Formation of a list of words and phrases from the categories of OKVED defined as suspicious in 

[28] and the corresponding OKPD (All-Russian Classifier of Products by Activity). Rearrangement of 
sixteen available classes into eleven more related topics for the convenience and unambiguity of the 

text label classification. The resulting classes received their numbering (101, 102, etc.), which does 

not repeat the numbering of the original classes from the Central Bank document. At the same time, 

the original classes with their numbering are saved. Thus, a text label can be classified simultaneously 
according to the old and new class systems. The resulting classes, as well as the correspondence of the 

new division into classes to the original, are shown in Table 1. 

2) A list of synonyms and hyperonyms was compiled and added to each word from the list of 
words of each of the new classes [29]. Such lists were generated using the pre-trained Word2Vec and 

FastText models. Also, phrases suitable for its meaning were added to each class. Figure 5 shows a 

graph of semantic proximity of keywords for different classes: 1 (food) and 8 (medicine). The figure 
shows that the keywords of the classes are semantically close to each other, while the classes 

themselves are far from each other. 

3) Further, advanced dictionaries were processed to highlight keywords and phrases. Moreover, it 

is necessary to observe the rule that key phrases should not include keywords. 
All phrases include lemmas of words. 

Examples of keywords and key phrases for the resulting classes after processing are shown in 

table 1. 
Text label processing involves the implementation of many steps. Let's consider them in detail. 

1) Irrelevant symbolic filtering. 
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Figure 5. Graph of semantic affinity of keywords 1 and 8 classes. 

 
Table 1. Examples of keywords and phrases from the resulting classes. 

Class 

No. 
Class name Keyword examples Key phrases examples 

101 Food pork, sorbet, sugar mineral water, crude product, 

vegetable oil 

102 Agriculture  butterfly, compound feed, 

fisheries 

agriculture, annual culture, late 

variety 

103 Transport and auto 

parts 

car, steering wheel, overpass passenger car, braking distance, 

spark plug 

104 Appliances fridge, iron, coffee machine microwave, home cinema, 

music center 

105 Business Support 

Services 

legal, certification, accounting financial service, foreign 

currency, assistance 

106 Tobacco products nicotine, tobacco, cigarette 

case 

all words on this topic are the 

key 

107 Property property, hotel, rental plot of land, capital investment, 

weaving land 

108 Medicine medicinal, orthopedic, medical ambulance, emergency care 

109 Fuel, metals, etc. fuel oil, gasoline, metal crude oil, lubricant 

110 Clothing, shoes and 

accessories 

bag, shoes, clothes military uniform, uniform, 

headgear 

111 Other trade furniture, construction, dishes sanitary equipment, software, 

kitchen 

    

It implies the replacement of “extra” characters – punctuation marks, brackets, dates, numbers, 

numbers, etc. on a space in the text label. 
2) Deployment of abbreviations and abbreviations found in text labels. Abbreviations are searched 

in the dictionary, the probabilities of collocations are evaluated based on the Word2Vec database and 

the correct decryption is assessed by the probability of using the expanded word in the general context 

of the sentence. 
3) Lemmatization. By this term is meant the reduction of a word to a lemma – the initial form of a 

word. At the lemmatization step, the label of a part of speech and the label of a named entity are added 

to each word. 
4) Filtering. It implies the removal of “stop-words” labels from the text, that is, words that do not 

exactly refer to any of the classes highlighted by the Central Bank of Russia. 

5) Classification. At this stage, the processed text labels are searched using regular expressions for 
key phrases and keywords highlighted at the stage of creating dictionaries, and, accordingly, the class 

is assigned a text label. 
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5. Evaluation of the effectiveness of the proposed solutions on field data 
For evaluating the effectiveness of the proposed algorithms for the operation of the mining module, 

the base of examples containing 1000 examples in 10 classes was used. 

Experiment 1. Using the Bag of Words method for source data without using TF-IDF [30], a 
classifier based on logistic regression is constructed. 

Experiment 2. Dictionary created and TF-IDF tags built. The size of the original feature vector: 

(10000, 165698), where 10000 is the number of examples of text labels, and 165698 is the length of 
the feature vector of one text label. 

Then the PCA is applied to reduce the dimension of the feature space to (10000, 100) – now the 

length of the feature vector is 100. 

The sample is divided into training and test in the ratio of 70% to 30%. Testing is conducted for a 
group of classifiers. Next, two classifiers are selected – SGD (Stochastic gradient descent) [31] and RF 

(Random Forest) [32], and for them the selection of hyperparameters is performed. 

Figure 6 shows the ROC curves obtained during classification by the SGD classifier. 

 
Figure 6. ROC – curves and inaccuracy matrix obtained during the work of the SGD classifier. 

 

 Similarly, the selection of hyperparameters for the RF (Random Forest) classifier is performed. 

Figure 7 shows the ROC curves obtained during classification by the RF classifier. 

 
Figure 7. ROC – curves and inaccuracy matrix obtained during the work of the RF classifier. 

 

Experiment 3. Next, apply the Word2Vec classifier. Classifier parameters are given in table 2. 

When using the BOW + Xgboost Model [34], 20% was deferred to the validation sample. The 

model showed an accuracy of 0.9970 on the training set, and 0.8229 on the test set. 
Model Word level TF-IDF + Xgboost Model showed the following results: on the training sample 

0.9994, and on the test 0.8141. 
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Table 2. Word2Vec classifier options. 
Vector 

size 

Window Corpus Vocabulary 

size 

Algorithm Lemmatization 

300 20 Russian National 

Corpus 

189193 Gensim Continuous 

Bag-of-Words [33] 

True 

      

The N – gram Level TF-IDF model showed the following results: on the training set, the accuracy 

was 0.9428, on the test set – 0.7178. Table 3 shows the parameters when using the N – gram Level 
TF-IDF model. 

 

Table 3. Parameters when using the N-gram Level TF-IDF model. 
Parameter Value 

ngram_range 2,3 

max_features 5000 

  

Experiment 4. When using a convolutional neural network. 
Summary parameters of classifiers are given in table 4. 

 

Table 4. Results obtained using various classifiers. 
Method for 

creating a feature 

space 

Classifier The value of the metrics in the test sample 

Accuracy Precision  Recall 
F1  

measure 

Bag of Word (BOW)  Logistic regression 0.878 0.878 0.878 0.877 

BOW + XGboost XGBoost  – 0.82 0.82 0.82 

N-gramm+TF-IDF  XGBoost – 0.72 0.72 0.72 

TF-IDF+PCA  k-nearest neighbors 

algorithm 

0.80 0.80 0.80 0.80 

Stochastic Gradient 

Descent  

0.80 0.80 0.80 0.80 

Random Forest  0.77 0.77 0.77 0.77 

AdaBoost  0.71 0.70 0.71 0.70 

Gaussian Naive Bayes  0.70 0.71 0.70 0.70 

Decsision Tree 0.69 0.69 0.69 0.69 

Word2Vec  Logistic regression 0.768 0.769 0.768 0.768 

Convolutional neural 

network 

0.84 – – 0.89 

      

6. Conclusion 

A structural diagram of a banking transaction monitoring system was developed, which includes a 
module for the intelligent analysis of text labels for payment purpose. Integration of this module 

allows to draw conclusions about whether the transit operation belongs to any of the classes of the 

proposed classification, which allows us to build a dynamic profile of the bank’s contractor. 

An algorithm is proposed for the phased analysis of the text label of the payment purpose, 
including the stages of preprocessing, filtering, normalizing and constructing a classifier based on a set 

of regular expressions and intelligent analysis technologies. The algorithm difference is in the use of 

adaptive category dictionaries and the multi-pass application of heterogeneous classifiers, which 
allows to increase the validity of the decision on whether the transaction belongs to one of the selected 

classes. 

The evaluation results showed that using the classifiers composition, the classification accuracy of 
81% was achieved (on the test set during cross-validation), while the basic version of the algorithm 

(using regular expressions) made it possible to achieve classification with an accuracy of about 60%. 

However, the main problem in constructing a system for automatic classification of payment 

purposes is the weak requirements for formalization of a text label by the bank and the length of the 
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text label itself. It is necessary to improve the semantic spaces of each of the categories indicated in 
regulatory documents in order to improve the performance indicators of classifiers. 
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