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Nonlinear dynamics and dissipation of a curvilinear vortex driven by a
strong time-dependent Meissner current

W. P. M. R. Pathirana and A. Gurevich
Department of Physics and Center for Accelerator Science, Old Dominion University, Norfolk, Virginia 23529, USA

(Received 12 November 2019; revised manuscript received 21 January 2020; accepted 23 January 2020;
published 5 February 2020)

We report numerical simulations of large-amplitude oscillations of a trapped vortex line under a strong ac
magnetic field H (t ) = H sin ωt parallel to the surface. The power dissipated by an oscillating vortex segment
driven by the surface ac Meissner currents was calculated by taking into account the nonlinear vortex line tension,
vortex mass, and a nonlinear Larkin-Ovchinnikov (LO) viscous drag coefficient η(v). We show that the LO
decrease of η(v) with the vortex velocity v can radically change the field dependence of the surface resistance
Ri(H ) caused by trapped vortices. At low frequencies, Ri(H ) exhibits a conventional increase with H , but as ω

increases, the surface resistance becomes a nonmonotonic function of H which decreases with H at higher fields.
The effects of frequency, pin spacing, and the mean-free path li on the field dependence of Ri(H ) were calculated.
It is shown that, as the surface gets dirtier and li decreases, the anomalous drop of Ri(H ) with H shifts to lower
fields which can be much smaller than the lower critical magnetic field. Our numerical simulations also show that
the LO decrease of η(v) with v can cause a vortex bending instability at high field amplitudes and frequencies,
giving rise to the formation of dynamic kinks along the vortex. Measurements of Ri(H ) caused by sparse vortices
trapped perpendicular to the surface can offer opportunities to investigate an extreme nonlinear dynamics of
vortices driven by strong current densities up to the depairing limit at low temperatures. The behavior of Ri(H ),
which can be tuned by varying the rf frequency or concentration of nonmagnetic impurities, is not masked by
strong heating effects characteristic of dc or pulse transport measurements.

DOI: 10.1103/PhysRevB.101.064504

I. INTRODUCTION

The dynamics of current-driven vortex matter in super-
conductors is of major importance both for the fundamental
vortex physics and for achieving high nondissipative currents
in applications. Materials advances in incorporating artificial
pinning centers that immobilize vortices have resulted in crit-
ical current densities Jc as high as 10%–30% of the depairing
current density Jd at which the superconducting state breaks
down [1–5]. At such high current densities J , once a vortex
gets depinned from a defect, it can move with very high
velocity v and dissipate much power. This phenomenon is crit-
ical for many applications, such as high-field magnets [6–8],
THz radiation sources [9,10], or resonator cavities for particle
accelerators [11,12]. Yet, the extreme dynamics of curvilinear
elastic vortices driven by very strong currents close to the
depairing limit J ∼ Jd has not been well understood.

At high current densities with J � Jc the effect of pinning
diminishes and the velocity of a vortex v is mainly determined
by the balance of the driving Lorentz force FL = φ0J and the
viscous drag force Fd = η(v)v. At small v the vortex drag
coefficient η0 � φ2

0/2πξ 2ρn is independent of v, where ξ is
the coherence length, ρn is the normal-state resistivity, and
φ0 is the magnetic flux quantum. Since the current density
cannot exceed the depairing limit Jd � φ0/4πμ0λ

2ξ at which
the speed of the superconducting condensate reaches the pair-
breaking velocity vd = h̄/πmξ , the maximum vortex velocity
can be estimated as vc ∼ φ0Jd/η0 = ρnξ/2μ0λ

2, where λ is
the magnetic penetration depth and m is the effective electron

mass. For instance, for clean Nb with ξ � λ � 40 nm and
ρn � 1 n	 m, we have vd � 0.9 km/s and vc � 10 km/s, that
is, the vortex can move faster than than the maximum drift
velocity of the condensate. Vortices moving much faster than
current superflow which drives them have been observed by
scanning SQUID on tip microscopy in dirty Pb films in which
vc and vd can differ by two orders of magnitude [13].

At high velocities the vortex drag coefficient η is de-
termined by complex nonequilibrium processes in the vor-
tex core [14,15] elongated along the direction motion, as
was shown by simulations of the time-dependent Ginzburg-
Landau (TDGL) equations [13,16–18]. As a result, η(v) be-
comes essentially dependent on v. For instance, Larkin and
Ovchinnikov (LO) have shown that η(v) decreases with v

because quasiparticles in the core diffuse away from the core
at high velocities [19], giving

η = η0

1 + v2/v2
0

. (1)

Here, the critical LO velocity v0 ∼ (D/τε )1/2(1 − T/Tc)1/4

depends on the energy relaxation time τε , where D is the elec-
tron diffusivity [19]. A similar velocity dependence of η(v)
could also occur due to electron overheating in the moving
vortex [20–22] which would be particularly pronounced at
low temperatures.

The LO mechanism predicts a nonmonotonic velocity de-
pendence of the drag force Fd = η(v)v which reaches maxi-
mum at v = v0, so that Fd (v) can balance the Lorentz forces
FL = φ0J only if v < v0. At v > v0 the velocity of a straight
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FIG. 1. A curvilinear vortex driven by the rf surface current. The
black dot shows a pinning center, for example, a nonsuperconducting
precipitate. Inset shows the geometry of a perpendicular vortex
trapped in a superconducting slab exposed to a parallel magnetic field
H (t ) = H sin ωt . The blue arrows depict supercurrents circulating
around the vortex and Meissner screening currents at the surface.

vortex driven by a uniform current density jumps to greater
values corresponding to highly dissipative states [19]. Such
LO instability has been observed on many superconductors
[23–31] near Tc with typical values of v0 ∼ 0.1–1 km/s. This
instability results in negative differential resistivity and hys-
teretic jumps on I-V curves. Observation of the LO instability
in dc transport measurements in which vortex structures move
with high velocities v ∼ v0 in thin films at low temperatures
is masked by strong heating effects [17,30–32].

The extreme dynamics of vortices driven by strong currents
at low temperatures can be investigated under conditions in
which heating effects are greatly reduced. This geometry is
shown in Fig. 1 where a perpendicular vortex trapped in
a superconducting slab of thickness d � λ is exposed to a
radio-frequency (rf) parallel magnetic field H (t ) = H sin ωt
with h̄ω � �. Here, sparse trapped vortices are driven by
nondissipative Meissner current flowing in a thin layer ∼λ

at the surface so that the net power generated by superfast
vortices is much smaller than in pulse flux flow measurements
[21,30]. It is this situation which is characteristic of supercon-
ducting resonant cavities with extremely high-quality factors
Q = R0/Rs ∼ 1010–1011 controlled by a very small surface
resistance Rs ≈ 10–30 n	 for Nb at 2 K and 1–2 GHz [11,12].
Part of this Rs comes from the exponentially small quasi-
particle BCS contribution RBCS ∝ ω2 exp(−�/T ) but another
one is a weakly temperature-dependent residual resistance Ri

which can account for � 20% of Rs in Nb [11] and � 50%
for Nb3Sn at 2 K [33]. Much of this contribution to Ri comes
from trapped vortices generated during the cavity cooldown
through Tc at which the lower critical field Hc1(T ) vanishes
[34–41]. In this case, even small stray fields H > Hc1(T ) such
as a few % of the earth magnetic field can produce vortices in
the cavity. During the subsequent cooldown to T � 2 K, some
of these vortices exit but some get trapped by material defects
and produce hot spots caused by oscillating vortex segments
depicted in Fig. 1. Superconducting cavities can thus provide
a unique test bed for the investigation of extreme dynamics of

vortices driven by strong Meissner currents which can reach
J ∼ Jd at the surface at B = μ0H � μ0Hc, where Hc is a
thermodynamic critical field. This has indeed been achieved
on Nb cavities at 1–2 GHz and 2 K at B � 200–230 mT.
Here, the high-quality factors Q ∼ 1010–1011 indicate very
low dissipated power in sparse vortex bundles trapped in the
cavity [35].

The nonlinear dynamics of the vortex driven by strong
Meissner currents depicted in Fig. 1 brings about the fol-
lowing issues. (1) The estimates presented above show that
the velocity of the vortex tip at the surface v(0, t ) ∼ vd at
H � Hc can exceed the LO critical velocity v0. However,
once v(0, t ) exceeds v0, the LO jumpwise instability does not
occur because the tip is connected to the rest of the elastic
vortex line. The questions are then what happens if a part of
an elastic vortex moves faster than the LO critical velocity
while the rest of the vortex does not, and if so, can the LO
dynamic instability manifest itself in a shape instability of a
distorted vortex? (2) What are the dependencies of the power
dissipated by an elastic curvilinear vortex driven by a surface
Meissner current on the field amplitude and frequency? (3)
To what extent can the nonlinear surface resistance of trapped
vortices be tuned by varying the concentration of nonmagnetic
impurities? Addressing these issues is the goal of this work.

The surface impedance of the mixed state of vortices
parallel to the surface under weak rf field has been extensively
studied in the literature [42–44]. Low-field power losses gen-
erated by flexible pinned vortex segments both parallel and
perpendicular to the surface were calculated in Refs. [22,35].
Nonlinear quasistatic electromagnetic response of perpendic-
ular vortices has been recently addressed both in the limit
of weak collective pinning [33] and the strong pinning limit
[46] in which the depinning of elastic vortices under the
Lorentz force becomes hysteretic [45]. However, the extreme
nonlinear dynamics of a long elastic vortex under a strong
rf surface current has not been addressed. In this work, we
calculate the power P(H ) = Ri(H )H2/2 generated by such
oscillating vortex and the corresponding surface resistance
Ri(H ) as functions of the field amplitude H , frequency, the
mean-free path, and the location of the pining center from
the surface, taking into account the nonlinear elasticity of the
distorted vortex, nonlinear viscous drag force, and the vortex
mass. We show that the LO velocity dependence of the vortex
viscosity (1) results in an anomalous decrease of Ri(H ) with
H at strong rf field. A significant decrease of Ri(H ) with the
rf field extending up to H � (0.3–0.5)Hc has been indeed
observed by several groups on alloyed Nb cavities [47–51].
One mechanism to this effect can come from the nonlinear
response of quasiparticle in the Meissner state [52–54]. In
this work, we show that sparse trapped vortices can provide
another mechanism of the decrease of Ri(H ) with H which
becomes more pronounced as the frequency increases. We
also show that the LO nonlinear drag force can result in a
shape instability and the formation of dynamic kinks along
the elastic line at large fields and frequencies.

The paper is organized as follows. Section II introduces the
main nonlinear dynamic equation for a current driven elastic
vortex perpendicular to the surface and defines the essential
control parameters. In Sec. III we present an analytical so-
lution that describes a vortex at low frequencies and show
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that Ri(H ) does decrease with H above a crossover frequency.
Section IV contains the results of our extensive numerical
simulations of the dynamic equation for the oscillating vortex
at arbitrary frequencies and calculate Ri(H ) as functions of H ,
frequency, and the mean-free path. In Sec. V we demonstrate
a shape instability of a strongly driven elastic vortex with the
LO nonlinear viscous drag. Section VI presents the discussion
and broader implications of our results.

II. DYNAMIC EQUATIONS

Consider a single vortex pinned by a materials defect as
shown in Fig. 1. The motion of a vortex is determined by its
vertical displacement y(x, t ) as a function of x and t , where
the tip of the vortex is perpendicular to the surface [44] so
that y′(0) = 0. The equation for y(x, t ) is obtained using the
equation for the local velocity v(x, t ) normal to the curvilinear
vortex:

Mv̇ + η(v)v = ε

R
− φ0H

λ
e−x/λ sin(2π f t ), (2)

where H is the amplitude of the applied magnetic field
H sin ωt with the frequency f = ω/2π , λ is the London
penetration depth, M is the vortex mass per unit length, ε =
φ2

0 (ln κ + 0.5)/4πμ0λ
2 is the vortex line energy, κ = λ/ξ

is the Ginzburg-Landau (GL) parameter, ξ is the coherence
length, R−1 is the local curvature of the vortex line, and the
overdot means a time derivative.

Equation (2) represents a balance of local forces acting
perpendicular to a curvilinear vortex: the inertial and viscous
drag forces in the left-hand side are balanced by the elastic
and Lorentz forces in the right-hand side. Here, the following
is assumed: (1) The motion of a magnetic vortex in a type-
II superconductor is described by the London model, the
dynamics of the vortex core is incorporated in η(v) and M.
(2) Meissner current densities are not very close to Jd so
pair-breaking effects are negligible and the London model
is applicable. (3) The Magnus force causing a small Hall
angle [55–57] is negligible and the velocity v(x, t ) only
has components vx(x, t ) and vy(x, t ) perpendicular to the rf
current flowing along the z axis. (4) The low-frequency rf field
(h̄ω � �) does not produce quasiparticles, and the quasistatic
London equations are applicable [58]. (5) Spatial distortions
of a vortex occur over large scales �λ for which the elastic
nonlocality of ε (see, e.g., Refs. [43,44]) can be neglected.
The effect of nonlocality of ε on the power dissipated by the
vortex under a weak rf field was considered in Ref. [35].

The local perpendicular velocity v(x, t ) of a small vortex
segment ds in Eq. (2) is related to the velocity ẏ(x, t ) of the
vortex line at a fixed point x by

v(x, t ) = ẏ(x, t )√
1 + y′2 . (3)

This relation reflects the fact that each small segment of
an overdamped vortex moves along the local normal to the
curvilinear vortex line under the action of local perpendicular
forces defined by Eq. (2). The term ε/R in Eq. (2) accounts for
a nonlinear elasticity of a vortex in the London model [44],
where the local curvature R−1 = y′′(1 + y′2)−3/2 depends on
the shape of the vortex line and the prime denotes a partial

derivative with respect to x. Equations (2) and (3) give the
following dimensionless nonlinear partial differential equa-
tion for the local displacement u(x, t ) of the vortex along the
y axis:

μ
∂

∂t

[
u̇√

1 + u′2

]
+ γ u̇

√
1 + u′2

1 + u′2 + αu̇2

= u′′

(1 + u′2)3/2
− βt e

−x, (4)

u′(0, t ) = 0, u(l, t ) = 0. (5)

Here, u(x, t ) = y(x, t )/λ is the dimensionless displacement of
the vortex along y, the coordinate x and time t are in units of λ

and the rf period, respectively. The second boundary condition
in Eq. (5) describes a vortex pinned by a strong defect, but
the numerical results presented below are, in fact, not very
sensitive to the elementary pinning force of the defect, as
elaborated in Sec. IV. The parameters in Eq. (4) are given by

γ = f / f0, f0 = Hc1ρn/Hc2λ
2μ0, (6)

α = α0γ
2, α0 = (λ f0/v0)2, (7)

βt = β sin(2πt ), β = H/Hc1, (8)

μ = μ1γ
2, μ1 = λ2 f 2

0 M/φ0Hc1. (9)

Here, Hc1=(φ0/4πμ0λ
2)(ln κ + 0.5) and Hc2 = φ0/2πμ0ξ

2

are the lower and upper critical fields, respectively.
The main contribution to the vortex mass in Eq. (2) comes

from quasiparticles in the vortex core [15]. The first estimate
of M by Suhl [59] gave Ms � 2mkF /π3, where m is the
electron mass, kF = (3π2n0)1/3 is the Fermi wave vector,
and n0 is the electron density. Other contributions which can
increase the vortex mass well above Ms have been proposed
in the literature [60–63]. Measurements of M in Nb [64] gave
M some two orders of magnitude higher than Ms near Tc. In
our simulations we assumed that M in Eqs. (2) and (4) is
independent of v.

We first estimate characteristic values of α, γ , and μ for a
dirty Nb with ρn ≈ 3 n	 m, λ = 80 nm, ξ = 20 nm, κ = 4,
v0 = 0.1 km/s, kF = 1.2 × 1010 m−1 (see, e.g., Ref. [65]),
and taking M = 80Ms = 5.6 × 10−20 kg/m. Hence, f0 �
22 GHz, α0 � 309, and μ1 � 0.0022, so that γ � 0.045,
μ � 4.5 × 10−6, and α � 0.64 at f = 1 GHz. Next, we con-
sider Nb3Sn with ρn ≈ 1 μ	 m, λ = 111 nm, ξ = 4.2 nm,
κ = 26.4 [33], v0 = 0.1 km/s, kF = 6.6 × 109 m−1 (see,
e.g., Ref. [65]), and taking M = 80Ms = 3.1 × 10−20 kg/m.
Hence, f0 � 175 GHz, α0 � 3.7 × 104, and μ1 � 0.14, so
that γ � 0.006, μ � 4.6 × 10−6, and α � 1.2 at f = 1 GHz.
In this frequency range, the dynamic terms in the left-hand
side of Eq. (4) are proportional to the small parameters γ

and μ, and the effect of the vortex mass at v � v0 is much
weaker than the viscous drag. However, the effect of the
dynamic terms increases strongly as the frequency and the
field amplitude increase and/or the material becomes dirtier
and the mean-free path li decreases. For instance, in the
dirty limit li � ξ0, we have λ � λ0(ξ0/li )1/2 and ξ � (ξ0li )1/2,
where the subscript 0 refers to the clean limit values of
the parameters. Thus, f dirty

0 � (li/ξ0)2 f clean
0 , so the parameter
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γ dirty � (ξ0/li )2γ clean at a given frequency can increase sub-
stantially as li decreases.

Another essential parameter is the decay length Lω of
oscillating bending disturbance along the vortex line induced
by a weak rf current at the surface [35]

Lω =
√

ε

ηω
= ξ

2λ

√
gρn

πμ0 f
= λ√

2πγ
, (10)

where g = ln(λ/ξ ) + 1
2 , and the vortex mass is neglected.

For the above materials parameters of Nb3Sn, we have Lω �
5.15λ = 572 nm at 1 GHz. In this case, dissipative oscillations
of the elastic vortex extend well beyond the rf field penetration
depth. Here, Lω is practically independent of T and decreases
as the mean-free path decreases, Ldirty

ω � Lclean
ω (li/ξ0)1/2. Al-

though Eq. (10) is only applicable to small-amplitude vortex
oscillations, the dependence of Lω on η suggests that the
elastic ripple length Lω would increase with the rf field, as
the velocity of the vortex tip increases and the LO vortex drag
diminishes. This qualitative assertion is in agreement with the
numerical results presented below.

Solving Eq. (4) for u(x, t ), we calculate the power P =
t−1
m

∫ tm
0

∫ l
0 ηv2dx dt produced by the drag force along the

oscillating vortex and averaged over the time period tm. It is
convenient to define the dimensionless power p = P/P0 and
the surface resistance ri per vortex as follows:

p = γ 2
∫ 1

0
dt

∫ l

0

u̇2(1 + u′2)1/2dx

1 + u′2 + αu̇2
, (11)

ri(β ) = 2p(β )/β2, (12)

where P0 = λ3 f 2
0 η0. If sparse trapped vortices have the areal

density n� = B0/φ0 corresponding to a small induction B0 �
Bc1, the dimensionless Ri is related to the observed surface
resistance by Ri = P0rin�/H2

c1. Using here f0 from Eq. (6),
η0 = φ0Bc2/ρn, and Bc2 = φ0/2πξ 2, we obtain

Ri = ρnB0

λBc2
ri. (13)

III. LOW-FREQUENCY LIMIT

In this section we show how the LO velocity dependence
of η(v) results in a decrease of Ri(H ) with the rf field at low
frequencies γ � 1. In this case, l � Lω and u(x, t ) can be
obtained analytically by solving Eq. (4) in which all dynamic
terms in the left-hand side are neglected. Then, integration of
Eq. (4) with u̇ → 0 and the boundary condition u′(0, t ) = 0 at
the surface gives

u′
√

1 + u′2 = βt (1 − e−x ). (14)

Equation (14) has a solution only if u′(l ) < tan θ , where the
depinning angle θ quantifies the strength of the pinning center
[44,45]. The condition u′(l ) = tan θ thus defines a critical
value of the current driving parameter βc above which the
vortex segment can no longer be pinned:

βc = sin θ

1 − e−l
. (15)

FIG. 2. The field-dependent surface resistance Ri(H ) calculated
from Eq. (16) at α0 = 3 × 103, l = 4λ, and the dimensionless
frequencies γ : 0, 0.002, 0.005, and 0.01.

In the strong pinning limit (θ → π/2), we have βc = 1
at l � 1. Here, βc(l ) increases as l decreases, reducing to
βc � sin θ/l at l � 1 for a uniform current [44]. Integration
of Eq. (14) with the boundary condition u(l ) = 0 yields a
cumbersome formula for u(x, t ) which is then used to obtain
an analytical formula for a quasistationary u̇(x, t ) at γ � 1,
as described in Appendix A.

From Eq. (14), it follows that 1 + u′2 = [1 − s(x)2]−1,
where s(x) = βt (1 − e−x ). Then, Eq. (11) at γ � 1 can be
written in the form

p = γ 2
∫ 1

0
dt

∫ l

0

u̇2
√

1 − s2(x)dx

1 + α0γ 2[1 − s2(x)]u̇2
, (16)

where u̇(x, t ) in the first order in β̇t is given by Eq. (A5).
Using Eqs. (A5) and (16) the field-dependent nonlinear

surface resistance ri(β, f ) = 2p/β2 can be calculated. Here,
the LO factor α = α0γ

2 in the denominator changes the be-
havior of ri(β, f ) at α � 1, which can happen even at γ 2 � 1
if α0 � 1. Indeed, at α � 1, Eq. (16) yields the conventional
vortex viscous power p ∝ β2γ 2 at low fields and frequencies
[22]. However, in the limit of αβ2 � 1, the term u̇2 in Eq. (16)
cancels out and p becomes independent of frequency. In this
case, p and ri were calculated analytically in Appendix A,
where Eq. (A6) at α−1/2 � β � 1 simplifies to

p = l

α0
, ri = 2l

α0β2
. (17)

These results also readily follow from Eqs. (11) and (12) in the
limit of αu̇2 � 1 but u′2 � 1. Here, both p and ri at αβ2 � 1
are independent of frequency, whereas the surface resistance
ri(β ) decreases with the field amplitude. Obviously, Eq. (17)
is no longer applicable at very low-field amplitudes αβ2 � 1
as αu̇2 in the denominator of Eq. (11) becomes negligible.

We calculated the full field dependence ri(β ) numerically
using Eq. (16), where u̇ is given by Eq. (A5). These ri(β )
curves calculated at different frequencies γ are shown in
Fig. 2. As γ increases, the LO decrease of η(v) with the vortex
velocity radically changes the field dependence of ri(β ) from
an ascending ri(β ) at low frequencies to a descending ri(β ) at
higher frequencies.
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FIG. 3. Fits of Rs(B) = Ri(B) + RBCS calculated from Eq. (16)
(lines) to the experimental data of Ref. [66] (dots) for Nb cavity at
1.467 GHz, γ = 0.052, and n� = 3.67 × 108 m−2: (a) α0 = 3326 at
T = 1.37 K, (b) α0 = 4380 at T = 2 K.

The inverse field dependence Rs ∝ H−2 given by Eq. (17)
was observed on Nb cavities subject to a mild heat treatment
[66]. As an illustration, Fig. 3 shows the fits of Eqs. (A5)
and (16) to Rs(B) measured at T = 1.37 K and T = 2 K on
a 1.467-GHz single-cell cavity [66]. The fit is done for a
moderately dirty Nb with ρn = 2.1 n	 m, λ = 70.2 nm, ξ =
22.8 nm, and l = 3λ, in which case 1.467 GHz corresponds
to γ = 0.052. Here, the surface resistance was taken in the
form Rs(B) = Ri(B) + RBCS, where RBCS(T ) is a background
BCS resistance, and Ri is given by Eqs. (13) and (16). It is
assumed that a mean areal density of vortices n� = B0/φ0

was trapped in the superconductor during the cavity cooldown
through Tc. The fit is then performed at the fixed γ , regarding
α0(T ) and RBCS(T ) as independent adjustable parameters at
1.37 and 2 K, and n� as another fit parameter limited by the
condition n�(1.37 K) = n�(2 K) that the measurements were
done on the same cavity.

The fits shown in Fig. 3 are obtained for RBCS = 4.2
n	 and α0 ≈ 3326 corresponding to v0 = 35 m/s at T =
1.37 K, and RBCS = 13 n	 and α0 = 4380 corresponding to
v0 = 30.1 m/s at T = 2 K. The fit also gives the mean flux
density n� = 3.67 × 108 m−2 which translates to the trapped
field B0 = φ0n� � 0.73 μT much smaller than the Earth field
BE � 20–60 μT. This is consistent with the fact that the
cavities measured in Ref. [66] were magnetically screened
during the cooldown through Tc so that the residual field was
reduced to B0 ∼ 10−2BE . Because trapped flux in Nb cavities
is usually localized in bundles of sparse vortices pinned by
randomly distributed materials defects [35], the observed 〈Ri〉
results from averaging over the local values of B0(r) and pin
spacings l from the surface [53].

IV. NUMERICAL RESULTS

The results presented above show that the LO velocity
dependence of η(v) can produce an anomalous decrease of
Ri(H ) with H as the frequency increases. This brings about
several points which can be essential for experimental inves-
tigations of this effect: (1) The field dependence of Ri(H ) in a

broader frequency range in which the quasistatic approxima-
tion of Sec. III is no longer applicable. (2) The effect of the
length of the pined vortex segment l on Ri(H ). (3) The effect
of nonmagnetic impurities on Ri(H ) which can be used to tune
the field and frequency dependencies of Ri(H, f ) by alloying
the surface of a superconductor. Addressing these issues re-
quires numerical simulations of the nonlinear dynamics of a
vortex at arbitrary field amplitudes and frequencies.

In this section we present results of numerical solution
of Eqs. (4) and (5) using COMSOL [67]. Here, the boundary
condition u(l, t ) = 0 corresponds to a strong pin with θ =
π/2 in Eq. (15), but the results for a long vortex segment
l � λ are, in fact, independent of the elementary pinning
force fp(y). Indeed, if l � Lω bending oscillations along
the vortex do not reach the pin so u(l, t ) = 0 is basically
satisfied for any fp(y). Yet, even if l < Lω, the details of
fp(y) have a little effect on Ri(H ) because incorporating a
realistic fp(y) for the core pinning [42] in Eq. (4) accounts for
small-amplitude [y(l, t ) � ξ ] oscillations of the vortex core
at the pin, as opposed to the condition of a fixed vortex core
y(l, t ) = 0. Since Ri(H ) is determined by large-amplitude
swings of a vortex segment between the pin and the surface,
taking into account small oscillations of y(l, t ) only gives a
small correction to Ri(H ). For this reason, we used the simple
boundary condition u(l, t ) = 0.

For the parameters of Nb3Sn mentioned above, we have
γ ≈ 0.006, 0.06, and 0.6 at 1, 10, and 100 GHz, respectively.
Given the lack of experimental data on v0(T ) for Nb3Sn and
other superconductors at T � Tc, we solved Eq. (4) numeri-
cally for different values of γ and α = α0γ

2 = 0, 1, 10, and
100. The corresponding values of v0 cover the typical v0 ∼
0.1–1 km/s near Tc [27] and take into account the observed
decrease of v0 ∝ [D/τε]1/2 at low temperatures [28] where
the time of energy relaxation on phonons τε (T ) increases as
T decreases [15].

Shown in Fig. 4 are the field dependencies of Ri(H )
calculated at l = 3λ and different values of γ and α0. At
low frequency γ = 0.01 and α0 = 0 the surface resistance
increases with β due to the effect of nonlinear vortex elasticity.
However, as α = α0γ

2 increases, ri(β ) starts decreasing with
β due to the decrease of the LO vortex viscosity with v, as it
is evident from Eq. (11). Here, ri(β ) calculated numerically
from Eq. (4) is in full agreement with the analytical results
shown in Fig. 2.

The behavior of ri(β ) changes at higher frequencies, as
shown in Figs. 4(b) and 4(c) where ri(β ) was calculated at
γ = 0.1 and 1. Here, the field dependencies of ri(β ) become
nonmonotonic, the peaks in ri(β ) shifting to lower fields as
α0 increases. At the peaks of ri(β ), the velocity of vortex
tip reaches the LO critical velocity v0, but no jumps of the
vortex tip occur because of the restoring effect of line tension
of the vortex. Here, the bending oscillations along the vortex
are mostly confined within the elastic skin depth Lω given
by Eq. (10). If γ = 0.01 the length Lω ≈ 4λ is larger than
l = 3λ, so the vortex segment swings as a whole and ri(β )
decreases at all β. However, at γ = 0.1 the length Lω ≈ 1.26λ

is shorter than l at β � 1. In this case, ri(β ) first increases
with β, but after the peak in ri(β ) at β = βp the velocity of
the tip exceeds v0 and the drag coefficient η(v) drops rapidly
with v, so Lω ∼ [ε/η(v)ω]1/2 becomes larger than l , and ri(β )
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FIG. 4. ri(β ) calculated at l/λ = 3 and (a) γ = 0.01, α0 =
104, 105, 106, (b) γ = 0.1, α0 = 102, 103, 104, (c) γ = 1, α0 =
1, 10, 100.

starts decreasing with β similar to the case shown in Fig. 4(a).
At β > βp the nonlinear dynamics of the vortex becomes
dependent on the vortex mass. Here, the peaks in ri(β ) shift to
higher β as α = α0γ

2 increases with frequency and the effect
of the vortex mass becomes more pronounced, so a stronger
Lorentz force is required to accelerate the vortex tip above the
LO velocity.

The dynamics of the vortex can change drastically once β

exceeds βp. For instance, Fig. 5(a) shows the change in the
time dependence of the vortex tip position u(0, t ) near the
first peak in ri(β ) at γ = 0.1 and α0 = 103 in Fig. 4(b). Here,
u(0, t ) changes from nearly harmonic oscillations at β < βp to

FIG. 5. Vortex tip oscillations: (a) near the first peak in ri(β )
shown in Fig. 4(b) at γ = 0.1 and α0 = 103, (b) near the second
peak in ri(β ) shown in Fig. 4(c) at γ = 1 and α0 = 1. Here, the black
and red lines correspond to u(0, t ) calculated at β slightly below and
above the peak.

highly anharmonic oscillations at β > βp with a much greater
amplitude of u(0, t ) due to a strong reduction of the local drag
force at the tip at v(0, t ) > v0. The dynamics of u(0, t ) at β >

βp resembles the van der Pol relaxation oscillations in a small
mass limit [68]. As β further increases, u(0, t ) becomes more
harmonic because the effect of the LO nonlinear viscous drag
diminishes. Yet, a similar harmonic-anharmonic transition in
u(0, t ) also happens above the second peak in ri(β ), as shown
in Fig. 5(b). Here, u(0, t ) was calculated at β � 5.2, γ = 1,
and α0 = 1 corresponding to the second peak in ri(β ) shown
in Fig. 4(c).

A. Effects of frequency and pin location

The effect of frequency on the field dependence of ri(β )
can be inferred from Fig. 4, using the frequency dependencies
of the control parameters γ ∝ f and α ∝ f 2. For instance,
Fig. 6 shows the change in ri(β ) at α0 = 104 as the frequency
increases. Here, ri(β ) is nearly field independent at γ = 0.01
but as the dimensionless frequency γ increases, a strong
decrease of ri(β ) with the rf field develops. This effect is
a clear manifestation of the LO decrease of η(v) with v,
given that the velocity of the vortex increases as the frequency
increases. Notice that the main drop in Ri(H ) occurs at small
field amplitudes H � 0.1Hc1.
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FIG. 6. ri(β ) calculated at γ = 0.01, 0.05, 0.1, α0 = 104, and
l/λ = 3.

Figures 7(a) and 7(b) show the effect of the pin position
on the field dependence of ri(β ) calculated at α = 1 and
γ = 0.01 and 1. As α increases, the qualitative behavior of
ri(β ) remains the same but the peaks shift to smaller fields.
Here, ri(β ) turns out to be sensitive to the pin locations at
low fields and frequencies. This happens if Lω at low β and γ

exceeds l , so that the pinning center reduces the length of the
oscillating vortex segment and thus the dissipation power. For
example, at l = 9λ and γ = 0.01, the low-field ripple length

FIG. 7. ri(β ) calculated at γ = 0.01 (a), γ = 1 (b), and different
pin locations.

Lω = 4λ is shorter than l , and the nonmonotonic behavior
of ri(β ) is similar to that shown in Fig. 4. As β increases,
η(v) decreases and the nonlinear ripple length Lω becomes
much larger than l . In this case, the vortex segment of length l
swings as a whole, and ri given by Eq. (17) is proportional
to l and decreases with β. At high frequency, γ = 1, the
low-field ripple length Lω is shorter than l = (3–9)λ used in
our simulations, and ri(β ) becomes practically independent
of the pin location except for a small second hump in ri(β ) at
β � 4.7 for l = 3λ.

B. Effect of the mean-free path

The nonlinear dynamics of the trapped vortex and the field
dependence ri(β ) can be tuned by nonmagnetic impurities
because the control parameters γ , α, β, and μ defined by
Eqs. (6)–(9) increase strongly as the mean-free path li de-
creases. Using ρn ∝ l−1

i , v0 ∝ l1/2
i [19], and the conventional

GL interpolation formulas λ = λ0� and ξ = ξ0/�, where � =
(1 + ξ0/li )1/2, the explicit dependencies of α, γ , and β on li
can be presented in the form

γ = g0�
6li f

gξ0 f0
, α = ξ0

li

(
λ0 f

ṽ0

)2

, (18)

β = g0�
2H

gHc10
, μ = λ2

0 f 2M�4g0

φ0gHc10
, (19)

g0 = ln
λ0

ξ0
+ 1

2
, g = ln

λ0�
2

ξ0
+ 1

2
. (20)

Here, f0 is defined by Eq. (6), where λ0, ξ0, and Hc10 =
φ0g0/4πμ0λ

2
0 are the penetration depth, coherence length,

and the lower critical field in the clean limit, respectively,
and ṽ0 is the LO critical velocity at li = ξ0. For the sake of
simplicity, we assume that M is independent of li, and the
Bardeen-Stephen formula for η0 can be used in a moderately
clean limit as well [15].

Equation (4) was solved for dirty Nb using λ0 = ξ0 =
40 nm, ṽ0 = 126 m/s [27], γ0 = g0 f / f0 ≈ 0.004, and
λ2

0 f 2/ṽ2
0 ≈ 0.1 at 1 GHz. We calculated ri(β ) for different val-

ues of the mean-free path li/ξ0 = 1, 0.1, and 0.05 at frequen-
cies 1, 10, and 100 GHz, and μ/γ = 8 × 10−4[ξ0/(�2li )] at
1 GHz. As li decreases, the parameter α ∝ l−1

i increases and
the surface resistance starts decreasing with H , the main drop
of ri(H ) shifting to lower fields as the material gets dirtier.

Figure 8 shows ri(β ) calculated for different values of
frequency γ and the mean-free path li. At the lowest frequency
γ0 = 0.004 the curves ri(β ) shown in Fig. 8(a) exhibit the
monotonic decrease with β similar to that discussed in Sec. III
in the low-γ limit of the ripple length Lω exceeding the pin
distance l . As the frequency increases, a nonmonotonic field
dependence of ri(β ) develops, the peaks in ri(β ) shifting to
lower fields as the ratio li/ξ0 decreases. Notice the jumps
preceding the peaks in ri(β ) in the case of γ0 = 0.04 shown
in Fig. 8(b). The nonmonotonic dependence of ri(β ) is a
manifestation of the transition from the case of Lω < l at low
fields to Lω > l at higher fields, as was discussed above. In the
case of γ0 = 0.4 represented by Fig. 8(c), the nonmonotonic
field dependencies of ri(β ) remain qualitatively similar to
those shown in Fig. 8(b), except that the peaks in ri(β ) get
broadened and the jumps in ri(β ) characteristic of γ0 = 0.04
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FIG. 8. The surface resistance ri(β ) calculated at (a) γ0 = 0.004,
α0 = 0.1, (b) γ0 = 0.04, α0 = 10, (c) γ0 = 0.4, α0 = 1000 for dif-
ferent values of li/ξ0 and l/λ0 = 3.

disappear. The latter results from the effect of the vortex mass
since the contribution of the inertial term in Eq. (4) becomes
more pronounced at higher frequencies. Generally, the effect
of mass smooths sharp jumps characteristic of nonlinear re-
laxation oscillations [68]. Overall, the evolution of ri(β ) with
γ at different mean-free paths shown in Figs. 8(b) and 8(c)
appears similar to that of ri(β ) calculated for different pin
spacings (see Fig. 7).

Figure 9 shows how the time dependence of the vortex
tip position u(0, t ) changes from nearly harmonic oscillations
at β < βp to relaxation oscillations at β > βp. This dynamic

FIG. 9. Vortex tip oscillations at the jump in ri(β ) shown in
Fig. 8(b) for the case of l = 3λ0, γ0 = 0.04, li/ξ0 = 0.1, and α =
100. Here, the black and the red lines correspond to u(0, t ) at β < βp

and β > βp.

transition occurs at small fields, for example, β > βp ≈ 0.086
at f = 10 GHz and li/ξ0 = 1. At higher frequencies, the
change in u(0, t ) near the rounded peaks in ri(β ) shown in
Fig. 8(c) becomes less pronounced, turning into a gradual
increase of anharmonicity in u(0, t ) as β increases from β <

βp to β > βp.

V. DYNAMIC KINKS ALONG A VORTEX

The vortex line tension suppresses the jumpwise LO in-
stability which nevertheless manifests itself in the anomalous
decrease of the surface resistance ri(β ) with the rf field am-
plitude at β > βp. Yet, a principal question remains whether
there is a range of the parameters in which the nonmonotonic
LO velocity dependence of the drag force could cause a
dynamic shape instability of a moving vortex. Indeed, once
the velocity of a small vortex segment exceeds v0, the local
vortex drag diminishes further increasing v(x, t ) and resulting
in growing shear stress between the fast vortex tip at x � λ and
a slower part of the vortex at x � λ. In this section, we show
that at large enough frequencies dynamic solutions of Eq. (4)
become singular, formally indicating a vortex teardown as
the restoring effect of vortex line tension cannot counter the
dynamic LO shear stress at strong rf drives β > βc(γ , l ).

Shown in Fig. 10 are examples of the vortex shape in-
stability which can happen both at the surface and at the
point x = lc < l between the surface and the pin position at
l = 5λ. The instability first develops as a cusp at x = lc which
then evolves into a growing jump in u(x, t ), as shown in the
insets. The resulting large derivative u′(x, t ) at x = lc reduces
the restoring effect of the line tension in Eq. (4), further
facilitating the vortex teardown. Because of large curvature of
u(x, t ) at x = lc, the elastic response becomes nonlocal and the
assumption that the line tension ε in Eq. (4) is independent of
the wave vector k of bending distortion along the vortex fails.
In a linear elasticity theory ε(k) in a uniaxial superconductor
becomes dependent on k at kλ � 1 [43,44]:

ε(k) = ε0

2�
ln

κ2�

1 + λ2k2
+ ε0

2λ2k2
ln(1 + λ2k2), (21)
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FIG. 10. Dynamics of the vortex teardown calculated at l = 5λ

and (a) γ = 1.2 and α0 = 1 for which βc = 9.8, (b) γ = 2.4 and
α0 = 1 for which βc = 15.8. Insets show the dynamics of the vortex
filament at the teardown point x = lc after the instant of the instability
ti [the curves u(x, t ) at t = ti and t > ti are shifted for clarity].

where ε0 = φ2
0/4πμ0λ

2 and � = λ2
c/λ

2 is the band electron
mass anisotropy parameter. At kλ � 1 and � = 1, Eq. (21)
yields ε = ε0g used in our simulations, but at kλ � 1, the line
tension ε(k) � −ε0 ln(ξk) decreases slowly as k increases up
to k � ξ−1. Yet, because the vortex becomes softer for short-
wavelength distortions with kλ � 1, the elastic nonlocality
may facilitate the shape instability at the cusp at x = lc where
kλ � 1 and decrease βc as compared to βc calculated here
at kλ � 1. It turned out that the development of the shape
instability is also affected by the vortex mass.

Shown in Fig. 11 is an example of the frequency depen-
dencies of the instability coordinate lc and the critical field
βc calculated at α0 = 1 and μ1 = 0.08. In these simulations,
each value of βc(γ ) was calculated by slowly ramping up
the field β(t ) = 0.01t at 0.4 < γ < 1.2 and β(t ) = 0.05t at
1.2 < γ < 4, and defining lc at a point where u′(lc, t ) reaches
u′

c = 100. The results show that βc(γ ) increases monotoni-
cally with γ while lc(γ ) exhibits a nonmonotonic dependence
with a jump at γ ≈ 1.1.

The behavior of lc(γ ) can be understood as follows. At
low γ , the critical gradient u′(lc, t ) > uc first occurs at the
pin position, so the vortex instability is just the quasistatic
depinning considered in Sec. III. As γ increases, the ripple
length Lω(γ , β ) becomes smaller than l so the effect of the

FIG. 11. Frequency dependencies of lc and βc calculated at α0 =
1, μ1 = 0.08, and l = 5λ.

pin on the dynamics of the vortex weakens. As a result,
the mechanism of the vortex shape instability changes from
the quasistatic depinning to the dynamic LO shear instability
at the surface lc = 0, where the Meissner current density is
maximum. At moderate frequencies 1 � γ � 2, the vortex
tip has the highest velocity v(0, t ) at the surface, where the
strongest shear gradient develops if v(0, t ) becomes much
larger than v0.

As γ further increases, the instability point moves from the
surface to a finite lc � 0.5 � l , as shown in Fig. 11. The shape
of the vibrating vortex line evolves from a monotonic u(x) at
γ � 1 to an oscillatory u(x) at γ � 1, as illustrated by Fig. 10.
Because of spatial oscillations in u(x, t ), the maximum shear
gradient in u(x, t ) at large γ occurs in the bulk rather than
at the surface. Since the instability point lc � 0.5 is far away
from the pin position l = 5, the shape instability is not af-
fected by pinning but is mostly controlled by the nonlinear LO
viscosity, vortex elasticity, and the mass M. Our simulations
have shown that the shape instability is affected by the ramp
rate of β(t ), but its effect is rather mild and does not change
the qualitative behaviors of βc(γ ) and lc(γ ).

The above singular solutions u(z, t ) describe the formation
of a cusp on a vortex which then develops into a discon-
tinuity of the vortex line at β > βc. The stabilizing effect
of the vortex line tension diminishes as ε decreases due to
nonmagnetic impurities or a uniaxial crystal anisotropy, which
facilitates the vortex teardown instability at smaller β. This
brings about the following issue: a curvilinear vortex, as well
as any other line topological defects [69], can hardly break
into disconnected pieces, as it would produce large energy
barriers growing with the separation between the pieces. This
effect is not incorporated into the force balance equation (4)
which assumes a rigid vortex core and does not ensure the
conservation of the topological charge. Thus, Eq. (4) only
indicates the vortex shape instability because the force balance
can no longer be sustained at β = βc, but it cannot describe
the dynamics of the vortex at β > βc. The latter would require
a self-consistent calculation of the spatial distributions of
the complex order parameter in the moving vortex core and
circulating supercurrents.
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FIG. 12. Snapshots of dynamic kinks along a curvilinear vortex
driven by a strong ac magnetic field: (a) a kink along the continuous
vortex core (red) at the surface of an isotropic superconductor; (b) a
vortex composed of a stack of pancake vortices in a layered super-
conductor. The green rectangle shows a Josephson string between the
runaway pancake vortex with v > v0 at the surface and a slower 2D
vortex stack.

Based on the continuity of the superconducting order pa-
rameter and the conservation of the winding number around
the vortex core, we can suggest the following picture of the
dynamic shape instability. If the velocity of the vortex tip at
the surface exceeds v0, the tip does not get disconnected from
a slower part of the vortex but turns into a kink along the
vortex core, as depicted in Fig. 12(a). Dynamics of such kinks
could be simulated using the TDGL equations [13–18] which
describe both the vortex core structure and strong bending
distortions of circulating currents around a moving vortex.
Yet, the derivation of the TDGL equations [14,15] disregards
the gradient terms in the kinetic equations describing diffu-
sion of nonequilibrium quasiparticles from the moving vortex
core, which is essential for the LO mechanism [19]. Thus,
the TDGL equations may not be sufficient for a complete
description of the dynamic vortex kinks.

The dynamic kink formation becomes more transparent
in layered superconductors, where a vortex perpendicular
to the layers is formed by a stack of two-dimensional (2D)
pancake vortices weakly coupled by interlayer Josephson and
magnetic interactions [70–72]. This case shown in Fig. 12(b)
also models the LO instability of a vortex piercing a stack
of weakly coupled films in a multilayer [53]. If the pancake
vortex at the surface moves faster than v0, it accelerates
because the viscous drag drops and the rest of the restoring
force is produced by weak magnetic interactions with other

pancake vortices and by the Josephson string [71] depicted
in Fig. 12(b). The Josephson string caused by the Josephson
energy between misaligned pancake vortices results in a
long-range restoring force FJ (y0) between the neighboring
vortices spaced by y0 [71]:

FJ ∼ ε0y0/s�, y0 � λJ , (22)

FJ ∼ ε0�
−1/2, y0 � λJ , (23)

where λJ = s
√

�, s is the interlayer spacing, ε0 =
φ2

0/4πμ0λ
2, and logarithmic factors ∼1 were disregarded.

The LO instability of a stack of pancake vortices at high
frequencies is considered in Appendix B. In this case, the
Lorentz force driving slow pancake vortices (v < v0) in the
stack is mostly countered by the viscous drag force, resulting
in small amplitudes of oscillations yn � ymax � v0/ f for each
2D vortex. For v0 = 100 m/s and f = 10 GHz, the max-
imum amplitude ymax � 10 nm is much smaller than λ =
150–400 nm in cuprates at T = 0. However, once the velocity
of the pancake vortex at the surface v ∼ Hφ0/λη0 exceeds
v0, it accelerates rapidly so that the magnetic and Joseph-
son restoring forces may stop the runaway vortex at larger
distances y0 ∼ min(λ, λJ ). Thus, the amplitudes of pancake
vortices at the surface increase greatly, resulting in a dynamic
kink along the 2D vortex stack.

In a multilayer comprised of superconducting films of
thickness d separated by thick dielectric layers which fully
suppress the Josephson coupling, the line tension of a stack
of 2D vortices only results from their weak magnetodipole
interactions [72]. The LO instability first occurs for the vortex
in the outer film exposed to the applied field if the net
Lorentz force φ0H (1 − e−d/λ) exceeds the maximum drag
force dη0v0/2, that is,

H > Hk = dη0v0

2φ0(1 − e−d/λ)
, f � ρnξ

2

μ0λ4
. (24)

At Hk < H < Hked/λ, the amplitude y1 of the fast vortex in
the outer film increases greatly, while the amplitudes of slow
(v < v0) vortices in other films (n = 2, 3, . . .) remain small,
yn � v0/ f (see Appendix B). At H > Hk , the amplitude of
oscillations of the runaway vortex in the outer film is only
limited by the weak LO drag and magnetodipole interaction
with other vortices, small vortex mass, and a finite rf period.
Because the superconducting phase coherence of 2D vortices
in different films at FJ → 0 is lost, the Josephson string which
provides confinement of 2D vortices disappears. In this case,
the LO instability at H > Hk causes a true dynamic teardown
of a stack of magnetically coupled 2D vortices in a multilayer.

VI. DISCUSSION

This work shows that long trapped vortices driven by a
strong Meissner rf current can produce a counterintuitive
decrease of the surface resistance Ri(H ) with the field am-
plitude which develops as the frequency increases. Such a
field-induced microwave reduction of Ri(H ) results from in-
terplay of the nonlinear bending elasticity of a vortex and the
decrease of the viscous drag with the vortex velocity. Here,
the bending rigidity of the vortex stabilizes the LO instability
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characteristic of short vortices in thin films. This effect opens
up opportunities for experimental investigations of nonlinear
dynamic behaviors of a driven curvilinear vortex, including
the formation of dynamic vortex kinks at strong driving
forces. The dynamic behavior of the vortex can be tuned by
changing the concentration of nonmagnetic impurities which
make the field-induced reduction of Ri(H ) more pronounced
as the surface gets dirtier. Because sparse vortices are driven
by dissipationless Meissner currents, the nonlinear dynamics
of vortices is masked by heating effects to a much lesser extent
than in the conventional dc or pulse transport measurements
[23–31].

The decrease of the residual surface resistance Ri(H ) with
the rf field can contribute to negative Q(H ) slopes observed
on alloyed Nb cavities [47–51]. The vortex mechanism based
on the LO decrease of η(v) with v proposed in this work is
rather different from the decrease of the quasiparticle BCS
surface resistance with the rf field [52–54] or the effect
of two-level states at the surface [73]. Yet, our result that
trapped vortices could provide a field-induced reduction of
Ri(H ) which becomes more pronounced at higher frequencies
appears consistent with the recent experiment [74] which
showed that a negative Q(H ) slope in nitrogen-doped Nb
cavities becomes stronger as the frequency increases. The
LO vortex mechanism is also in agreement with the low-field
behavior of Rs(H ) observed on Nb cavities [66]. The good fit
of the theory to the experimental data with reasonable values
of v0 and B0 shown in Fig. 3 indicates that the contribution of
trapped vortices can indeed be essential.

The LO mechanism of diffusive depletion of nonequilib-
rium quasiparticles in the moving vortex core was proposed
to describe η(v) at T ≈ Tc where most transport experiments
have been performed. The behavior of η(v) at low temper-
atures T � Tc is not well understood as the calculation of
η(v) at T � Tc requires taking into account complex kinetics
of nonequilibrium quasiparticles along with a self-consistent
calculation of the order parameters in a moving vortex core
[15]. This problem has not been addressed so far, although
models of quasiparticle overheating in the vortex core which
can result in η(v) similar to Eq. (1) have been proposed
[20–22]. Transport measurements of η(v) in thin films at
T � Tc and v ∼ v0 are masked by overheating produced by
fast vortices. By contrast, measurements of Ri(H ) in resonant
cavities at a low density of trapped vortices controlled by the
dc magnetic field B0 can be used to reveal the behavior of η(v)
and extract the LO critical velocity v0 at T � Tc. This could
be done by fitting the observed Ri(H ) with Eq. (16) at low B0

and frequencies f � f0 for which heating is greatly reduced.
For instance, the good fit of Ri(H ) for a 1.47-GHz Nb cavity
shown in Fig. 3 gave v0 � 30 m/s at 2 K and v0 � 35 m/s at
1.37 K at the trapped field B0 � 0.7 μT much smaller than the
Earth field. Yet, increasing B0 can reverse the descending field
dependence of Rs(H ) = RBCS(T ) + Ri(H ). Indeed, increasing
the density of vortices results in stronger rf overheating, caus-
ing an increase of the quasiparticle surface resistance RBCS ∝
exp[−�/T (H, B0)] with H [12,35] which can overweigh
the descending Ri(H ). Investigation of the extreme vortex
dynamics at 10–100 GHz may require microcavities [75].

Our numerical solutions of the force balance equation
(4) predict a vortex bending instability at large β and γ .

In type-II superconductors, this instability can give rise to
dynamic kinks along an oscillating vortex at fields well below
the thermodynamic critical field Hc. Since Hc1 is reduced
by nonmagnetic impurities, while Hc is independent of the
mean-free path, the field range of the shape instability can be
expanded by alloying the surface of a superconductor. How-
ever, a theoretical framework for the description of dynamic
vortex kinks which includes the LO mechanism along with
a self-consistent calculation of the vortex core structure and
circulating currents around an oscillating curvilinear vortex is
lacking. The TDGL equations ensure the conservation of the
winding number, preventing the development of the bending
instability into a vortex teardown, but they do not incorporate
the LO mechanism of η(v). In layered superconductors, the
situation can be further complicated by Cherenkov radiation
of fast oscillating pancake vortices connected by the Joseph-
son strings depicted in Fig. 12(b). For instance, Cherenkov
wakes behind fast vortices can trigger proliferation of vortex-
antivortex pairs in planar Josephson junction arrays [76] and
layered superconductors [77].
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APPENDIX A: DERIVATION OF u(x, t ) AND u̇(x, t ) AT γ � 1

Integration of Eq. (14) yields

u(x, t ) = βt

∫ x

l

(1 − e−x )dx√
1 − β2

t (1 − e−x )2
. (A1)

Taking here g = 1 − e−x, we have

u(x, t ) = βt

∫ x

xl

gdg

(1 − g)
√

1 − β2
t g2

, (A2)

where xl = 1 − e−l . Then, we differentiate Eq. (A2) with
respect to t :

u̇(x, t ) = β̇t

∫ x

xl

gdg

(1 − g)
(
1 − β2

t g2
)3/2 . (A3)

Integrations of Eqs. (A2) and (A3) give

u = sin−1 sl − sin−1 s + (x − l )βt√
1 − β2

t

+ βt√
1 − β2

t

ln
1 − βt s +

√(
1 − β2

t

)
(1 − s2)

1 − βt sl +
√(

1 − β2
t

)(
1 − s2

l

) , (A4)

u̇ = β̇t

1 − β2
t

⎡
⎣ 2 − e−l√

1 − s2
l

− 2 − e−x

√
1 − s2

+ x − l√
1 − β2

t

+ 1√
1 − β2

t

ln
1 − βt s +

√(
1 − β2

t

)
(1 − s2)

1 − βt sl +
√(

1 − β2
t

)(
1 − s2

l

)
⎤
⎦, (A5)
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where s(x) = βt (1 − e−x ) and sl = βt (1 − e−l ).
If αβ2 � 1, the integration in Eq. (16) yields

p = 1

α0

√
1 − β2

t

⎡
⎣l + ln

1 − βt sl +
√(

1 − β2
t

)(
1 − s2

l

)
1 +

√
1 − β2

t

⎤
⎦.

(A6)

APPENDIX B: LO INSTABILITY FOR A STACK OF
PANCAKE VORTICES

A dynamic equation for a pancake vortex in the layer
closest to the surface can be written in the form

η0v

1 + (v/v0)2
+ ky = φ0H

λ
e−x/λ sin ωt . (B1)

Here, the vortex mass is neglected, and the spring constant k
results from interaction of vortex pancakes on different layers
[70–72]:

k ∼ ε0

[
ln(λ/s)

λ2
+ ln(λJ/s)

λ2
J

]
, y � min(λ, λJ ), (B2)

where ε0 = φ2
0/4πμ0λ

2. The spring term ky in Eq. (B1) is
a mean field approximation of a restoring force taking into
account both the Josephson interaction of pancakes on the
neighboring layers and the long-range magnetic interactions
of pancakes on different layers [70–72]. In Eq. (B1) this
magnetic interaction is approximated by a parabolic magnetic
cage potential [72] represented by the first term in the brackets
in Eq. (B2).

Consider a high-frequency limit kyn � η0v0 in which the
amplitudes of oscillations of pancakes are small and the spring
term can be neglected. Then, the solution of the quadratic
equation (B1) gives the velocity vn(t ) of a pancake on the nth
layer at xn = sn, n = 1, 2, 3, . . .:

vn(t ) = v0hn(t )

1 + √
1 − h2

n(t )
, (B3)

where hn(t ) = hn sin ωt and hn = (2Hφ0/λη0v0)e−sn/λ. Inte-
gration of Eq. (B3) gives the following expression for the
time-dependent displacement yn(t ) = ∫ t

0 vn(t )dt of the nth
pancake during the first half-period 0 < ωt < π :

yn(t ) = v0

ω

[
ln

1 + hn(
1 − h2

n sin2 ωt
)1/2 + hn cos ωt

− 1

hn
ln

1 + cos ωt(
1 − h2

n sin2 ωt
)1/2 + cos ωt

]
. (B4)

The amplitude yn of oscillations of the nth pancake is obtained
by taking the limit ωt → π in Eq. (B4):

yn = v0

ω

[
ln

1 + hn

1 − hn
+ 1

hn
ln

(
1 − h2

n

)]
. (B5)

The above solutions for yn(t ) exist only below the LO thresh-
old hn < 1 on each layer. The LO instability first occurs on
the layer closest to the surface (n = 1). Setting h1 → 1 in
Eq. (B5), yields the maximum amplitude of the vortex at the
LO threshold:

ymax = v0

π f
ln 2. (B6)

For v0 = 10–100 m/s and f = 1 GHz, the amplitude ymax �
10–100 nm is smaller than typical values of λ = 150–200 nm
in cuprates at T = 0.

The elastic term in Eq. (B1) is negligible if η0v0/2 �
kymax, that is,

f � k/η0. (B7)

In very anisotropic superconductors (like Bi2Sr2Ca2Cu3O10+δ

or Bi2Sr2CaCu2O8+δ) the Josephson length λJ�
1/2 �

700–800 nm exceeds λ � 200–400 nm, in which case
λ−2 � λ−2

J in Eq. (B2) and the spring constant k ∼ ε0/λ
2

at y � λ is mostly determined by the magnetic inter-
action of vortex pancakes. Assuming that the Bardeen-
Stephen η0 is applicable, we can rewrite the condition (B7)
as follows:

f � fp ∼ ρnξ
2/μ0λ

4. (B8)

Taking here ρn � 1 μ	 m, λ � 200 nm, ξ = 1.5 nm for
Bi2Sr2Ca2Cu3O10+δ at T = 0, we get fp � 1 GHz. Here,
fp(T ) decreases with T and vanishes at Tc. Even though the
elastic restoring forces have little effect on un(t ) at f � fp,
they nevertheless hold the vortex pancake stack together in
the rf field.

The LO field threshold h = 1 occurs at the surface
2Hφ0/λη0v0 = 1, giving the onset of kink formation:

Bk = λη0v0μ0

2φ0
�

(
v0μ0λ

2ρn

)
Bc2. (B9)

For Bc2 = 100 T, λ = 200 nm, ρn = 1 μ	 m, and v0 = 1 −
100 m/s, we obtain Bk � (10−2–1) mT, which can be below
Bc1 parallel to the ab planes in YBa2Cu3O7−δ .
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