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Plant and Eguipment jlixpenditures Surveys:
Intentions and Fulfillments.

Chapter I

TUTRODUCTICN

The weakest link in generalized descriptive models of national
income determination as well as their quantified counterparts used for
forecasting is and has been the relationship determining business
investment in plant and equipment. A great deal of empirical research
such as that of the Survey Research Center and the Cowles Foundation
has improved the formulation of the consumption-savings function.
Although this research has led tc many qualificetions on simple con-
sumption theory, there is a fair amount of agreement as to bread out-
lines, Similarly, although there have been many sophistications to
interest and liquidity preference theory, the major controversies have
involved the shape of the funetion rather than its exlstence,

When we come to the thecry of fixed investment and change of
investment, there is some agreement that profitability, under the guise
of the Keynsian marginal efficiency of investment, the marginal pro-
ductivity of. capital or some such thing is basic, but harmony ceases
here., ‘he question of what measurable economic magnitudes determine
the marginal efficiency and therefore the investment is still open,

There have been two difficulties in the formulation of a theory of
investment, There has been no agreement by theorists as to what factors

affect investment and there has been a lack of data to test any of the
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theories, Probably the most fundamental difference on the first issue,
the factors affecting investment, is that bebween the "rezal" and the
"menetary" theorists, For exanple, there is the cyclical investment

model of Goodwin,#* determining investment by a real value accelerator-

#* Goodwin, Richard M,, "Econometrics in Business Cycle 4nalysis,"
Chapter 22 in Hansen, ®#1vin, Business Cycles and National Income,
(New York, 1951).

saturation-feedback system, This differs essentially from the Modigliand

formulation of the Keynsian system,®* where monetary values loom large,

#* Modigliani, France, "Liquidity Preference and the Theory of
Interest and M:oney,“ Chapter 11 in Readings ggtggpgtarszheony, (New
York, 1951).

Investment is a function of national income and the interest rate, and
the accelerator is nct used., It can be argued that the accelerator
does not fit inte static systems such as those of Keynes and Modigliani,
but if it were desirable, a static forrmulation similar to the static
multiplier could be worked out, Probably the money-real controversy is
the major one among today's theorists, but it is by no means the only

basic difference. Hansen#it® gpends seventy pages in summarizing the

s+t Hangen, Alv:i.n, Business Cycles and National Income, (New York,
1951), pages 277-3L6.

differences among business-cycle investment theorists,
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The differences ameng theorists could probably be narrowed, if not
resolved, if it were possible to refer to observed facts, So far,
hoWevar; it has not been sc possible. tiost of the past.-attempts to
quantlfy 1nvestment theorles have been by use of time series data.

ThlS has added all the difficulties of statlstlcal analysis. of time
series to the criginal difficulties gf formulating satlsfactory'theo—
:réticél hypotheses on which to base rerressicn comﬁutations._'The
passage of time alone may eliminate the lack of data Whiﬁh nl~ruies time
séries analysis. It is possible that some day the other difficulties,
such‘as the serial correlation cof data with lagged data or. the same
ﬁariaﬁlé; and the téndency of all econcmic time series to movs together,
making'diécovery of true causality neérly impossible} will be éliminated.
They héve‘not yet been, The resuit hés been that‘sfatisﬁibal investment
functions based on similar theoretical hypotheses differ rather widely,

For- example, the 1nvestment equations of Klein# and Clark** for economic

* Klein, Lawrence K., Economic Fluctuations in the United States,
1921- 19&1, Cowles Commission Menograph No, 11 (New York, 1950), page 109
. has = Investment in private plant and equipment, p = the index of all

prices, X = private production, E = excise taxes, q = the investment
goods price index and K = the stock of capital. Then:

.259 + 0,12 (pX - E)/q + o.-ol;((px - E)/q)t 1 - 10K L.

#¢  Clark, Colin, " System of 2quations Explaining the United States

Trade. Cycle"l92l -41, in Econometrica, Volume 17, page 108 has G =
investment in private equipment, Y = naticnal income, G = a 10 year
cumulation of G, H = investment in private plant and H = a 10 year
curmlation of H. Then:

G
H

L1200 Y - ,0061
L2556 Y - ,0142

- 2.32

G
H -‘3-570

o
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fluctuations in the “nited States, 1921-19k1, are based on similar real
factor causality hypotheses, but they show little similarity of para-
meters. As a consequence of these and similar difficulties, Passie
concludes, referring mainly to time series:

"In short, none of the conditions needed for a satisfac-
tory utilization of the econometric approach is sufficiently
fulfilled to make it a satisfactory working tool. The attempt
to use mathematical procedures rigorously introduces too many
flexibilities into the forecasting preocess; and these rigidi-
ties enhence the possibility that the model will misbehavs
and produce wholly unrealistic forecasting results, at least
in some of the significant variables. The procedure is for
the time being, and perhaps will remain indefinitely, an
impractical approach to the forecasting problem,"#

#* '.‘Bassie, V, Lewis, "Introduction"tc National Bureau of Economic
Research," Short-Term Economic Forecasting (Princeton, 1955), page 33.

Because of the difficulties of fime series work there has_baen a
tendency toward abandonment of the approach, not only with'inveétmeht
data, but alsc with other national income material.

The immediate need fog.invégﬁmentlpredictions to be used by
government and business in national %nCOme and other projections has
nevertheless contimued. In part, the functional approach--investment
dependent upon other econcmic magnitudes--has been continued on an
intuitive rather than a mathematical basis. It is not a difficult
economic calculation to guess that the heavy pressure on steel capacity
in 1955-56 means investment by the steel industry, In part a National
Bureau approach, using leads and lags, has been used, The great

develcpment of the post-war period, however, has been the attempt to
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predict investment directly by the survey method; asking the sellers
and/or the buyers of capital goods., Fortune Magazine had and Dun and
Bradstreet has surveys of business expectations including questions on

investment expenditure plans, According to Modigliani and Sauerlander,*

#* Modigliani, Franco and Sauerlanderjrﬂwen H,;, "Economic Expectations
and Plans of Firms in Kelation to Short-Term Forecasting," in National
Bureau of Econcmic Research, op. ¢it.. page 263.

the Fortune survey was at least a better predictor than straight
extrapolation.

Mach more widely used than any of the above-mentioned have been
the three major surveys of plans of purchasers of plant and equipment.
The Department of Commerce together with the Securities and Exchange
Commission conducts both annual and guarterly surveys of investment
intentions of non-farm business in the United States, The McGraw-Hill
company has a similar survey on an annual basis only. The Canadian
Department of Trade and Commerce surveys annual investment expectations
of business and government twice z year and publishes the resuiting
forecasts on a regional as well as a national basis.

The detailed record of and differences among these three surveys
will be discussed in chapter 1T below, What is important here is the
fact that they have, in general, provided very good predictions of
aggregate investment, Except for the forecast for 1950 when an unfore-
gseeable event, the Korean War, changed all expectations and programs

in midyear, the surveys have provided aggregate investment predictions
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which were not only correct as tc direction but also very close as to
magnitude of investment and investment change, There have been very
wide discrepancies in the predictions by individual firms of their own

investment, % but these have cancelled cut in the process of aggregation

% See for example, the table on page 65, Friend, Irwin and Bronfen-
brenner, Jean, "Plant and Equipment Programs and their Realization,"
National Bureau of Economic Research, op, cit.

thus far, although their unexplained existence poses a Damoclean threat
for the future. The excellent record of these surveys has led to their
w;de use by both government and business in predicting the aggregate

investment component of national income,®% [t may not be scientific

#¥#  For example, Aldis, Owen, A Framework for Forecasting GNP (Chase-
Manhattan Bank; unpublished).

to abandon hope for a functional prediction of investment aud to
substitute a survey prediction which. avoids going into the reasons for
investment, Furthermore, until we kﬁow the conditions under which
business invests, there is always thé possibi;ity that these unknown
conditions will change between prediction and fulfillment and the
forecast will be far off, Nevertheléss, until there exists an operation-
dl quantifiable investment-function, surveys are the best tool available
for the immediate problem of predicting next year's investment.

While the immediate and indispensable use of the anticipations

surveys is to substitute for functional investment equaticns in national
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income forecasting models, they have provided wholesale quantities of
cross-—sectional raw data which can be used in formulating, testing,
and quantifying functicnal investment models. The Commerce Department's
large sample of firms! investment anticipations and fulfillments,
together with their.follow—up surveys of reasons for erring predicticns
can shed much light on the causes of investment, The MeGraw-Hill
survey which asks companies a battery of questions about other economic
variables as well as investment i1s valuable now and should be invaluable
when the number of annual surveys taken has increased (it was begun on
the present basis in 1949) and the questions asked are broadensed some-
what., Unless some radically new method of working with time-series
data is uncovered, these mines of raw cross-secticnal statistics are
the most likely source of an investment-function ¢omparable to the

medern consumption-function,

The purpose of this dissertation is to explore both of the uses
of the capital-goods buyers' anticipation surveys: the immediate pre-
diction of investment and the formulation of a testable theory of
investment. The core around which the paper is built is a sample of
the data gathered by the McCraw~Hill annual survey from 1945- 195L made
available through the kind cooperation of Dr, Ugxter Keezer of McGraw-
Hill, With the aid of this data the two problems to be discussed
(but by no means finally sclved) are: (1) What are the factors affecting

the accuracy of survey-derived investment forecasts; under what conditions
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will they continue to be as successful as they have been; how can the
forecasts be improved; and (2) which of the hypothesized basic causes
affecting investment can be isolated and tested, and how much of an
effect, if any, do they have’

The chapter plan for the paper is: following this introductory
chaptér, a general look at the differences among and results of the
three major surveys mentioned above; a chapter describing the material
obtained from McGraw-Hill, the deficiencies in this material and the
statistical methedology used in apprdaching it; & chapter describing
the results and conclusions relating to the canses of investment; a
chapter describing the results and conclusicns relating to the predictive

value of the surveys; and a concluding chapter.

Although the data used had severe limitations , discussed in
chapter III below, a surprising quaniity of information beyond the
general ideas derived from earlier sﬂudies by Friend and Bronfen-

bremner,* Eisner,#* and Firestone#* was elicited from an intensive analysis of

#  op. cit., first footnote on p. e

#%  Bisner, Robert, Expectations, Plans and Capital Expenditures, a
Synthesis of Ex Post and Ex Ente Datad, unpublished paper presented to
the Uonference on Expectations, Uncertainty and Consumer Behavior,
October 27-29, 1955, Pittsburg. (preliminary copy)

, Determinants of Capital Expenditure, an Interview
Study (Urbana, 1955)

e Firestone, C, J., Investment Forecasting in Canada, in National
Burean of Economic Research, op. cit.
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the available statistics. Thus, the major conclusion of this paper is
that a similar analysis on a body of data covering a longer and mors
varied time period and free of omissions due to the confidential nature
of source material would be well worth the trouble, It would be at
least a first step toward eliminating the possibility of error in
survey investment forecasts and toward a theory of investment which
could ultimately be used in place of or together with the survey
forecasts,

The other major conclusions from the work done aret

A, Conclusions relating to the theory of investment:

1. There is definite evidence for the existence of an
accelerator relationship, but it does not explain all of
investment and it 1s a complex relationship with various
sales changes and expeciations of sales changes, This
relationship conforms to the theoretical accelerator in the
fact that it works best on the investment of firms experi-
encing or expecting sales pressure on capacity, CLhe relation-
ship seems to be more certain the more surely~held are the
firm's belisfs about future sales changes,

2. The truest formmulation of the accelerator is almost
a tautology. This is the statement that as sales exert
pressure on capacity the company will increase capacity. To
get a meaningful accelerator, one relating sales change and
dollars invested, a logieal move mmat be made from sales

change through capacity change to investment,
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3. There is some evidence for distress or “last-gasp"
investment by firms whose sales are declining although those
of their competitors are not, This would mean, for these
firms, a tendency exactly opposite to the accelerator.

L. Investment programs are not usually on a one calendar
year basis and the annual character of most statistics tends
to distort the theoretical bases of investment,

B, Conclusions relating to the value and use of the surveys
for the task of investment prediction:

1. 7The surveys have provided a good basis for prediction
of aggregate investment, and so far as could be determined,

a change of business conditions from those of the last six
years probably would not affect their predictive value,

2. However, there are factors which affect the realiza-
tion of predicted investment by the prediecting firm, Taking
account of these shonld increase the value of the surveys.,
Among them are size and rate of growth of firm, anmal change
of Gross Naitional Product and change of prices of investment
goods., Not among the factors is realization of predicted
sales change.

3. Ip follows that, although the best available methods
are used by most of the surveying organizations tc make the
jump from individual firm invesiment predictions to aggregate
investment predictions, it is possible for the investigator
to imprcve the firm's forecast of its own invesiment by

making use of some of these factors.
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;. The recommendaticns of the Federal Reserve Consultant
Committee on Business Plant and Equipment Expenditure Bxpecta-

tions,#* particularly those recommendations relating to altering

#* Reports of Federal Reserve Consultant Committees on Economic
Statistics, Hearings before the Subcormittee on Eccnomic Statisties of
The Joint Committee on the Economic Report, Es ghty~Fourth Congress
(Washington, 1955), page 15,

the timing of collection of the Commerce-SEC annual survey
data and to investigating the feasibility of covering greater-

than-one-year invesiment programs, are very useful,
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Chapter II

THE SURVEYS

There are, in North America, three organizations which carry on
sampling surveys designed to forecast aggregate capital expenditures
by asking the buyers of capital goods their plans. The Department of
Commerce Uffice of Business Economics in cooperation with the Securities
and Exchange Commission carries on annual and quarterly surveys of
capital expenditures intentions of non-farm business in the United

States.* The Department of Economics of the McUraw-Hill Publishing

#* Results of annual surveys published in March issue of Survey of
Current Business, Wuarterly results published in the same journal.

Company publishes the results of annual surveys of U.5, non-farm

investment.#% The Canadian Department of Trade and Commerce surveys

#%  Results published in McGraw-Hill, Business Plans for New Plants
and Equipment (New York), amnual series,

annuglly both public and private capital investment in Canada %

itk  fesults published in Department of Trade and Commerce, Private and
Public Investment in Canada, Outlook (Cttawa), annual series,
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The results of the surveys in predicting investment are shown in
Table 1, The McGraw-Hill survey was started on its present basis in
1949. It should be remembered that although the figures for the two
United States surveys concern non-farm private business capital invest-
ment, the Canadian figures include all fixed investment, business,
government and private housing, Unly the annual Commerce-SEC surveys
are included in the table, and discussed below, The quarterly forecasts
will be mentioned as a supplement to the annual, their major function,.

Although various differences in the way the surveys are taken and
compiled are discussed below, there are not yet encugh data to be able
to tell whether the differences in results are due to the differences
in methodology. The outstanding characteristics of the three series
seem to be the similarity of results ameng them (particularly, of
course, between the two United Staltes surveys); thé small size of the
errors made, except for the beginning experimental period and for 1950;
and the fact that the two United States surveys foretold accurately
eyclical turnming points, except, again, for 1950,

That the Commerce-SEC and MeGraw~Hill surveys are similar is not
too surprising in view of the fact that they make their predictions on
the basis of similar questions asked of samples from the same population.
Although there are some differences in methodology between the two, the
results should be expected to be similar,

The smallness of errcrs in forecasts of aggregate investment
appears from a cursory examination of Table 1. Except for 1947, the

first year, and for 1950, when investment plans changed radically at



TABLE I
Results of Capital Expenditures Surveys

1 2 3 h 5 6 T 8

YEAR U. 8S. COMMERCE DEPARTURE ~ McGRAW-HILL ~ DEPARTURE CANADTAN CANADIAN DEPARTURE
INVESTMENT DEPARTMENT  OF ACTUAL  FORECAST) OF ACTUAL INVESTMENT FORECAST OF ACTUAL
BILLIONS FORECAST, FROM BILLIONS FROM CANADIAN CANADIANT FROM

BILLIONS COMMERCE McGRAW-HILL  BILLIONS BILLIONS' CANAD
FER CENT’ PERCENT PERCENT

A9hT 20.6 17.6 +16 : 2.5 2.6 -3

1948 22.1 21.k +3 3.2 3.1 +4

1949 19.3 19.5 -1 20.1 -k 3.5 3.h +2

1950 20.6 17.5 +15 18.5 +10 3.8 3.6 +5

1951 25.6 26.2 -2 2h .4 N 4.6 4.3 +7

1952 26.5 26.2 +1 26.2 1 5.3 5.2 +2

1953 28.4 27.0 5 29.0 -2 5.8 5.6 +4

1954 26.7 . 27.2 -2 27.2 -2 5.5 5.9 -8

1. From Economic Reports of the President 1956

2, Computed from Columns 1 and 3, since published forecasts are not applicable in dollar terms to pub-
lished fulfillments, due to annual change of base.

3. 1947-1952 from Friend and Bronfenbrenner, Plant and Equipment Programs and their Reeallization, in
Rational Bureau of Economic Research, Short Term Ecopomié Forecasting (Princeton, 1955), page 59.
1953 and 1954 from mineographed report of Louis J. Paradiso of Depariment of Commerce, to George
Terborgh, Chairman of Federal Reserve Committee on Plant and Equipment Experditures, Table 1.

k. Computed from Columns 1 and 5.
5. 1949-1953 from Planned versus Actual, unpublished McGraw-Hill Department of Economics paper. 1954

from change of actusl investment in Column 1 and predicted change of investment in McGraw-Hill,
Busipess' Plans for New Plants _and Equipment, 1954-57 (New York, 1954 ).

6. From ﬁepartment of Trade and Commerce, Public and Private Investment in Canada, OQutlook annual series
(Ottawa). .

7. Computed from Columns 6 and 8.
8. 1947-1951 from Firestone, 0. J., Investment Forecasting in Canada, in National Bureau of Econoamic

Research, op. cit., p. 231. 1952-1954 computed from Column 6 and from forecast data in Department
cf Trade and Commerce, op. cit.

Page 1li
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midyear due to the onset of the Korean conflict, the errors of both the
Commerce~SEC and McGraw-Hill surveys have been on the order of one to
five per cent and of less than a billion dollars in absolute magnitude,
The percentage error of the Canadian forecast seems slightly bigger
although in dollar terms it is of course much smaller. The direction

of error in both the United States surveys seems to bear out a hypothesis
of randomness of errdr, although the Canadian forecast seems to have a
systematic underprediction bias except for the missed cyclical turning
point in 1954, Cimilarly, both United States surveys accurately fore-
cast the turning points of 1949 and 1954, missing only the 1950 turn,

again because of the Korean War ,*

#* The fact that both surveys predicted a continued downtrend for
1950 has interesting implications for the "might-have-beens" of post-
World VWar II cyclical history.

Bearing out the thesis of the small degree of error in the Commerce-
SEC forecasts, Friend and Bronfenbrenner point ocut that for the years
1947-1952, exclnding 1950, the survey gave bebter results than either
a projection of the actual capital expenditures of the previous year
or a seasonally—adjusfed projection of the actual expenditures of the

first quarter of the year in question.®# This would also be the case

##%  Friend, Irwin and Bronfenbrenner, Jean, "Plant and Equipment
Programs and Their Kealization," in National Bureau of “conomic Research,
Short Term £conomic ¥orecasting (Princeton, 1955), p. 60,
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for the McGraw-Hill survey for 1949-1952, and is true for both of
these surveys for 1953 and 195k,

The Canadian survey seems to have performed a little more pocrly
than the other two, both as to size and randomness of percentage
error and to correct forecasting of turning points. Firestone discusses
differences between the Canadian and Commerce-SEC surveys based on an

analysis of methods and results from 1947-1952.% The greater accuracy

* Firestone, O, J,, "Investment Forecasting in Canada," in National
Burean of Economic Research, op. cit., pp. 229 et seq.

of the United States results is not very obvious now and was less so
then, so that Firestone's comments are not directed precisely at the
possibility of consistently better United States performance, His
major points are:

1. There is a greater preponderance of large firms in the
United States and large firms tend to forecast better, United
States reaction to investment cpportunities may be faster than
Canadian,

2. Canadian construction forecasts are more accurate than
machinery and equipment forecasts, exactly the reverse of the
United States situation. In Canada the short construction season
requires considerable advance planning, while the dependence on

foreign sources for much of the machinery means less accuracy,
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3, In times of changing prices, Canadian estimates reflect
expected changes. United States estimates reflect projected
volume in current prices.

None of these excepi for the first point helps to answer directly
the question of the seemingly better United States results, Probably
two of the major reasons for differences in performance lie in the
timing and coverage. The United States figures (both Commerce-SEC
and McCraweHill) are compiled in March while the Canadian survey is in
December, Creater accuracy three months later is almost certain. The
United States surveys cover only business non-farm investment while the
Canadisn ruch more ambiticusly covers private farm and non-farm invest-
ment, individual hcusing investment,: and Dominion, provincial and local
government capital expenditure., Both of these differences help to
explain the fact that the size of percentage differences is greater
for the Canadian figures. The earlier timing of the Canadian survey
may explain the underestimate for six consecutive years since, as
Friend and Bronfenbrenner point cut, there is a consistent tendency

for Tlrms to underestimete expenditures and it seems reasonable to
|

* Friend and Brdnfenbrenner, Ops Cite, Pe 69.

believe that this underestiimate will be more sericus the earlier the
time of estimate,

The fact that the Canadian survey missed the 195 downturn, while
the United States forecasts did not cannot so easily be explained away,

One possible reason for this is the fact that Canadian industry is to
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some extent deperdent upon United States and it was United States
factors, foreseen in Lhis country but not foreseen in Canada, which
pushed 1954 investment dovm, There is no particular evidence for this
hypothesis beyond the possible logic of the reasoning, but as yet no
other hypothesis has been proposed,

However, it still can be said that the outstanding features of the
aggregate forecasts of all three surveys have been their similarity and
their ability to anticipate actual capital expenditures better than do
other methods. This accuracy is not the case for individual company
forecasts of their own expenditure, and here lies an indication of
possible danger for the future success of the aggregate predictions,
Thus far, firm errors have cancelled neatly, but there is no guarantee
that they will do so in the future, The problem is illustrated by
Table II, which shows the differences of predicted and realiszed invegt-
ment by firms for certain years for the three surveys.

Table II shows that although there does seem to be some control
tendeﬁcy in each of the five sets of data tabulated, there is a very
wide spread of individual firm investment realization. Thus far this
fact has not harmed the accuracy of the forecasts of aggregate capital
expenditure derived from this data, but there 1s no a priori reason to
assume that it never will in the future. Lhis problem is discussed
mere thoroughly in Chapter V'below, where it is tentativsly concluded
on the basis of insufficient evidence that although there are some
factors systematically affecting the relationship of predicted and
actual investment for the firm, there is nothing now visible which is

too likely tc throw off the aggregate forecasts.
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TABLE I1

Frequency Distribution of Per Cent Deviations of Actual from
Predicted Investment, by Percentage of Firms

Per Cent Change Commerce- Canada Canada | Per Cent Change McGraw- McGraw-
of Actual from  SEC, 1949 1950 of Actual from  Hill Hill

Anticipated 1949 dnticipated 9L 1954
<100 to =80 3.0 9.6 9.8 | 1ess than -49,9 9.5 3.3
=79.9 to =60 3.5 645 5.4 | =L9.9 to -LO 75 642
~59.9 to -LO 7.5 7.2 T | -39.9 to =30 6.1 6.6
-39.9 to =20 12.5 6.9 6, | ~29.9 to -20 8.2 743
-19.9 to 0 14,7 5.9 3.6 | -19.9 to =10 8.8 16,0

0 to 15.9 12,8 20.8% 2.0% | -9.9t0 -1 6.8 12.
20 to 39,9 11.6 5.6 L.8 0 to 9.9 15.6 16.L
Lo  to 59.9 6.8 L.2 L3 10 to 19,9 745 642
60 to T79.9 3.7 3.3 2.6 20 to 29,9 6.8 59
80 to 99.9 2.9 2.2 1.7 30 to 39.9 2.7 2.6

100 t0119.9 3.6 3.3 2.8 | Lo to LU9.9 L.l L.8
120 to 139.9 1.5 1.6 1.7 | more than 50 16.3 12,k
150  to 159.9 1.6 0.9 1.6
160 to 179.9 1.6 1.5 1.k
180  to 199.9 o.? 0.4 0.7

200 and over = 12,0 20,1  2L,8

TOTAL 100,06 100,0 100,0 100,0 100.0

—

Sources: Commerce-SEC from Bronfenbrenner and Friend, op. cit., p. 65
(Mamufacturing Firms).
Canada from Firestone, op. ¢it., p. 208 (Manufacturing Firms)
McGraw-Hill computed by writer from raw data (Manufacturing and
non-Manufacturing Firms)

# The Bronfenbrenner and Friend table on the Commerce-SEC data does not
state whether firms with no change are in the -19.9 to O category or the
0 to 19.9 category. For the Canadian data these companies are in the
0 %o 19,9 class,
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The only non-agnostic conclusion possible here, therefore, is that
throughout their brief existence the capital expenditure anticipations
surveys have provided good aggregate forecasts, both as to amount and
éhange of capital investment, and that these forecasts are more accurate

than those provided by other devices,

There are certain methodological differences among the thres
surveys, scme of which have been mentioned above insofar as they may
cause differential results. The main differences come under the head-
ings of coverage, timing, questions asked, and methods of aggregation,

Possibly the major difference between the two United States surveys
on the one hand and the Canadian on the other, is that of the amount of
ground covered. IThe Department of Commerce-SEC and McGraw-Hill both
confine themselves to business non-farm investment in plant and equip-
ment and publish industry breakdowns as well as aggregates for the
country as a whole, Canada seeks information on all fixed capital
formation including private farm and non-farm, individual housing invest=-
ment and construction and equipment expenditures by all levels of
government, breaking dcwn the results by these groups and subgroups,
and also regionally. So far as the sample size within the sectors
included is concerned, Vanada had 11,000 replies to questionnaires,
representing 81.L percent of investment by business groups covered by

the largest of several direct surveys during 1951.% The Commerce-SEC

#* Firestone, op. ¢it., p. 117 for number of respondes, p. 245 for coverage,
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anmual surveys receive on the order of 3,000 responses, covering about

60 percent of United States non-farm business investment,* McGraw-Hill,

# Reports of Federal Reserve Consultant Commi ttees on Becnomic
Statistics, Hearings before the Subcommittee on Sconomic Statistics of
the Joint Committee on the Economic Report, ®ighty-Fourth Congress
(Washington, 1955), p. 29.

although unwilling to make its sample size public, states that it is
smaller than that of Commerce-SEC, but nevertheless covers more than

half of manufacturing by employment

2] Verbal information.

Commerce-SEC carries on its regular annual surveys during the first
quarter, publishing the results in March, although it has also done two
special fall surveys, which were less accurate than the March ones,

The annual surveys are supplemented by quarterly intentions surveys
taken during the preceding quarters, These are thought of as a supple-
ment to the major effort, are taken from a smaller sample, and are
typically less accurate than the annual surveys., The McYraw-Hill
regular surveys are alsc published in March, but there is a regular
fall "preliminary" survey, which, like the Commerce-SEC rall surveys,

is typically less accurate than the March survey.,®#%* Canada has two

#tt  Federal Reserve Consultant Committee, op. ¢it., p. 38.
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regular annval expenditure intentions surveys, one taken during the
fall, which is considered "the" survey, and one taken in the spring,
congidered a revision and based on a smaller sample, A4s has been
noted above, the comparison of the results of the United States and
Canadian surveys is between the U,S, March results and the Canadian
fall results, which may account for a good part of the smaller Canadian
accuracy.

One of the major differences amcng the threes is in the number of
questions asked and the quantity and variety of data gathered by the
regular surveys. Canada asks only gross capital and repair expenditures
and anticipations, broken down into plant and equipment, Commerce-SEC
requests the same information plus data about present and next year's
sales, It is to be noted that there is considerable information
~available to these two Canadian and United States governmental bodies
which is not available to MeYraw-Hill, Mcuraw—Hill, not being in the
conétrained positiom: of a public body, asks a shifting variety of
questions in addition to the basic ones asked by the others. These
include questions about breakdcwm of investment into replacement and
expansion (from which can be derived something approaching net invest-
ment, a magnitude otherwise ignored by the surveys), change of capacity,
long=run investment plans, long-run as well as short-run sales antici-
pations for the industry as well as the particular firm and olanning
time on capital expenditures, The McUraw-Hill questions make possible
a statistical seeking for causes of error in firm anticipations as well

as basic ferces behind investment--a search which is carried on in
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chapters IV and V below, In order to carry out the same quest, both
Commerce-3EC and Canada have sent respondents on the anticipations
surveys special questionnaires concerning the reasons for deviations

of actual investment from predicticns. The differences between the two
methods of approach tc the causal questions are discussed in chepter III
below, while the results of the special questionnaires are mentioned in
chapter IV,

Finally, there are differences in method of moving from individusl
firm reports to aggregate forecasts., In Canada, where the sample
represents & major part of all economlc sectors surveysd directly,
there 1s 1little sampling or aggregation difficulty for thsese asectors,
The meve from the sample to the aggregate is mainly on the basis of
gross value cof production, The major problems come with the estimation
of investment in sectors not surveyed directly, since the Canadians try
to get the complete picture of capital formetion, whether surveysble or
not, A variety of estimation techniques are used to £ill in these gaps,

which only amount to about 15 percent of total investment.# The Commerce-

#  Firestone, op. cit., p. 2L5.

SEC publishes forecasts only for sectors surveyed directly. For some
of these, such as "Commercial and Miscellanecus," coverage isllow and
there are serious aggregation problems, This aggregation is done on
the basis of ratio of assets of the reporting sample to assets of

the sector population as reported annually to the SEC, These ratios
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change amnually with the latest SEC reports so that aggregate investment
intentions reported in March of one year, and investment fulfillments
for the same year, reported in March of the next year, are never on the
same base, making for comparison difficulties. McUraw-Hill uses a much
less complex aggregation procedure, more sulted toc the smaller size of
the organization. It seems to have performed well, considering its
simplicity. The McGraw-Hill respondents are weighted apainst one
another on the basis of employment, and then the ratio of predicted
investment for next year to fulfilled investment feor the current year
within the sampie is applied to the Commerce-SEC aggregate figure on
fulfilled investment, Assuming that the MeGraw-Hill and the Commerce-
SEC firms are randomly chosen from the same universe, the procedure is
logical, except that there seems no need to weight the Sample. Weights
are necessary when expanding a sample statistic to a universe, but no

axpansion is done here,

The good record of all three of the surveys dces not mean that
irmrovements, toward either increasing accuracy or increasing useful™
ness cannot be made, The wide variation among accuracy of individual
cempany forecasts shows that room for improvement dces exdist, However,
any conclusions about possible changes in methodology depend on the
murpose of the particular survey in questicn,

It is shown in chapter V that there seem to be possible methods of

improving on the individual company forecasts, using other information
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of a type which is now gathered only by the McY%raw-Hill survey. This

is one reasom for a recommendation that all the surveys might well
collect data on economic magnitudes not appearing on the questionnaires,
Beyond this, however, additional data might some day lead to the formula-
tion of a functional investment theory which would be valuable for pre-
diction in its own right.

The major purpose of both the Canadian and United States government
surveys is aid in the formulation of National Product and National Income
predictions for possible government actions, lhe Canadian survey is
well~designed toward this purpose., The fall timing of the major survey
should work well in a country with a parliamentary budget system and
the budgetary flexibility this system implies. The full coverage of
21l investment factors which might affect Gross National Product is
similarly useful, although perhaps the Dominien should not survey the
Pominion government's own investment, In modern fiscal theory the
éxpenditures of the national government are not a datum but a balancing
factor to be used to compensate for variations in private invegtment
and other expenditures,

However, too full a coverage by the surveys is preferable to too
small, In the United States it might be very useful for the Commerce-
SEC poll to add not only farm investment as suggested by the Federal
Reserve Consultant Committee on Business Plant and Equipment Expenditure

Expectations,®* but also te survey intentionc of states and municipalities,

* Federal Reserve Consultant Committee, op. €it., P. 15.
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So far as the timing of the Commerce-SEC survey goes, the Federal
Reserve Vommittee suggests exploring the feasibility of making it

sarlier than March,.# Although we do not have Canada's fiscal flexi-

* Ibid,

bility, a fall survey might be early enocugh to have some effesct on the
final version of the President's budget and should in any case aid in

Congressional consideration of the budget insofar as such factecrs are

considered by the Congress,

Other of the Federal Reserve Cormittee recommendations for the
Commerce-SEC survey are enlargement of sample, further checks of pre=~
dictive accuracy, further breakdowns of data and a study of longer-than-
one~year capital programs, These are unexceptionable, One recommenda-
tion not made by the Committee is an attempt at a regiocnal breakdown
such as the Canadian, The major reason is that the United States
surveys are made on a company rather than a plant basis,

The whole guestion of improving the forecasts made by the surveys
will be discussed in chapter V, What this chapter has done has been to
discuss the aggregate.results of the surveys, to discuss the methcdolo-
gical differences inthe light of these results and to discuss in a
tentative manner some methodological recommendations which have been or

may be made,
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Chapter III

DATA AD HRTHODOLOGY

The‘maj‘or portion of the statistical work and the final conclusions
of this paper is based on responses to questiomnaires on investment
anticipations, fulfiliments and other economic variables, The responses
are by a sample of Lll firms participating in the annual McGraw-Hili'
plant and equipment expenditures survey for one or more years between.
1949 and 1954 inclusive, Like the Commerce-SEC poll, the survey is
taken dufing the first quarter of the calendar year and results are
published in March, The responses were tabulated by McCraw-Hill in a
manner such that, although the individual firms were not identified,
all of the six (or fewer) years of answers for each company'wére
gathered on one tabulating sheet, In addition to the answers to
questions, for each firm there tas listcd an employment class and an
asset class, The classification of thé L1l firms is shown in Table 1.
The employment classes were taken directly from the questionnaires,

The asset classes were taken from the Fortune magazine survey of the

500 larpest corporations, by sales.* The No Asset Data Glass indludes

* The Tortune “irectory of the 500 Largest U,5, Indusirial Corpora-
tions, Supplem:nt to ortune marazine, July, 1955,

all of the companies not among these 500,
The fact that the asset classes are very broad and that more than
half the companies are not included and the fact that there is no

industry ldentification for the companies are deficiencies in the data
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which will be discussed below, as will be the very obvious bias of the

sample toward very large companies, According to Adelman,i there were

* Adelman, M. A,, "The Measurement of Industrial Concentration," in
Review of Fconomics and Statistics, November, 1951, lable on p. 275,

in 1948, 260 corpanies in the United States employing more than 10,000

each, more than half of which are represented here,

Table 1

Responding Comranies by Assets and Employment

Assets Employment

O~ 501l= 1001=- 5001~ More than Total
500 1000 5000 10000 1000C

No Data. Not among 31 31 112 13 28 215
500 largest by sales

0-250 million 0 2 32 53 Lo 127
250-750 million 0 0 1 L L1 L6
More than 750 million O o 0 0 23 23
TOTAL 310033 WE5 70 132 L

The questions asked and the nuwber of answers received are listed
in Tables II through VI below. Data in each éase‘are listed for the
. year to which the answer applies, rather than the year in which it was
made, For example, investment predicted in 1953 for 195k is listed

under 1951,
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Question 1, How much did you invest in new plants and equip-
ment in the Continental United States in ?
(This includes all purchases charged to capital
accounts, whether for replacement, expansion or
other purposes.)

Question 2., How much do you now plan to invest in new plants
and equipment in (next vear)?

Table II
Responses to Investment Questions

Year

1949 1950 1951 1952 1953 1954 | TOTAL

mAnswering land 2 147 213 228 228 245 274 1338
Answering 1 only 101 65 an 53 56 L5 38k
Answering 2 only 28 28 L3 61 36 27 223

Question 3. How mucl were your company sales in ?

Question L. What dollar volume of sales do you expect your
company t0 have in (next year)?

Table III
Hesponses to Short-Run Sales Questions

Year

1949 1950 1951 1952 1953 195hL | TOTAL

“Answe£ihé-3 and b 217 217
Answering 3 only 235 259 53 | 5L7
Answering L only 3k 3k

Question 5, How much do you think the physical volume of
sales of your company will increase or decrease
by the end of ___ (3 years ahead)?

Question 6, How much do you think the physical volume of
sales of your industry will increase or decrease
by the end of (3 years ahead)?
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Table IV

Responses to Long-Run Sales Expectations Questions

Year
19h9 1950 1951 1952 1953 1954 | TOTAL
Answering 5 and 6 L9 173 6 238
Answering 5 only 34 32 194 260
Answering 6 only 1 1
Question 7. At the end of how did your capacity,
measured in terms of physical volume compare
with what it was at the end of (previous

year)?

Question 8. If you carry out this (investment) program, what
will be the net increase of your company's physical
capacity?

Table V
Responses to Capacity Change Questions

Year

1949 1950 1951 1952 1953 1954 | TOTAL

Answering 7 and 8 3 164 18 175 203 703
Answering 7 only 215 66 5L 59 51 L5
Answering 8 only 1 Lo 59 L2 28 170

Question 9. Roughly, how was your investment divided between
(1) expansion and (2) replacement and modern-
ization?

Question 10, Roughly, how will this investment (for next
year) be divided between (1) expansion and (2)
replacement and modernization?

Table VI
Responses to Expansion-feplacement Questions

Year

1949 1950 1951 1952 1953 1954 | TOTAL

Answering ¢ and 10 166 189 195 200 233 983
Answering 9 only 69 66 51 6l 57 297
Answering 10 only 3L L1 55 36 29 196
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2. Data Deficiencies

No economic statistical data used anywhere yet have been completely
free of differences from the ideal, The data used for a major part of
this paper have five differences of varying importance:

1. The lack of several important variables;

2. The short periocd of time covered;

3, The lack of industry identification for the firms;

i, The use of gross, rather than net, investment concepts; and

5. The lack of a complete size breakdown by firm and the bias
toward large companies,

These five will be discussed in order below, The belief of the
writer is that although some of these are serious, none are crippling,
It is further believed that the one major advantage of the data, the
fact that the large-sample cross sections used avoid the so far insuper-
able difficulties of aggrepgated time series, discussed in chapter I
above, outweighs the deficiencies,

1, The most serious deficiency in the data tabulated above is the
lack thereof. There are good sales data for at least two years, and
there is a good six-year sample of investment prediction and fulfill-
ment., Ythere are other variables such as capacity change and expansion
which can supplement these two, There are, however, no data on profits,
no data on ligquidity, none on percentage of desirable capacity at which
present operations are being carried on, To some extent, these defi=-
ciencies can be remedied by devices such as Eisner's assumption that

the existence of expansionary investriéit is a qualitative’ indicator of
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pressure on capaciliy.*

Lt

3 Sugzested by Eisner, Robert, Hxpectations, Plans and Capital
Expenditures: a Synthesis of Ex Post and Ex Ante Data, a paper presented
to the Conference on Expectations, Uncertainty and Consumer Behavior,
October 27-29, 1955, Pittsburg; p. L1 of mimeographed preliminary copy.

To some exbent, previous work in the field, by Eisner and by

Bronfenbrenner and Friend,#* can be used as a supplement to nmy statis-

#t  Friend, Irwin and Bronfenbremner, Jean, "Flant and Equipment

Programs and their tealization,” in Faticnal Purean of Yeonomic lesearch,
Stndies in Inceme and Jealth, Velrr~ 17, “hort Terr Uconomic Forecasting,
Princeton, 1955, For other work by these authors, see the bibliography,

tical results., However, it would be statistically unjustifiable to
insert regression and correlation coefficients taken from other data in
the equations estimated from this body of statistics, Therefore, it
will be impossible to present anything approaching a complete theory of
investment or a complete theory of discrepancies of predicted from
actual investment, What can be done is to present suggestive and in
some cases very interesting relationships based on the data which are
present, and to supplement tiese verbally with other previously dis-
covered relationships.

In this manner, considerable information is elucidated concerning
both investment theory and the direct ferecasting value of survey
investment estimates, but because of the data lack no final statements

can Gmerge.



-33 -

2. The second deficiency is in the small number of years covered
by the data. There are two aspects of this, The investment anticipa-
tions and fulfiliment statistics, which provide a good sample for six
years, are more complete than those in any previous study in this field,
and the capacity and expansion figures, giving good coverage for five
years, supplement them well. However, these years cover only mild
recession periods, and extrapolation from these mild downturns to
severe depressions, although it will be attempted, is on a shaky founda-
tion, The recessicns of 1949 and 1954 did not partake of the character
of major depressions, particularly inasmich as business' long-run
expectations were, by and large, fcr continued prosperity. There is
no valid reason to assume that the narameters associated with small
downturns are even in the same direction as those associated with large,
Ho complete test of investment survey methods can be made until there
is a severe decrease in investment, at which time, of course, it nay be
too late,

The other difficulty with the period covered is the fact that sales
and sales exvectaticns data are available only for the three vears from
1952 to 1954, Cne year sales volume and expected sales volume is given
in dellar figures, Three year expected scles change is given in per-
centare, Since using gross sales as a varigble with no idea of value
added or of profit associated with these sales is meaningless, there
are only two periods of one year sales change data useable-~change from
1952 to 1953 and change from 1953 to 1954, There are three vears of

data on the loager-run sales expectations,



- 3&_-

The difficulties associated with the short time periods covered
can be overcome to some extent by treating separately firms with
atypical experience or expectations during the period, For example,
it is shown in chapter IV that although the separaticn of 1953 and
1954 in studying the relation of one-year sales change and capacity
change is significant, this significande disappears if companies are
separated into those expecting and/or experiencing sales increases and
those expecting and/or experiencing sales decreases, However, in spite
of the aid given by these and similar techniques, it still cannot be
sald that the period 1949-195L or the period 1952-195L is necessarily a
random sample qf the second half of the twentieth century or even of the
first twc decades of this half-century, We can be sure of an adequate
stratified, if not randem, sample only when and if we again experience
severe depression,

3. The third major deficiency in the data lies in the fact that,
in order to preserve the confidential nature of the survey and avoid
individual firm identification, McGraw-Hill could not disclose the
industries to which the firms belong, There are twe possible effects
that industry classification might have upon the analysis, First,
there might be an effect of indusiry upon realization of predicted
investment--some industries might consistently predict too high while
others might underpredict, Second, there might be an effect upon
accuracy of prediction--some industries might consistently predict
better than others, coming closer to perfect prediction regardless of

any possible consistencies in the direction of deviations,
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An attempt was made to discover the importance of inter-industry
differences using published Department of Commerce-SEC anmial survey
data from the Survey of Current Business for the years 1948 through
195L, This attempt is discussed here, separately from the main body of
statistical analysis in chapters IV and V, because whatever its conclu-
sions as to the importance of industry differentiation, such differen-
tiation cannot be made among the McGraw-Hill data used in the major
work, In this analysis, each obscrvation on actual and predicted
investment represents one industry of the nineteen industry groups and
manufacturing sub-groups into which the survey is broken down; and one
vear, For example, the actual and predioted investment of the Iron
and Steel industry for the year 1950 would be an observation. The
dependent variable is the fulfillment ratio, the ratio of predicted to
actual investment, 1.00 being perfect prediction,

To test realization, the possibility of consistent under or over-
prediction, a two-facter analysis of variance was made, using industry
and year as the criteria of classification., 4n F test for the
differences among the means then gave an F value significant at the
.95 level for the explanation by the industry classificaivion, showing
that some industries predict consistently higher relative to their
actual investment than do others, Scme of the industries consistently
predicting too high are textiles, mining, commercial and miscellaneous,
“other durables" and "other non=durables." Consistently low industries
are non=ferrous metal mamifacturing, chemicals, petroleum and coal
manufacturing, rubber and railroads. Thus there seems to be overpre-
dictiction by the industries with smaller firm units and underprediction

by at least scme of the more concentrated industries,
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In order to test the effect of industry on the accuracy of prediction,
the closeness to perfect prediction regardless of sign of deviation, a
chi=square difference of variance test was set up, If there are k
industries and if s, equals (fulfillment ratioc = 1.00)/4fﬂ;, the n,
being the number of degrees of freedom in each industry class, and if
the overall number of degrees of freedom is n, then
=2 log L

- s wWhere
1+ (n, = n"0)/(3K=3)

5. gk
1T vesrercacenna I

L = .
v _. 2
(nlsl + “ssssessRnene + nksk /n)n/2

is chiwsquare distributed, The chi-square value computed for this
statistic for the nineteen industryvgrgpg§_and subgroups was not
significant, indicating no important differences in predictive accuracy
among industries,

Thus it can be seen that altheough there are significant differences
ameng industries in that some consistentiy overpredict and others under-
predict (realization), the differences in spread of predictions around
the perfect prediction ratic of 1,00 “(acdiracy) are not significant,

An attempt was then made to explain®the significant differences
among the industry classifications Hot pfesent in the McGraww-Hill data
by using rough measures of variables which could be used in the analy-
sis of the McGraw=-Hill material, The first of these variables is
average firm size within each industry, Measurement of this magnitude

was attempted by using average employmenﬁ'per firm in each industry
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but this was unsatisfactory because the average employment was forced
down by the nurber of small units in all industries and was less than
100 in all cases, while the smallest employment class in the McGraw-
Hill data is 0-500, A better measure, therefore, was believed to be
the percentare of total number of worlkers in each industry employed by

firms with total employment of 10,000 or more.,* The second variable

# From Adelman, op. cit.

was assets of firms within the Commerce-SEC sample as a percentage of

total assets within each industry.i#® Part of the variation from

st Prom Survey of Current Business, December, 1951, Table on p, 21
and Survey of Current Business, August, 1952, Table on p. 23.

perfect prediction for different industries by the Commerce-SEC survey
mzy be explainable by the small percentage of the industry represented
in the sample, If this is the case, it presents a difficulty in the
published aggregated Commerce-SEC aggregates not present in the firm-
by~firm McGraw-Hill data, Therefore, ratic of sample size to universe
size was used as an explanatory variable. The final variable used as
a substitute for industry was the arithmetic mean of the annual rate
of change of investment, a growth measure which is available in both
data sets.

Thus, the variables in the following analysis are:
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P = predicted annual changé of investment, relative tc last
. year's investment;

A = actual annual change of anestment relative to last
year's investment, -

S = percentage of worleers in an industry employcd Ly units
employing 10,000 or. 1WoTe,

R = ratio of assets of Comwerce-SEC sample o total assets .
within industry - :

G = arithmetic mean- of annua 1. rate of change of investment,
by industry,

In the analysis, the actual value of tﬁe regression coefficients, the

Bs, is unimportant since they depend very much on the direction of

minimization of sums of sqﬁares of P and A, Although the computed

regression coefficienis are published, the important thing is the value

of the F ratio for the addition of S, B and G to the equation.-
A function of the type

(III 1) P=gqg+pA

was set up., Any additional variablé having an effect on P/A would

also have an effect on this equation., Previous work had shown that

constraining the function to

(111 2) P = (1-&0) + Bt

would not detract significantlyﬁfﬁomfthe.relationship and would save a

val uable degree of freedom, To test the significance of S, R and G,

they were tested as a linear influence on 50, the relationship between

4 and P, Under this hypothesis

(IIT 3) Bo =8 vBS 3333 * 1311(}.

(TII 2) and (III 3) sclve Lo

(IIT L) P-1=3 (41)+ B, (B4.8) + Ay (RA-R)
+ Bl (GA-G)
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which was estimated by least squares. The result was

(III 5) B. = 2711 = 1.4119 S + 2,3290 R - 3,.8912 G,

0
The partial correlation cosfficient of* §, R and G on P is .375,
and the F ratio with 3 and 74 degrees of freedom for adding these
variables to the equation is 3,6066, significant at the ,99 level, If,
~ instead of these three industry variables, 19 separate regregsions are
used, one for each industry, the F ratio with 15 and 59 degrees of
freedom for the additional explanation is 1,3140, which is not signifi-
cant, Thus, for this particular purpose, at any rate, the significant
differences in the investment realization experiences among industries
can be explained away by variables which can be duplicated in the Mc Craw-
Hill data, for individual firms, even though the industry classifications
cannot, This is not to say that the lack of industry classifications is
a desirable characteristic of the data, but it can be claimed that in
some cases apparent industry differences are easily explainable on the
basis of other variables which ¢an be identified for individual firms.
This all assumes, of course, that these varisbles mean the same thing
for industry aggregates on which they were tested and for firm data,
an assumption which may not be vaiid, particularly in ﬁhe case of the
growth measure used, However, it is the only assumption we can make.

L. The fourth deficiency in my data, which is present in all
investment survey data, is more serious for testing the economic
meaning of the data than for testing the predictive value of the series.
This is the fact that in all cases the data received is on grcgg invest-

ment, leGraw-Hill asks for "all purchases charged to capital accounts';
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Commerce-Sec asks for "dll costS.e...chargeable to fixed asset accounts
and for which depreciation accounts are ordinarily maintained"; while
Canada specifies "gross investmeﬁt,ﬂ The reason for this is the same
reason that Gross National Product is used as & substitute for the
economically more meaningful Net National Product in discussions of
national product accounts, The movement from groas to net is still a
very inexact one, The use of gross rather than net concepts should
not affect the value of the surveys for forecasting, but it is unfor-
tunate for testing certain aspects of ‘etonomic theory. The simple
accelerator theory in particular has net investment depending on sales
change, and since there is no reason to assume that net and gross
investment have a constant linear relationship, any test of the theore-
tical accelerator using this gross data is blassed against acceptance,
To some extent, this difficulty can be avoided by using expansion
investment rather than total investment as dependent variable, but it
is unsafe to depend on the assumption that expansion investment means
exactly the same thing as net investment, It may be that investment
reported by companies as expansion investment is closer to the theore-
tical accelerator investment than is net investment, gross investment
minus depreciation allowances, and the accelerator components of both
expansion investment and capacity change will be tested and isolated,
However, net and gross investment are the figures reported by the
Commerce Department in the national aecounts, rather than expansion

investment,
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5. Finally, therc is the dual deficiency of broad asset classes
and a sample blassed strongly toward very large companies, The fact
that there are thirteen non-empty asset-employment clagses is sufficient
for mest purposes, but there is cne difficulty, This is the impossibi-
lity of transforming investment by dividing by fixed assets, Since the
major effect on untransformed investment is size of firm leaving little
room for anything else, some transformaticn must be used. It contributes
nothing to our understanding to state that General Motors invested more
dollars in 1954 than did Bridgeport Brass. In addition there is a
very strong heteroscedasticity in the untransformed data, The economi-

cally meaningful deflator would be fixed assets, as used by Eisner.,#

#* Eisner, Op. Cibe, pe L.

However, the asset data I have are cbviously inadequate for the purpose,
as are the employment data. Investment cannot be divided by an asset
class 9250 million wide or an employment class 5000 wide., The best
remaining alternative for transformation seems to be the division of
the actual and predicted investment figures for each year by the mean
of the six years of actual investment for the firm, While this is by
no means as satisfactory as using the ratio of investment to total
fixed capital as the dependent variable in the analysis, at least it
enables us to see what causes investment to vary from what might be
called "ordinary" investment for the firm, In defense of this admit-

tedly dubious transformation method, it might be stated that, as showm



- 42 -

in the next chapter, regressions on actual investment divided by mean
investment had results similaf to those on capacity change, The
capacity change figures, since they are given in percentages, do not
need transformation, The transformation question does not enter where
we are testing predictive accuracy using the ratio of predicted to
actual investment as the dependent variable, or using a regression of
predicted on actual,

Beyond the transformation problem, there is the fact that, even
if the best deflator could be used, it is possible that large companies
have a larger (or smaller) investment in relation to fixed assets than
do small, Since the sample is extremely biassed toward the large
companies, there might be some gquestion as to whether any effects dis-
covered would apply to a universe of all companies, However, it is
believed that here the thirteen asset-employment classes do suffice to
remove this effect, It is not possible to argue that the sample is a
random one from the population of all companies in the economy, but it
is pogsible to argue that the sample within each of the classes is
random in relation to the population of all companies in that class,
In other words, we can convert a very poor random sample into at least
a fair stratified‘sample. It was found, however, that in many cases
this stratification was not necessary--that for many relationships,
size of firm makes no difference, At any rate,although the sample may
be biassed toward large firms, it may for that reason include the bulk

of investment in the United States econonmy,
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These then are the five major deficiencies in the data used: lthe
lack of some relevant variables; the short time period covered; the
lack of industry classification; the use of gross rather than net invest=-
ment; and the undeflatability and large company bias of the data, As
discussed above, some of them are serious, but none of them are fatal,
and some characteristics of the data such as the six-ysar continuity of

investment prediction and fulfillment data are particulafly good,

3. Methods of Assembling the Data

Four methods have been used by investigators studying data
gathered by plant and equipment expenditures surveys, They are?

1. The study of relationships between different answers to
duestionnaire guestions,

2. The supplementing of the above by use of company accounting
d.at&.

3. The use of supplementary questionnaires asking reascns
for erring predictions,

he The use of data exogencus to the gquestionnaires.
1. The method used for the bulk of the statistical werk in this
paper is that of relating some questionnalre answer data to other
enswers on either the same questionnaire or on similar questionnaires

for different time periods, This is the method largely used by Eisners

#* Eisner, op. cit., for other work by Eisner, see the bibliography,
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in his work in this field and by Kuh and Meyer in their ex post study,*

3# Meyer, John and Kuh, Edwin, "Acceleration and Related Theories of
Investment: An Empirical Inquiry," in Review of Economics_and Statistics,
Avgust, 1955,

In the pfésent paper, the dependent variables are accuracy of invest-
ment predictions; and investment and certain of its phases, such as
capacity change, These are related to other variables from the same
questionnaires or from other questionnaires answered by the same com-
panies in other years, For example, 1954 investment is related to
various combinations of actual and predicted sales changes from 1952
through 1954, The ratio of actual to predicted 1954 investment is
treated as a function of other things, such as the ratio of actual and
predicted sales for 1954, This method and the second one might be
called "objective," in contrast with the third, in that the respondents
report objective imvestment and other prediction and fulfillment sta-
tisties which are then investigated by the statistician for causal
relationships.

2, The seccnd method is used as a supplement tc the first by

Eisner and by Bronfenbrenner and Friend,®# working with Commerce~SEC

#¢  Friend and Bronfenbrenner, op. cit,

data, This is the use of material obtained from balance sheets, tax

returns and other accounting papers of the answering firms, in addition
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to the questionnaire answers, Except for the material relating to firm
employment and assets mentioned above, I was unable to use this procedura,
Since my information did not bear firm identificatiom I could nét go else-
where to find information about the answering companies.

| 3. The third possibility is that of supplementing the investment
survey questionnaires with later surveys asking the firms for reasons
that the ex ante predictions varied from the ex post fulfillments.
This method, which might be called "subjective" was used by the Commerce
Department in 1950 and again in 1955, when forms were sent out listing
eight categories, including an open one, of reasons for deviation of
expected from actual investment, It has also been used by the Canadian
survey. Hespondents were requested to check one major and all of the
relevant minor reasons for discrepancies, This method, although a
valuable supplement to the "objective" procedure, has the disadvantage
of channeling the results through the mind of the original predictor,
who will presumably find it much more difficult to answer than a
gquestion concerning objective magnitudes such as size of sales, depre-
ciation allowances, etc. Another disadvantage is that it does not
easily lend itself to quantification, On the other hand, plumbing the
minds of the officials of the predicting firms may well bring out
causes of discrepancies which are not at all discoverable from objective
statistiecal data.

i, The final method by which the body of information may be

attacked is to relate the predictions and fulfillments and the comnec-

tions between the two to outside events affecting the economy as a whole
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or the industry as a whole, The best example of this is the virtual
exclusion of 1950 data from all studies of investment surveys, since
predictions for 1950 were made in 1949, before the advent of the Korean
War, while fulfillments took place during the six months after as well
as the six months before this event, which probably should be considered
exogencus to the economic system. I have made considerable use of this
method, using exogenous economy-wide data with reference to the MeUraw-
.Hill statistics; in which industry is not identified, and using
economy-wide and industry-wide data in trying to explain the course of
the industry aggregates of predicted and fulfilled investment published
quarterly in the Survey of Current Businesa.

These four methods of treating the investment survey data are, of
course, not mutually exclusive. They are complementary and a complete
study of the surveys should use all four. I shall use the first and
last only, since I dec not have data useable for the second and third,
The second, the use of supplementary accounting document data, will
particularly be sorely missed, and to the lack of this procedure and
the lack of more varieties of questionnaire answers can, partially at
least, be attiributed the fact that, although many statistically signi-
ficant relatioﬁships are discovered, in no case is as much as fifty
pexcent of the variation of the_dependent variable explained, This

data deficiency is discussed in section 2, above.
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Given the data as outlined above, it was decided that the most
powerful method of studying relationships among the different variables
was the use of least-squares regression/zﬁfiysis of variance, tested by
F ratios, Although the data do not fuliill all of the assumptions
behind these methods (to be discussed below), least-squares regression
nevertheless provides an efficient method of estimating relationships,

The least-squares method as used here produces four types of
statistics for each equation or set of equations. They aret

1. The index of correlation, R®

2, The F ratio

3, The standard error of estimate, sﬁ
L. The regression coefficients.

1. The index of correlation, R2 is the ratio of the pcrtion of
the variation of the dependent variable explained by the equation to
the total variance of this variable, In the past, much statistical
work has been done with the least-squares method using R2 a5 the
sole or main statistic indicating the value of the independent variables
in explaining the dependent, R2 is used throughout the statistical
sections of this paper, but it is not considered sufficient and is not
used alone for several reasoms. irst: although 12 shows %he nro-
portion of wvariation of the dependent variable explained by the inde-
pendent wvariables, it gives no indication of the likelihood that the
same explanation might be given by a random unrelated variable. ‘he

addition of any new variable to a set of explanatory variables or the



- L8 -

breaking of a set of data into subsets for which separate computations
are made will always increase the value of Rz. Without the computa--
tion of other statistics there is no way of discovering whether the
addition to the value R? is significant. The second insufficiency of
RZ is that it gives no indication of how close the equation may come
in estimating values of the dependent variable and no indication of how
mach the estimates may be improved by moving from a cross sectional
individual firm basis to an ageregate basis, Therefore, R2 is used
herein as a statistic indicating the proportion of the dependent
variable explained and making possible a comparison of the explained
proportions of diffarent dependent wialedbles in WiTond sobg of
equations, but it is not used as a nezsure of shotistical slenifigance

or estinmating error.

2. The F ratio is the ratio of the explained variance of the
dependent variable divided by the number of degress of freedom used in
the explanation to the unexplained variance divided by the remaining
degrees of freedom, After it is computed for a set of equations it
can be compared to a table of F ratios derived from random numbers,
If the computed F ratio is greater at the .95 significance level
than the ¥ table ratio with the same numbers of degrees of freedom,
then it can be said that there are only five chances in one hundred
that such a high ratio could arise from a set of explanatory variables
bearing no systematic relationship to the explained variable, The .95

significance level is the one used throughout the paper. Thus the F
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ratio tests whether the R2 associated with a particular set of
variables is significant or whether the same R? could be generated

by a sample set of random varisbles from a population whose true R2

i5 zZero. Similarly, F ratios are used to test whether the addition

of one variable to an existing set explains significantly more than
would the addition of a random variable, All of the individual variables
used in the following chapters have been so tested and found significant
although only the F ratios for all the variables in a set of equations
are published,

3. The standard error of estimate, SE, is a measure of the
reliability of the equation estimates for a dependent variable, It is
the variance of the dependent wvariable around the regression plane at
the mean of the dependent variable, It is the denominator of the F
ratio, the varianqe left unexplained arcund the regression plane
divided by the unused degrees of freedom, The square root of s% is
an estimate of the standard deviation of the deviations of the obser-
vations from the regression estimates, Approximately 95 percent of the
cbgervations on the dependent variable at the mean will fall within a
range of t 1,96 standard deviations from the true regression plane if
the deviatioﬁs have a near-normal distribution, If the dependent
variables in all the equations fell within the same mumerical range and
had roughly the same number of observations, the standard error of
estimate could be used to compare to the goodness of forecast of the
various equations. These conditions are not met in this paper and

therefore this comparison is done with Rz. The characteristic of s2
P u
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which is important for this paper is the fact that it will be reduced
by aggregation of data, The equations here all represent estimates of
investment or investment realization by individual firm and the standard
errors of estimate consequently are variances of estimates of investment
end investment realization by firm, Lo obtain the standard error of
estimate for aggregate investment or realization, the firm standard
error mist be divided by the square root of the number of firms going
into the aggregation, For large samples, such as are used here, this
means a strong improvement of estimate, The standard error of estimate
for the aggregate is not published here because the aggregate of com-
panies in the sample 1s not economically meaningful and the companies

in the sample are not sufficiently representative of the ageregate of
all firms in the economy. However, the standard error of estimate for
the firm is given with each set of equations and the order of magnitude
of the standard error of estimate for the aggregates can easily be seen
by the reader.

Lk, Finally, repression coefficients are computed for all variables
used, These show the direction and indicate the magnitude of effect of
each of the independent variables on the dependent variable, Although
these coefficients are shown by the F ratios to be significantly non-
zero in all cases, it should be borne in mind that their absclute size

is indicative rather than exact.

there are several possible objecticns to the use of the leaste
squeres F ratic methed, In additien $o tiwse associated with the

vielavicn or ceriain oi tae wuliiole=regression asswmptions, discussed,
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below, Zisner has raised an objection peculiar to the use of expectaw

tional survey data,#* His belief is that although businessmen can, with

#* Eisner, Robert, Discussion of the Report cof the Federal Reserve
Committee on Statistics, December, 1955 meeting of American Economic
Agsociation,

some degree of accuracy, forecast the direction of change of sales and
the direction of change or the general magnitude of investment, they
cannot make any meaningful numerical predicticns of these and similar
magnitudes, It therefore follows that the numbers used in these pre-
dictions are meaningless, and regressions using these cardinal numbers
are not very useful, To get arcund this difficulty, Edisner places
heavy dependence on the use of bivariate frequency tables ranging from
two by two.to six by six, and on the use of the statistical methods
associated with such tables, rather than those, such as multiple

regression, associated with continuous variates,¥%

#t  FEisner, op. cit. in footnote 3.

Even if it were correct that businessmen do not predict more than
direction there is one immediate statistical reason for preferring mul-
tiple regression to contingency coefficients and other such methods,
This is the fact that multiple regression provides a simple method of
testing the value of simultaneous use of more than one independent

variable, a process which is very difficult by Eisner's methods, and in
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which he dces not frequently indulge. The simple testing of sets of
variables and of addition of new variables to sets is something which,
if not necessary, i1s at least highly desirable for any complete analysis.,

Nevertheless, if Eisner were correct about the nature of the data,
it would make for serious difficulties in the interpretation of multiple
regression results, However, he qualifies his belief insofar as it
concerns investment anticipations, believing these plans to be more
susceptible to cardinal quantification than pure expectations such as
salss, Further, the fact that the Commerce-SEC and M Graw-Hill invest-
ment projections, taken from the surveys of business anticipations,
usually predict quite closely as to magnitude as well as direction of
change, seems to indicate that business anticipations are random around
some definite cardinal degree of change,_rather than being completely
meaningless except for direction., In view of these factors, I felt
Justified in using multiple regression and treating the data as cardinal

continuous variates., The combination of analysis of variance, an
Eisner-like ordinal technique, with multiple regression, as demonstrated
in the next chapter, seems to show both methods are useful.

There remain, however, the difficulties arising out of the non-
fulfillment of regression assumptions by the data, Two of these
assumptions can be easily disposed of, Since no complete system of
equations is being built up, there is no Cow;es Commission identifica-
tion probolem, Marther, there is no reason to believe that the observa-

tions are not statistically independent among firms,
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So far ag the assumption of homoscedasticity of residuals is
concerned, although no tests werc made, there seem t¢ Le no systcmatic:
irregularities of variance cnce the data is deflated as described above,
although of course there was extreme heteroscedasticity before the
deflation,

Aside from statistical independence, the major prerequisite for
use of multiple regression and ¥ ratios is normality of residuals,
The multiple regression method is still efficient even if this assump=-
tion is violated, but since an F ratio is a ratio of two chi-square
distributed variables, and since the sum of the squares of variables
is chi-square distributed only if the variables are normally distri-
buted, normality is a requirement for the exact use of F ratios and
tables, The residuals around several of the regression lines and
planes derived in the next chapter were tested for normality and it
was discovered that they were significantly non-normal in a chi-square
test, The actual distribution of residuals in all four cases tested
was roughly symmetrical and platykurtic (flat-topped). However,

according to Kendall,#* Pearson tested six non-normal populations,

* Kendall, M, G., The Advanced Theory of Statistics, Volume II,
(second edition, London, 1948) p, 205,

including one which was symmetrical platykurtic, two which were sym-
metrical leptokurtic and three which were skew, Xendall states that

the results indicated that the distribution of z (z = 1/2 logeF) is
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adequately represented by Fisher's distribution for a wide range of
non-normal populations., If this is true of =z, it is also true of F,
and the use of F raties and F +tables in this paper should be viewed
with some small degree of skepticism, but not with alarm.

Finally, there is a possible objection based on the philosophy of
statistical research to the methods used in this paper. The techniques
discussed above, particularly those associated with the F ratio, are
applied to the body of data with the purpose of selecting variables and
developiﬁg miltiple hypotheses in which each of ths variables used pro-
vides additional explanation significant at the .95 level, The sets of
variables thus selected are then tested against the same body of data,
This prejudices the case, The variables have been picked because each

is significant for the particular sample body of data, Having been
selected, they should then be tested as a group against another random
sample from the same universe, This test will then show whether the.
researcher should reject or refuse to reject the group of explanatory
varisbles. Instead, the set of variables is tested against the origi-
nal data sample by use of which they were selected, Ideally the sample
should have been randomly split in twe and half should have been used
for selection with the other half reserved for testing. The reason

this procedure was not carried out, of course, was the paucity of data,
In this, as in most work in economic statistics, the waste of data
necessarily involved in sample-splitting is too costly to be considered.
Therefore the common, not completely legitimate, procedure of selecting
and testing with the same data was used here. This adds another element
of weakness to the results but it is a necessary and probably minor

element,
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This chapter has attempted to describe thoroughly the data used,
the deficiencies in the data, and the methods by which it was handied,
Although the bulk of the chapter has been devoted to a discussion of the
deficiencies of both data and methods, it is felt that what remains is
a good large-sample body of virgin cross=-sectional data; that those
relationships brought out will be valid--perhaps not valid in an exact
mumerical sense, and perhaps not wvalid for the entire population of
American non-farm business organizations--but valid in the sense that
they indicate the existence of true relationships applying to a popula-
tion heavily weighted by very large firms, The fact that the very
large firms carry on the great bulk of all investment in the United

States today adds to this validity for many purposes.



Chapter IV

SURVEY DATA AND INVESTMENT THEORY

As mentioned in Chapter I above, cross-sectional survey data in
this field can be used for two purpcses., OSurveys of investment in-
tentions can be used directly for prediction of aggregate investment,
The raw material from either ex ante predictigp surveys or ex post
investment fulfillment surveys can be used to help in the formla-
tion of a theory of investment which may ultimately aid in the pre-
diction of aggregate investment. This chapter discusses survey data
and investment theory. Some of the hypotheses formulated and tested
here are then used in Chapter V in the discussion of investment pre-
dictions and thesir realization, The first part of this chapter
intreoduces the topic by viewing some of the previous work in the
field, while part 2 goes into the new analysis done with the McGraw

~Hill material.
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Three of the most recent systematic abiempts to study investment

theory using cross-sectional firm dete have been by Meyer and Kulhst

—_ - —r——

#* Meyer, John and Kuh, Zdwin, "4cceleraticn and Related Theories
of Investment; An Pmpirical Inquiry," in The_Heview of Economics
and Statistics, August 1955.

[PPSR PRSI S L e

and two by BEisner#t, Meyer and Kuh used ex post data on gross

J A L e

#¢  Elsner, Hobert, Expectations, plans and Capltal Expenditurcs: A
Synthesis of Ix Post and Ex Ante Data, an unpublished paper given at
the Conference on Expectations, Urgerteinly and DBusiness Behavior,
Pittsburg, Oct. 27-29, 1955,

------------------- , Determinants of Capital "menditures, An Inter-
view Study, Studies in Business Ixpectations end Planning, Number 2

(Urbana, 1956).

investment, sales, net profits, depreciation, fixed assets and current
assets and liabilities gathered from SEC form 10K for the years 19L6-
1950. Eisner in his earlier study used ex post and ex ante data on
gross invesiment, fixed assets, sales and profits from the NcGraw-Hill
survey for 1948-1950, together with balance sheet data from Moody!s
and unpublished material from the Federal Reserve System. In the
second he used a small-sample interview technique rather than a large

sample of questiommaires,
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Both the Meyer and luh and the Fisner papers devote most of their
discussion to various phases of accelerator theory, with which the
major part of ry work in this chapter is concerned. Inscfar as they
worked with various ''pure" accelerator models, using only various
sales and capacity variables, bheir conclusions were similar to but
not the same as those presented below in part 2 of this chapter. How-
ever, in both cases the writers had access to a class of material on
yhich I have no data; the cless of liquidity varisbles. Far this
reason 1t is worthwhile to discuss some of their conclusions as sup-
plements to my own,

Meyer and Kuh come to the conclusion that:

e noted that a sharp break in the obscrved behavior of the
variables accompaniced the economic transition of 1G48 and 1940.
In the immediate postwar years, 1945 and 1947, when demand was ex=
nending rapldly and liquidity was plentiful, a capacity formmla-
tion of the accelerator had by far the closest reletionshin with
investment., On the other hand, in 1948 and 15h%, when economic
conditions stabilized or declined in several lines of activity,
the two liquidity flow varlables, profits and deprsciation ex-
pense, provided the best explanation of investment outlay. The
licuidity sbock variasble and change in sales had, by contrasit,
little effective relationship with investment at any time during
the 1946 te 1950 pericd.

U eiesessesase therefore concluded that plentiful liquidity,
of a2ll the basic assumptions, seemed mest essential to the zceel-
erator's effectiveness anc that, once liquidity became somevhat
rinched, the aveilebiliiy ¢l funds became a crucially importont
determinant of investmenti outlay in and of itself.is

%* Meyer and Euh, op. cit., pp. 225-230.
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The capacity formulation of the accelerator referred to here is
the use of "total needed capacity," measured by the product of current
sales times the minimum gross fixed agsets to sales ratio reached be-
tween 1946 and 19L9, as an explanatory variable for investment divided
by fixed assets, This contrasts to a more ordinary accelerator with
sales change as the major explanatory variable. The liquidity stock
variable used was net current assets minus inventories and current
ligbilities.

Meyer and Kuh came to their conclusion regarding the preferabil-
ity of the capacity accelerator after testing it in a model which also
used a standard sales change accelerator, In my statistical work des-
cribed below I was unable to test a similar capacity accelerator due
to the lack of fixed asset data discussed in Chapter ITI. In contrast
to, but not in direct opposition to Meyer and Kyh's conclusion, I
found that a sales change accelerator did explain a significant por-
tion of investment in 1953 and 195L. However, this explanation was
significantly increased by the use of a measure of "pressure on capa-
city."

Similarly, although I did not have the data to test the liquidity
variables mentioned above, I did find that in 195L, a year similar to
16,8 and 1949 in that Yeconomic conditions stabilized and declined in
several areas,' a sales change accelerator explained a significant
portion of investment, not less significant than for 1953, particular-
ly for those firms with increasing sales pressing on capacity. I can-
not contradict the previocus work on either the capacity accelerator or

the liquidity variables since 1 was unable to test the variebles used,
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but I can say, very tentatively, that my work seemed to lead to dif-
fering, although possibly complementary, conclusions. One statement
that can be made is that profits, used in the Meyer-Kuh model as a
permissive liquidity variable, might almost as easily be used as a
cansative incentive variable. In general, however, the work of
Meyer and Kuh, rather than being opposite in results to mine, com-
plements my conclusions by showing that a complete model should use
both accelerator and liquidity variables and reinforces them by show=-
ing that some consideration of pressure on capacity is necessary in
any accelerator formulation. The specific theories sbout the "capa-
city formulation of the accelerator" and the major influence of
liquidity in non-boom years I can neither confirm nor deny.

Eisner's work with a large questionnaire sample is not statis-
tically as sophisticated as that of Meyer and Kuh. His aversion to
multiple regression in particular makes it difficult to discover which
independent variables can be used in combination with which others.
Nevertheless he states that:

Mile have sought to fcocus date on certain recent cconomice
theory which attributes importance to a mulitilagred and quanti-
tatively limited version of the acceleration principle. In this
effort, we have found evidence of an 'acceleration component' of
investment, While investment of all firms revealed low correla-
tions with both sales changes and expectations of sales changes,
these correlations were generally found to be markedly higher
among firms whose investment history or current plans warranted
their inclusion in the acceleration categery.

"Investment was also found to be correlated with current
profits. And sales expectations appeared to play a curious role

of setting the stage for the effect upon investment of a number
of other variables, such as capital supply and change in actual
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sales, In view of the extremely low direct correlation betircen
sales expectation and investment, one may infer that in a number
of instances favorable cales expeclations wore a necessary vut
not suliicicent condition for capitel cxmendituves, W

#* Eisner, Expectations, Plans, etc., p. 6L of preliminary copy.

My findings, particularly as to actual sales change, generally
agreed with those of Eisner. Using Eisner's suggestion of dividing
firms into those whose history and expectations warranted inclusion
in the acceleration category, and those which did not fit, I found
accelerator relationships, both multi-lagged and simply-lagged which
explained up to 35 per cent of investment and similar variables, I
also found that longer-run sales expectations, on which I had data of
a type not available to Eisner, played & major role in the accelera-
tor equations., DRecause of the greater use of the powerful multiple
regressicn tocl, I found that my (multiple) correlation coeff:cients
were in general considerably higher than those Eisner describes, al-
though still fairly low. Since I had no data on profits or deorscia-
tion allowances, which both Eisner and Meyer and Kuh found to be sig-
nificant, I can offer little comment on these findings. Meyer and
Kuh found these twe liquidity variables not to be significant at the
same time as the accelerator variables. Eisner did not test the two
sorts of variables together. It therefore cannot be said whether in-
clusion of liquidity variables would have significantly improved my

correlations.
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Fisner in the same paper also discusses a hypothesis that com-
panies have a concept of "normal sales” and that any downward depart-
ure from normal penerates an expectation of a rapid return, This
provides one possible explanation for some curious results presented
below, suggesting that firms with declining sales tend to invest in
direct proportion to the amount of the decline., These findings will
be discussed more fully below.

For his interview study, Eisner went to a much smaller group of
fourteen companies which he studied in much more detail than would be
possible merely by tabulating questiomnaire answers. Statistical
methods do not present the same problem here because the sample is so
small as to preclude the use of statistical technlques and because
the discussions with the corporation executives were not quantifiable.
Eisner's major tentative conelusions concerning consistencies in face

tors affecting company investment areis

3 Eisner, Determinants, etc., pp. 15=37.

1. Capital expenditure plans are related to long-run demand
factors but are themselves usually short-run. The high rate of
discount businessmen put on risk tends to preclude ‘oo many long-
run capital expenditure programg.

2. Investment for expansion, in particular, seems related
to long-run changes of demand when these changes put pressure on
productive capacity. However, 1t is not easy to draw a borderline
between expansion investment and other investment, particularly
between expansion investment and cost-reducing investment,

3, It is not necessarily the case that replacement and
modernization investment can be depended upon to support invest-
ment expenditure aggregates in case expansion investment is low or
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that replacement and modernization investment depends mostly
on depreciation allowances. Replacement and modernization in-
vestment seems to depend on about the same things and follow
about the same laws as expansion invesiment.

L. The supply of money capital did not seem to be a
vital consideration in investment decisions but "there was re-
peated evidence that the problem of obtaining funds was an
important one at least in the financial departments of the
firm,te

¥ Ibid., p. 27.

5. Given that somewhat the same factors seem to affect
the investment decisions of many firms, the calculations which
lead from the causative factors to the quantitative investment
decisions seem to differ considerably among firms, and seem
very difficult for the investigator to uncover.

Conclusion two is generally borne out by my computations, I
did not have the data to test conclusion four or to test completely
conclusion one., My findings relative to one seem to agree that
long-run demand factors play an important role in investment deci-
gsions, and some of the data seem to indicate that two-year invest-
ment by the firm is more closely related to these factors than one
year, but two-year investment is by no means a long-run investment
program, So far as conclusion three is concerned, my data seems to
show that modernization and replacement investment depend somewhat
on distress investment factors, However, I would agree that such
investment camnot be counted on when expansion investment is low.

However, possibly the most interesting of the conclusions is

five, concerning the differences among and difficulties in discover-

ing the firm calculations leading from causation tc investment. It
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would seem to be here thait we might fruitfully lcck to discover
the cause of the low but significant correlstion coefiicients
which seem to plague past and present statistical cross-sectional
investment work, The hypothesis that there is a definite relation-
ship between accelerator-type change of sales or sales expectations
and investment seems to be confirmed by previous work as well as
by my own, However, it is difficult for the investigator not to
be disapoointed by the lowness of the accelerator correlation
coefficients and indices. It may be that there is actually a
strong but differing relationship between sales change and invest-
ment for different firms, in which case the relaviorskip would
appear smaller when estimated for a crcss-section of the differing
firms, If this were the case it should be possible to estimate
these relationships by combirirg crosse-sectional and time series
analysis and deriving separate equations (or equaticns with the
same slope vut differing constant Lerms) for dificrent companies,
I attempted, completely unsuccessiully, to do this using 1952-3
anc 1953-l sales chanpe data, all thot were available, Some future
investigator might well do better when there are more years of
useaile deta for each Iirm, At any rate, on the basis of Eisner's

findings it would be worth a try,

In the equations and sets of eguations in Table IVwl belew, the

statement that & certain equation refers to the set ol lirms having
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Yeapacity pressure" means that this particular equation is derived
from data for firms which have indulged in expansion investment
elther during the year to which the equation's dependent variable
belongs or the previous year, It was felt that this measure,
following Eisner, would present a fairly good, if rough, idea of
which firms actually felt sales pressing on capacity, A possible
alternative, dividing firms into those which experienced actual
capacity increases and those which did not, was rejected because a
firm carrying on replacement investment merely in order to main-
tain its position would probably repléce old equipment with more
modern equipment which could well bring alout a capacity increase
even in the absence of any particular pressure on capacity,.

The symbols used in the equations below are:

subscript aj; meaning tha’t the magnitude in gquestion is an
actual or fulfilled magnitude,

subscript p; meaning that the magnitude is a predicted one,

supersceript numeral 9,0,1,2,3,4 meaning that the magnitude
occured during or is predicted for the year 1949, 1950, 1951, 1952,
1953, 1954

subscript numeral 9,0,1,2,3,L on predicted magnitudes only,
meaning that the prediction was made in 1949,1950,1951,1952,1953,195L

superscript m; meaning that the value is the arithmetic mean
of the magnitude for the individual firm for as many years out

of six as the magnitude was reported,
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superscript t, t-1, elc,.; meaning that the masnitude occurred
during or is predicted for several different years within this par=
ticular equation,

subscript t, t-1, etc.; meaning that the magnitude was predicted
oring several years for this particular equation,

An example using the above would be a variable ng/Ig s Which
would be Investment prodicted in 1953 for 1954 divided by the icean
of actual inve:stment,

Other symbols ares

I = gross inveslment for the firm (reported on questionnaires),

3 = sales for the firm (reported on questionnaires),

C = capacity for the firm (Used in ratio with previous or
subsequent capacity only, Capacity change is reported on questicnnaires),
E = expansion investment for the firm (gross investment mul-
tiplied by percentage devoted to expansion, which is reported on
questionnaires,),
Co = company's expectation of three year percentage change
in its own sales (reported on questicnnaires),
Ind = company's expectation of three year percentage change
in sales of its industry (reported on questiomnaires),
For the convenience of the reader, Table IV-2 presents a

schematic diagram of Table IV-1,
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Scnematic Diagr of Table IV-1

The numbers in the boxes below indicate the numbers of the relevant sets of equations in Table IV-1. The Notation
"HSY mermt e .w caplancwory variables or breskdowns proved significant in the particular category.

Equation Set (1)
Capacity Change and Expansion Investment

JEPENDENT VARIABLES

Attual Predicted Ectual Fredicted Actual Fredicted
Investment Investment | Capacity Capacity Expansion | Expansion
Change Change Investment | Investmaent
Equations using two-year value of
dependent variable NS NS (2) ¥5 NS NS
Equations using one-year wvalue of
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as indcpendent wvarizhles
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) (9) (10)

e e o e e
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as independent variables i : |
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Equations using predicted sales f ;
change as independent variable : i
in explaining actual Investment (17) NS s LS O | S

- Lg -



The equaticns and sets of equations tabulated sbove are
logically divisible into three groups, Equation set (1) is
unlagged and is intended to show no causation, but merely a
relationship between two investment-type magnitudes, capacity
change and net investment. Bquation sets (2) through (5) covering
the remainder of the top half of the sheet are each relatively
"eomplete! or "final" equations expressing variocus aspects of
investment as functions of varicus sorts of sales chanses, Their
completeness lies in the fact that they are the results of testing
all of the available sales change and sales expectation variables,
and they use all such variables which proved statistlcally significant
at the ,95 level, Equation sets (6) through (17) are not complete
in the same sense, inasmuch as they exclude the long-run (three yesar)
sales expectation variables, but they are nevertheless instructive
and are therefére included in the presentation, It is to be noted
that the dependent variables are classified as to type (actual
investment, predicted capacity change, etc,) in the colurms, and
that dependent and independent variables are classzified as to

duraticn and legs in the rows,

1. The first substantive points to be made concern the differences
among the dependent variables. The six dependent variables are
the actual and predicted magnitudes of Investment, of Capacity
Change, and of Expansion Investment. The capacity change variables

differ in two ways from the others, 4s discussed in Chapter ITI
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above; it was felt necessary to transform the reported annual dollar
investment and expansion investment expenditures for each firm by
dividing by some base magnitﬁde, The best available base magnitude
was,the‘six~year mean of investment for the firm; a device which
is admiftedly imperfect but was used nevertheless because of lack
of alternatives, The capacity‘change figuresy hOweVer,'were reporied
by edch gompanylih 5ercentage terms ghd'tﬁgféfOré, need no trans-
formaticn or "deflation." <‘hey are in a sense, therefore, more
exacf fhan either thé investment or the‘éﬁﬁéﬂgidn invéstMént'figurcn_
| 'Hbﬁéﬁér; there is a more basic differtrice between capacity
chiange on the orie hand ‘and investment and skxparsion invéstment
on the other, H&ccelerator thedry uses sdlés changes to explain
investment expenditures, nypothgsizing“that"if'é company experiences
an increase in precduct demand whith ‘it camot f£ill at its present
capaCity;‘it”Will'iﬁvest'to incresse the capacity and take advantase
of the profits on the increased sales (prévided of course that the

returns on the sales are greater than the 'éost of the investment) %

#  See for example, Meyer and Kuh, op. Cite.; page 217, or Hansen,
Alvin, Business Cycles and National Income (New York, 1951), page 357

However, it might be more reascnable to say merely that in the
case of sales pressing on capacity the company will increase its
capacifyb This second step may ve crobable but it is not necessary,
Capacity could be expanded without.éxpenditure of investment fundss

in the course of repair and maintenance., iore likely, capacity
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could be and frequently is expanded without the use of funds

beyond replacement investment funds, as obsolescent machines are
replaced with modern ones, Therefore, the accelerator relationship
might be stated as being between séles change and capacity change
and only at second remove between sales change and the funds spent
on changing capacity, Actually, the capacity change accelerator

is in a sense tautological, since it merely states thét if increased
capacity is needed, capacity will be increased, It is nevertheless
a necessary step on the road to a more meaningful theory relating
sales pressure on capacity and investment expenditure,

Just as capacity can be increased without spending investment
funds, investment funds can be spent without inereasing capacity.
The replacement investment funds more often than not bear little
relation to capacity change, as indicated by the fact that total
investment could not be used as a significant wvariable in additien
to expansion investment in equation (1) relating capacity change
and investment, It may be that not even all expansion investment
expenditures increase capacity. There seems to be some evidence,
discussed below, for "distress investment! by declining cules firms,
If this is the case, if{ may be that it is the modermization and
cost-reduction effects of investment which attract these companies,
rather than the expansion of capacity to meet a contracting demand,
Indeed, in some cases i1t may even be tha®% the publicity value and
the ability to appear optimistic¢ which are consequent upon the

actual fund expenditures are of more importance to the firm than
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the physieal resulis of the spending.

Total investment and expansion investment also differ in
meaning, total investment being the sum of expansion investment and
replacement and modernization investment, The McGraw-Hill firms
report a dollar investment total and expansion and replacement
percentages, the sum of which should be 100 per cent, The expansion
investment figure used here is the product of total investment and
the expansion percentage, The difference in definition between
the total and the expansion magnitudes is obwious and need not
be labored,

Turning to a comparison of the three variables in the equations,
equation set (1) expresses capacity change as a function of expansion
investment, The fact that the regression coefficient declines
monotonically as time passes is the result of price changes and of
the fact that the capacity change figures are expressed as per-
centages of bases which grow from year to year. As such, this
decline is of little interest, What is of interest is: first, the
fact that the R? of the set of squations is fairly high compared to
other cross-sectional RZs (30 per.cent of the variance of capacity
change is explained) and the standard error of estimate is very
low (.0081 for a variable whose mean is about 1,02); and second,
the fact that whereas expansion investment was a significant explanatory
variable, total investment was tested and found not to be, This
geems to confirm the weakness of the link between capacity change

and gross investment and, if the theory that the sales~change
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accelerator relates first to capacity change is accepted, may cast
some doubt upon any gross investment accelerstors, At the ganme
time; the definite link between capacity change and expansion
investment would indicate a thecretical basis for a sales-change
expansion investment accelerator,

Leaving aside the computations using two-year wvalues of the
dependent variable (equation 2) because these computations were

made for capacity change only,* the next group of equation sets

# The reason for this was that the "deflation" of the money
investment variables by the firm's six-year mean of money in-
vestment made the use of twe year investment or expansion invest-
ment fairly meaningless., For one year investment the deflator
was a rumbsr of which the numerator comprised only one sixth,

For two year investment the numerator already makes up a third
of the denominator and there is an inecreasing tendency for the
ratio to approach a useless 1, An attempt made to use two year
investment was not very successful, confirming this belief,

contains those called "complete" (equations (3) through (5),

because they include all the significant sales chanpge and sales

expectation variables., Locking at the three equations, although

they all show accelerator-type sales-change effects, two interesting

differences appear upon comparison, The expansion investment equation

(5) uses a two-year actual sales chanpe variable not significant in

total investment equaltion (3), and is also a better explanctory equation
than (3), showing a higher RZ(.2236 compared to ,1992), Second,
comparing the capacity change emation set (L) to the Livestnint

eauations (3) and (5), the capacity chanpe set scems to be

tiie only one that conlorms fully Lo the theoretical
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formulation of the operatiocn of the accelerator, This formulation
states that sales-change or expected sales-change has a positive
effect on investment when the sales-change produces an upward pressure
on capacity, Bauation set (4) conforms by showing accelerator
relationships only for those firms having pressure on capacity
and showing these relaticnships to be cnly with increasing sales
or sales expectaticns. Equations (3) and (5) show that a similar
division of firms into thecretical accelerator and non-accelerator
cases does not significantly aid the sales-change explanation of
total investment or of expansion investuwrnt, Whatever sales-change
relationship is present in the investment expenditure equations (3)
and (5) seems to apply equally to all firms whether or not they
conform to the theoretical accelerator preconditions,
The more exact formulation of the accelerator probably doss apply
to all of the dependent variables, as discussed in subsection 3
below, but the fact that it applies directly fo capacity change
only indicates the preater conformity to theory of the capacity
change accelerator,

Thus the interpretation of equation (1) and the interpretation

of the comparison of equations(3) through (5) seem to agree.#

#* Since equations (6) through (17) are constrained to exclude
certain variables it did not seem too meaningful to make a similar
comparison for them,

(l) indicates that capacity change can be expressed as a function,
although an inexact one, of expansiocn investment, but not as a

function of total investment. The comparison of (L) to (3) and (5)
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indicates that capacity change as a dependent variable conforms
most closely to the thecretical sales-pressure-on-capacity
accelerator, The comparison of (3) to (5) indicates that there

is a stronger accelerator-type relationship between sales change
and expansion investment than between sales change and gross
investment, The progression of accelerator efifects therefore seems
to be from the strongest, capacity change, through expansicn

investment tc the weakest, total or gross investment,

2, In the foregoing paragraphs on dependent verisble compariscn,
I have been tzcitly assuming, without explicitly discussing, the
correctness of accelerator theory. The results of my computations
seem to agree in general with the thecry that investment in its
variocus aspects has a felatibnship to saleé change, Equation (2)
on two-year change of capacity shows the sirongest relationship

(R2 = ,3592) because the summing of two years eliminates the problem
caused by the fact that investment and capacity change programs

do not typically end on December 31, This equation shows ¢ multi-
lagged effect of various long-run sales expectations and shorter=-
run actual sales changes on change of capacity. It is interesting
to note that this equation as well as most of the others using
miltiple regression show considerably higher indices of correlation

than the highest cbtained by Eisner, approximately ,15.%

#* Eisner, Expectations, Plans, etc., page 52 of preliminary copy,
The author states that the figure is correct although the inter-
pretation thereof has changed since preliminary publication.
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Equations (3) through {5), using cne-year values of the dependent
varizble and all ¢f the possible significant lagped values of
gales change and expected sales change have been discussed avove,
They all have gccelerator relationships which are either multi-
lagged or singly-lagged with a multiple breakdown of firms,
Equation sets (6), (8), (9), (11), (13) and (15) are all
estimates of relationships between the actual values of the three
dependent variables and various shert-run (one and two year) actual
sales change varisbles, Sets (8) and (13) on capacity change and
(9) on expansion investment all urambiguously indicate various
lagged accelerators, (6) and (11) on total investment and (15)
en expansion investment at first glance seem not to conform
to the accelerator hypothesis because equations (6,1), (11.,1)
and (15.1)} for firms with sales increasing over all periods of
ﬁime tested and with pressures on capacity show no significant
relationship between the dependent variables and changes of sales,
In all of these cases, however, equations estimated for all firms
pooled did indicate the existence of significant linear accelerator
relationships, The breaking down of the data intc increzsing
sales and decreasing sales groups provided better explanations than
the linear acceleraftors with use of the same number of pacameters
and the loss of the same number of degrees of freedom, Although
there is nc significant within-group linear relaticnship between
invesiment and sales change, there is an overall relationship

between the two variables indicated by the large difference
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between investment means of the increasing sales and decreasing
sales groups. Since the thecretical accelerator is not necessarily
linear, these equation sets do not contradict accelerator theory,
The remaining sets of equations, (7), (10), (12), (1k) and (16)
for predicted values of the dependent variables and predicted sales
chanses and (17) for actual total investment and predicted sales
changes all contain linear accelerators, Thus, all of the attempts
at regression between the three dependent variables and various
sales change variables seem to produce soms sort of linear or
nen-linear effect of sales change upcn capacity change, expansion
investment and total investment, Taken individually, the R%s seem
low, if significant, but the fact that no attempt has been able
to accept at the ,95 level the hypothesis that there is no re-
lationship between salcs change and the other variables seems

fairly impressive,

3. In the above, I have suggested that the data in my sample
conform to the general cutline of accelerator theory-«that sales
change does affect both capacity change and investment expenditure,
However, a more complete statement of the theory includes the
qualification that this efiect comes only when upward sales change
is pressing on the productive capacity of the firm, The data
seem to conform to this qualification but not as unambiguously
as they do to the more general statement,

In equation sets (6) and (17) on actual total investment,

(L) and (13) on actual capacity change, (14) on predicted capacity
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change and (9) and (15) on actual expansion investment, breakdowns
of cases intc firms with and without pressure on capacity (pressure
on capacity being defined as the existence of expansion investment)
and into firms with increasing and decreasing sales beth added
significantly to the explanation of the dependent variables,

Sets (11) on actual total investment, (7) and (12) on
predicted total investment, and (10) and (16) on predicted

expansion investment have incomplete brealkdowns,.#* In each case

#  In equations (10.2), (15.3) and (16,2) for expansion investment,
investment for companies without capacity pressure ls zero by
definition, Since, by the definition used for capacity pressure,

a corpany without capacity pressure must have had 0 expansion
investment in year t, this must be the case in the equations
mentioned,

some differentiation between capacity pressure and non-capacity

pressure or between increasing sales and decreasing sales firms

does help the explanation, but in (7), (12), (10) and (16) both

increasing and decreasing sales firms are included in the accel=
erator category so long as they have pressure on capacity, while
in (11) both firms with and without pressure on capacity are in-
cluded so long as they have increasing sales,

In equations (3) on actual total investment, (2) and (8) on
actual capacity change and (5) on actual expansion investment, no
grouping of companies aided the explanation,

Bearing in mind the fact that the .95 confidence level is used
throughout, the evidence seems to indicate that the sales-pressure-

on=capacity qualification to the accelerator is a helpful degree
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of sophistication, The fact that a division of firms according
to sales direction or capacity pressure is not significant at
the ,95 level merely means that in more than 5 cases out of 100
a division of firms according to‘some random unrelated criterion
could produce the same additional explanation as the breakdown
being tested, The rejected breakdowns might provide additional
explanation which is useful even though not significant at .95,
In several of the cases I have called "incomplete breakdown”

in which some theoretical ncn-accelerator firms are included in
the accelerator category, a further division excluding these firms
from the category wes sicnificant at the .90 level, It therefore
seems reascnable to say that all eleven of the complete or in-
complete breakdown equation sets tend to confirm the theoretical
qualification on the accelerator, Further confirmation ié adced
by an inspection of the equations in the eleven sets. In sets
(6), (11) and (15) where, as has been pointed out, there exists
an overall accelerator relationship even though there is no
within-group linear accelerator, the mean of investment within
the increasing-sales capacity-pressure group is substantially
higher than the means of other groups, In the other eight sets
the regression coefficients on the sales change variables in

the theoretical accelerator groups are invariably of positive

sign#* while in the non-accelerator groups either there is no

#* In equation (2.1), Sg/si has a positive coeffielent,
wuile si/sg has a smaller negative coefficient, The latter

varigble is part of the former and the net effect is positive,
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relationship between sales change and investment or the relation-

ship is a significantly negative one, The meaning of the negative

coefficients within the non-accelerator groups will be discussed

below, What is of importance here is the fact that wherever

the breakdown into theoretical accelaratof and theoretical nons

accelerator groups can be made, the cases which should conform

to the accelerator thecry do, while those which should not do not,
Thus far, the data do seem to confirm the qualification to

the accelsrator, However, equations (2), (3), and (5) where

no breakdown helps, have been deliberately left out of the

discussion, These equations, which are three of the four

in which ail available sales-change variables have been tested,

cast doubt upon the qualificetion, Aside from the lack of

significant explanation from divisions by capacity pressure

or direction of sales change, these equations have on interesting

similarity, They are all multilagged equations in which the

dominant independent varisbles are long-run (three year) sales

expectations for the company as predicted the year befcre the

start of the investment or capacity change program., The other

varizbles in each eguation seem to qualify the major variszble

in a manner to be discussed below, "hat is relevant here is

that, in the other equation sets, where investment is considered

a function of short-run sales change then the gqualification to

the accelerator seems to hold; that is, only in the companies

for which sales change exerts an upward pressure on capacity is



the accelerator relationship clear, For these sets in which
investment is considered a2 function mainly of longer--run ex

ante expectations of sales change the qualification does not

seem to hold; pressure on capacity seems to play no important

role, One possible explanation lies in the limitations of the
eriterion used for pressure on capacity. Regardless of whether

it shows expansion investment this year or last, a company expecting
a long-run sales increase presumably also expects eventual capacity
pressure, This should be the case unless the company is now oper=~
ating at a very low percent of capacity, which is unlikely in the
comparatively prosperous years covered by the data. The expansion
investment criterion may be sufficient in the shorter-run case when
the question is of the effect of one or two-year sales change on
investment, It seems not to be sufficient when we consider the
longer-run expectations,

This hypothesis, however, does not explain equation {8) in
which no breakdown helped even though there were no long-run exe-
pectational variables, MNumber (8) is a single equation, rather
than a set, and uses three explanatory variables--a loss of four
degrees of freedem, It was discovered that a possible albernative
to (8) existed; a set of three equations broken down according to
the sales=pressure-on-capacity classification and using in each
equation only the sg/s: variable, This set explained more than
(8), using up six degrees of freedom, The additional explanation
given by the two additional degrees of freedom, however, was
significant at only the ,90 level and the alternative could

therefore not be accepted, There does nevertheless seem to be
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a partial interchangeability between the one equation with several
independent variables and several egquations with one independent
variable each, Indeed this interchangeability was apparent in

other cases, This "either-or" phenomenon may have an explanation
lying in the statistical method of acceptance or rejection by
comparison with random sample correlaticns from non-related
populations, There seems to be no more than 20 to 35 percent

of the variance of investment or capacity change explainable

by any of the sets of sales change variables, The undiscovered
remainder of the variance presumably stems from either classes

of variables such as liquidity, not tested, or from a hard core

of idiosyncracies of individual firms, With only 20 to 35 percent

of the variance explained and with samples typically of size 100 to
200, there is a limit to the number of degrees of freedom which can
be lost in explanation before the additicnal explanation of any next
variable becomes insignificant., Thus we can use a set of three equations
with six lost degrees of freedom or we can use one many-parametered
equation with four lost degrees, but if we were to try to use a set of
three equations with four parameters each we would lose twelve degrees
which is too much for samples of this size, With larger samples it
might be the case that although still 20 to 35 percent was explained,
this explanation could successfully be divided among a larger number

of parameters with the loss of a larger number of degrees of freedom,
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In general the weight of the data seems to bear out the sales-
pressure-on-capacity qualification to the accelerator., In the
case of the eleven "breakdown” sets of equaticns the evidence secems
tc be fairly definite, A4As for the four where nc breakdown helped,
either the argument that the measure of capacity pressure used is
insufficient for the long-run expectational variables or the
argument that the sample size is too smail to support the loss
of too many degrees of freedem might be used to explain away
the divergence from the thecretical guelification, It is easier
to explain away this four equaticn divergence than to explain
away the conformance of the sleven equaticn sels, The evidence
that the accelerator works only when upward sales change exerts

pressure on capacity is notunambiguous, but at least such evidence

does seem to exist.

i, A thread (sometines tenuous) of data and reascning has lecd
Lo the sba ements that an accelerator relatlonssin seens fto exdst
and that it moy well conform to tihe thecresicel sales-pressurc-
on~capacity accelerator. The next question is thal of which
particular sales change variableé ére involved in this accelerator
relationship, For this purpose we can ipspect only equation sets
(2) through (5) since the other equations were constrained to exclude
certain variables,

The most obvious tﬁing about these equations is that they
all include as an independent variable company prediction of own

three year sales change, In each equation company predictions
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made at different times were tested and in each equation the only

prediction to be significant was the one made in March of the

vear before the investment or capacity change program in questiocn

was commenced, From this it is an easy conclusion that one major

component of an accelerator explanation of investment is a com-

paratively long-run sales expectation variszble and that there is

some lag of about & yeer between the expectations and the action,

Th~ stetement of the lag is not defialte bLecausc of + e annual
nature of the data but variables that bave been tested and re-
jected indicate that the lag is nelthror zero nor twe jesrs,
Equaticns (2) and (5) also include actual past change of
sales variables, Equation (L.3) uses a one year actual sales

change varisble for the cases where this variable is increasing

even thcugh long run sales expecthaticns are downwerd, & similar

additional variable wa rejected at the .95 level for equaticn
(3) on total investment, but it was significant at the ,90
level, so that we can probably generalize the effect of such
explanatory variables tc all of the dependen' wveriables,

It is very difficult to draw any overall conclusiocns from
the significance of the past change of sales voriables in the
equations, In equation (2)}{and in equaticon (8) eicluding the
long-run expectational variables) the net result of the use of
the three short run varisbles is 2 negative effect on capacity

chanze. In equation (4,3) and equation (5) the relationship

is positive, One explanation for the negative cfect is that the
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‘investment from past sales increases has already taken place

due to the previous expectations of these increases, Those
companies which had a previous high rate of investment and

large change of capacity in this way are then less likely, either
for liquidity and lack of funds reascns, or because they have
increased capacity ahead of demand, to continue this rapid
expansicn, even though they still have high hopes for the future,
However, this does not mean that these companies will not incresse
capacity at all, If their long-run expectations are still
upward they probably will, but less than those companies which
have high expectations after a dry spell, Equation (L.3) does
not particularly conflict with this theory since the group of
companies with past sales increasing and expectations decreasing
is too small to have much of an effect on equatién (2) for all
companies, This greoup may have its own reason for increasing
capacity, Since these companies still have present pressure on
capacity, their investment programs may be lagsing behind the
others and their investment in year "t" is probably still in
response to past sales changes,

Equation (5) hovever, contains rcughly the same group of
corpanies as ccntained in equation (2) and seems to show that the
same 1953 and 195k sales change which slowed dovm eapacity change
in 1953-4 increases the 195L expansicn investment. It may be
that three-year sales expectations have changed completely from
the 1952 prediction used in ecuation (2) to the 1953 prediction

used in (5) but this effect did not show up in the data and to
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use this as an explanation smacks of sheer statistical sophistry,
It is probably better to say in the case of the net additicnal

ef fect of the past salss change varisbles thal these variables
seem to have a negative effect but that the evidence is very
ambiguous and the result not at all clear, This is not very
satisfactory, but no clear-cut result emerges,

There are two further points in these four eguations which
need explanation, The first is the fact that in equation (2),
although the net effect of the past actual sales change variables
is negative, there are two negative one-year and one positive
two-year veriables rather than one overall negative variable,

The second is that in equations (3) and (5} the positive effect
of sales expectations for the firm is qualified by a negative
effect of the firm's sales expectations for the industry. These
facts can probably be best explained by a hypothesis which states
that the effect of the sales change variables on the firm's
investment or capacity change is stronger the more certain it is
of its expectations and of the lessons taught by its experience,
In equation (2),(and in incomplete equation (8)) the result of
having three past sales change variables rather than one is that
the net negative effect of variables 1s weaker where the change
has been steady from year to year rather than uﬁ strongly one
yvear and down the next or up strongly one year and up slightly
the next, For example, a firm with sales of 1,0 in 1952, 1.2

in 1953 and 1.5 in 1954 will have a net effect of =1l,41, One

with 1,0 in 1952, 1,5 in 1953 and 1,5 in 1954 will have ~-1,.L5,
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The company experiencing a steady change of sales is more likely
to be sure of the trend indicated by the change than one exper-
iencing spurts and platezus, The uncertain company is less likely
to invest heavily. Similarly, for equations (3) and (5), a company
which expects that its own sales will increase as a result of a
general movement of industry sales may not be certain of its share
of the general incresse, A company, however, which expects its
wm sales to inereasc a good cdeal more than those of its industry
will probably have good reason for this expectation. 4gain the
net effect of the company and industry sales expectations will
be stronger for the firm which is more certain of ils owm ex-
. pectaticns.

‘Thus there are three conclusions from this detailed examination
of the variables used in the equaticns for which all variables
were tested, First--the variables representing long run sales
change expectations seem tc have the major accelerator effects
on capacits chenge, OSecond--these variables are modified by
shert=run past sales chenge vaviebles and altncugh the nodi Tl
cetion scems to be thot post sales chenge inhibits the investment
efiect of expected sales chenge, this conclusion is net ot all sure,
Third--whatever the accelerator efizcis of the sales change veriables,
these ¢ifects are stfcngcr the moire certaln are the leanons of

the nagt or the cxpcotabicons of the Drtuve,

5, There is one intersesting non-accelerator effect of sales

change on investment which appears from the equations, This is



87w

the fact that there seems to be some evidence for a distress
investment theory, In squaticns (5,3) and (17.2) on actual
total investment, companles experiencing or expecting sales
decreases invest in inverse prowortion to the size of the
decreases. In (12.2) on predicted total investment, companies
without sales pressure con capacity show the same relaticnshion,
In equation set (7) on predicted total investment, among the
coamenies withouy pressure on capacity thosze oxpeciing sales
decreases invest considerably more than theose expecting increases,
These companies are not investing for expansion nor szre they
increasing capacity, since the same effect does not show us in
any of the equations using these other magnitudes as dependent

varisbles,.# The non-expansion investment on the McCGraw-Hill

3 In equation (9.2) for expansicn investment of firms with
L2 3 /a2 o .
Sa/Sa upward and Sa/Sa downward, both variables have negative

coefficients, but this was a very small number of companics and
this fact plus the extremely large sine of the coefficients leads
me to believe that this was one of the 5 chances in 100 where
equations which are sipgnificant at the ,95 level are pure statis-
tical accidents,

questionnaire is for "Replacement and Modernization", and it

seems likely that these declining firms are modsrnizing in an
attempt to regain thelr position, [Firms experiencing or expecting
slight sales declines malnbain their normal investment sc that

dellar investment for the year in questicn is close to the mean
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of investment for the siX years, Those firms with drastic sales
declines in equaticns (6.3), (7) and (17.2) seem to be going all
out to modernize before going under., Those firms with excess
capacity in (12.2) are acting similarly, It is dubious whether
the relationship appeering here has toc much significance for the
accelerator in business cycle theory, since companies having sharp
sales decreases at a time when all other companies are undergoing
the same experience are more likely to retrench than to modernize
radically. The firms included here find themselves gcing under
.when their competitors in the comparatively prosperous years of
1953 and 1954 are doing well and it is this comparison which
causes the increase in modernizaticn expenditures. The same
statistical effects might be explained by Eisner's hypothesis
that companies have & concept of "ncrmal" sales and if actual
sales are dowm sharply the expectation is for a future sharp
increase, iorever, the fact that the inverse sales-chance

inve tment relatiorship extends to predicted sales change in

(7) and (12) weakens the applicebility of his theory considerably,

6. As mentioned above, Meyer and Kuh show that in their data
investment in years of business expansion seems to be affected
by a different class of variables than in years of business
contraction, Had I been able tc cbtain naterial on licquidity

I might have obtained the same resvlt, but without such data the

evidence seems to point tentatively in the other direction, uation
¥
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sets (4) and (11) through (16) include data for 1953, a year
characterized mostly by expansicn and 195l, characterized
mostly by contraction. In none of the eguations was the
relationship between investment and sales change significantly
affected by grouping the data by year. In (L), the year did
make a slight difference in the constant term of the equaticn
for firms with sales pressure on capacity, indicating that some
varisbles not included might have had a significant additional
effect, but in (11) through (16) similar differences in the
constant term were made insignificant by the division of the
companies according to capacity pressure and sales direction,
Because of the lack of liquidity data, because of the fact that
the recession of 195L actually beran in 1953 for many companies,
and because my "best" equations had data for 195L only, not too

much weisht should be placed upon my results in this case.

7. A final word should be said about the comparison between
actual and predicted magnitudes of the sazme dependent variable,

In the "incomplete® equations (6) through (17) the main effect

of such a comparison seems tc be that sales change had some-

what more of an effect on predicted than on actual investment.
Comparing (6) to (7), (11) to (12) and (15) to (16) it seems

to-be the case that the predicted values of the dependent variables
had linear relaticnships with sales change within the sales-
pressure-on-capacity group, while the actual values did not,.

Similarly, although there does not seem to bc too much difference



=Ty

between (13) and (1L) so far as parameters are concerned, (1h)

on predicted capacity change has an R® of «2051 compared to (13)'s
0902, The evident explanation of this is that although companies
try to invest on the basls of an accelerator relationship, other
factors throw their investment off the planned path, Some of

these factors may be ligquidity, capital gocds supply, prices and
other things which could not be tested here,

Similar compariscons were not made for "complete" equations (2)
through (5) because it was felt that computing separate equations
for the predicted magnitudes of the dependent variables would
serve no useful purpcse, Once lags going back two or three
years for the independent variables were introduced, any difference
between actual investment and investment for the same year pre-
dicted one year earlier should be purely randem, 4An attempt
made to compute such a regression for the predicted value of
one of the dependent variables confirmed this feeling., The fact
that strong accelerator relationships were discovered for the
"complete" equations while they were much less strong for the
actual values of the dependent variables in the "incomplete"! adds
further confirmaticn.

A systematic investigation of company fulfillment of investe

ment plans is made in Chapter V,

To summarize the results of the finding in this chapter:
1, Definite evidence was discovered for the accelerator,

the relationship of sales change to capacity change or investment,
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There was evidence that this relaticnship is strongest (if
tautological) on pure capacity change although it exists at
second remove on expansion investment and on total investment,
Future expectations of comparativelr long-run sales change

are the major accelerator variables, but the accelerator is
medified in a confusing manner by p:st sales changes,

2. The accelerators derived in this chapter are sales change
rather than Meycr-Kuh capacity formulation acceleraters., However,
it was not possible to test the leyer-ikuh theory and it wes dis-
covered that grouping the companies by pressure on cepaciitr and
by directicn of sales change did sipnificantly “:imrove the
accelerator relationships.

3. There was evidence to show that the accelerstor relation-
ships are stronger the more strongly held are the expectations
for future sales change or the beliefs based on past sales change,

Li, The evidence secmed in a very tentative manner not to
cenform with the Meyer-Kuh theory that investment is affected by
differing factors in years experiencing different directicns of
general business movement,

5. There was no data on and ne tests of the relaticnship
of ligquiaity variables with iavestme: :,

6. There was evidence for the =uistence of disiress modern-
izaticn investment among firms declining at a tine when most

firms are improving their pesiticn.
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Chapter V

THVISTINT PREDICTICNS AND THUIR REALIZATICH

As wos pointed out in Chapter II above, the aggregate forecastis
derived from investment intentions surveys have pcrformed very
well, precdicbing the magnituce of caplital goeds expenditures
to within a few per cent and accurately forecasting the cyclical
turning points of 1949, 195L and 1955. As was also pointed out,
this success has been cue to the cancelling cut of very wide
errors in company forecasts of their investment, If this wide
variation in company fulfillment of investment plans is not
sH&BtM&Hyrmﬁm1medmwm‘awwseﬁsm'mm;ﬂTMB?dH
not cancel and thabt aggregates will be fer off, The purpose of
this chapter is to investigate thc factors afiecting accuracy
and realization of company investment plans and to discuss possible
methods of allowin: for imperfect predicticns, Except for a few
words on the comparison of fulfiilment of total lavestment, expansicn
investment and capacity change plans, the discussicn will be
confined to total investment since this is the magnitude which
must be correctly forecast in the aggregate in order to obtain
accurate Gross National Product projections,

There are several matters of cefinition which sheuld be

discussed before the substantive expesition, The first is that
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of the difference between expectaticns and plans, In general, in
the previous work in this field, the term expectaticn or antic-
ipation is used for any belief about the future value of any
economic magnitude. A plan or intenticn is a particular expectation

over which the mmector has control.* This chapter is gpecifically

#* These are the definitions used by Irwin Friend in his paper

on Critical Dvaluaticn of Surveys on Expectaticns, Plans and
Investment Behavior presented to the Conference on Expectations,
Uncertainties and Business Behavior, Pittsburg, October 27-29, 1955,
page 1 of the preliminary copy.,

concerned with company plans for investment and with other nen-
planned expectations only s they afiect investment plans,

There is another semantic point of some importance involved
in vhe use of the word "plans", What the surveying orgenizations
hope to get 1s the firmt's best guess expectaticn of its investment,
Canada asks for "estimated" expenditures, which seems wnambiguous,
The Depértment of Commerce -SEC requests "anticipated! expenditures,
The relevant dictionary definition of the word "anticipate" is

"to expect; as, to anticipate disaster.'s##* This also seems un=

- #%  Webster!s Collegiate Dictionary (Fifth Edition, Springfield,
Mass,, 1936) page L6, :

amoiguous, but the Commerce -SEC questionnaire goes on to explain,
"For !anticipated expenditures! show estimates of costs which

according to present _planning will be incurred during the specified
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period", (My underlining,) McGraw-Hill zsks "How much do you
now plan tc investeses.s! The dicticnary definition of the verb
"plan" is "to form a plan" and of the ncun "plan', "Method or
scheme of action, procedure, arrangement; project, program,

outline or schedule,™t The two definitions are not necessarily

#  Ibid., page 758.

interchanceable, A company official may anticipate in March an
investment outla . wilich hos not yet reached the status of a plan,
If this iz the case, sihould he report it as an anticipation or
leave it out as nct belonging in Ypresent planning”? Probahly
the official will be aware of the purposes of the survey and
include the outlay, but this is not necessarily the case, 43 a
result, the Federal Reserve Committee on Plant and Equipment
Expenditure Expecﬁations states that "there is g tendency toward
systenmotic understatement in the plans reported by business,
apparently as the result of the partial omission of small or

uncertain items,m™«t Since the cmission of uncertain items is

s Reports of Federal Reserve Consultant Cormittees on Econcmic
Statistics, Hearings before the Subcommittee on Ecenomic Statistics
of the Joint Committee on the Economic Report, Eighty-Fourth Congress
(Washington, 1955), page 33.

considered an understatment, evidently what is meant by "plans"

is anticipations, It is possible that this systematic understate-
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ment could be removed if the questionnaire wording were Tipntencd
up, At any rate, throughout this chapter the words "plans" and
Nanticipations" shall be used as they are by the surveying
crganizations, to mean Ybest guess", but it should be borne in
mind that the people who answer the questionnaires may not define
the words in the same way.

The sbove 1s not a mere quibble, It might be desireable to
obtain '"presently plammed" outlays as a basis on which the in-
vestigator can meke his own forecast of actual expenditure by
adding an estimate of outlays not presently planned, If what are gathe
ered aré_anticipations, the investipgator may still improve the
forecast by adjusting the anticipaticns on the basis of other
knowledge, as I shall attempt tc dc below, but the procedure is
different from one which adds planned and unplammed investment.

Another definiticnal difference is that between "accuracy"
and "fulfillment" or "realizatiocn”, The accuracy of a firm's
anticipations is a question of how clecse the firm comes Lo perfect
prediction -- how close the variable actual investment/predicted
investment, which I call the fulfillment ratio, comes to the number
1,00, It is essentially a mezsure of the spread of this variable.
A company's realization of its anticipated invesument involves
also the sign of the deviation from 1,00, A 20 percent under-
fulfiliment is a different animal from a 20 percent overfulfillment,
There may be different factors affecting accuracy and realization,
qu exaﬁple, as mentioned below, it has been found that investment

programs are generally more accurately forecast by expanding firms
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than by those not expanding, This does not mean, however, that
expanding companies have a sysbematically higher or lower ful-
fillment ratic than do others,

The question of what factors affect accuracy is an interesting
one and is discussed below in terms of previous findings and in
terms of frequency distributiocns and such measures as nedians of
the dabta with wiich I worked, What is perhaps morc important in
terms of using invesitment expendiburss surveys lor Cross NMational
Procuct prejections is the question of factors alfecting the
realizaticn of investment anticipabtions, If such factors do exist,
their efiect on different firms has thus far cancelled out, as
evidenced by the lack of systematic bias in the agsregates. However,
if they do exist and can be disccvered and corrected or allowed
for, the aguregate investment forecasts can be saved from the
possibility of large error in case these factors ever afiect all
companies in the same directicn at the same time, Assum'ng that
we wanb to obtain bhe invesiment nortion of & Gross Habicnal
Product Torecasting model by using the antieipaticns surveys rather
than a functicnal relavicenship, We musy correct the survey connenents
for posaible systemetic bias, Friend puts the questicn very well
when he seysi#

# Friend, Irwin, o, cit,, pece b,

b wavee She bogic  voblor in e denceoiachionool o Toebion o
relation which explalus as  rweh ol e variction
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in investment as possible, If investment could be fully explained
by past values of other non-expectaticnal variables, data on
expectations would have comparatively little utlility for analyzing
or projecting investment except inscfar as these data served as
convenient prexXy variables for a large amcunt of nonwexpectational
information, or insofar as the study of the structure of exmectations
was a converientmeans for determining the none-ecupectaticnal var=
igbles affecting investment via their influence on expeclations,
It seems plausible to suppose however, that expsciations relating
to the expected rate of return on new investment (particularly for
new procducts or to cut cests) reflect informaticn which is not
completely depicted by past values of non-expectaticnal variables,
or reflect past values of these variables in ways which cannot

be measurcd, If this is true -- and the wvalidity of this hypoth-
esis must be tested againslt the empirical evidence -=- data on
expectations may add significantly to the explanation and pre-
diction of investment behavior,

"Under this assumption, investment would be a function both
of non-expectational and expectaticnal variables with the deter-
minaticn of the relevant variables, the form of the relaticnsnip
and the values of the porameters as the fundamental rescarch
mechlem, Fmmectations, ol courses, sre neh sbatic but are modified
by eccacmic developments as actual conditions vacy fren those
anticipated, so that investment for amy period will be o functicn
both of initial and later expectations, the luportance of initial
sxpecbotions verying inversely with the length of the period, The
rapidity of changes in expecteticns and the lag of actual in-
vestment behind these chences will determine the usefulness of
data on expectations for ferecasting investment, Such forecasis
will be successful only if investment Ior a period can be ad-
equately approximated by initial expectations, past values of non-
expectaticnal variables, and subsequent values of any veriables (nor-
mally not including later expectations) which can be determined
as pert of the solution of a complete economic models Totally
apart from the empirical evidence, there is reason to believe
that data on investment plans, particularly for a business firm,
will provide some advance insight into the course of actual
expenditures, because investment decisicns nermally involve
various types of commitments in advance of expenditure and there
is resistance to change cnce decisicns are made,"

I have attempbed below, with statistical snccess at any rate,
to estimate actual investment with egquations using initial ex-
pectations and past values of non-expectaticnal variables, which
is to say the same thing as that I have attempted to correct

investment anticipations for the firm for some factors causing
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systematic under-or over-fulfillment,

The most complete investigation of the reascns for dis-
crepancies between actual and predicted investment was done by

Friend and Bronfenbremer in Short-Term Economic Forecasting,

a volume of the National Bureau's Income and Wealth Series,.*

#* Friend, Irwin and Bronfenr+emner, Jean, Flant and Lquipment
Programs and their Realizaticn, in National Bureau of Fconomic
Research, Short Term Economic Forecasting (Princeton, 1955),

This followed up an earlier article by the same authors in the

Survey of Current Business# and the findings were discussed

##  Friend, Irwin and Bronfenbrenner, Jean, "Business Investment
Programs and their Realization", Survey of Current Business,
December 1950,

further in a later paper by Friend.,*## The investigation was by

s Friend, Irwin, op. cit.

two methods, A study was made of the relationships between the
actual=anticipated investment relaticnship and objectively deter=-

mineable firm and invesiment characteristics, In additicn a
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detailed analysis was made of a special questicnnaire sent out

by the Department of Commerce asking businessmen the reascns

for which their actual expenditures had deviated from the
anticipations., The latter pert of the investigaticn was followed-
up by a statistical study of some of the factors peinted up by
the questicnnaire, The date stucdied was for 19L9 only,

The first company characteristic studied by Friend and
Bronfenbrenner was company size as measured by assets, They
found that larger companies tend to estimate more accurately in
terms of spread of deviaticns of actual from antic’pated investment.
It was aiso the case that only the largest firms resist tne
tendency to underpredict (or to overfulfill), My data on break-
down of companies by employment tend to confirm these firdings,

Friend and Bronfenbrenner alsc note greater accuracy for
predictions of investment programs which were large relativelﬁo
the -size of firm fixed assefs, My data agree here toc, but the
fact of greater accuracy for larger investmenit programs seems to
be a corollary of the dominant effect of this breakdowm which is
that large investment programs are underpredicted while the small
are overpredicted, This is discussed below in section 3. Thirg,
so far as character of investment is concerned, they fourrd that
equipment investment is more accurately predicted than is plant
investment, My data were not broken down so as to make possible
a testing of this result, Friend and Bronfenbrenner suggest that
the reéson for this is the fact that the construction of new plants

ig a ruch mere discrete process than the purchase of machinery --
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that a change of decision on the building of a new plant
automatically means a large predictive inaccuracy, whereas
decisions on equipment are less "yes or no' decisions and
more of the Yhow rmch" type. It is interesting to note,
however, that in Canada it is the plant investment which is
troically more accurately predicted. Firestene sugcests that
the reason for the difference here is that in Canada the

short building season necessitates accurate advance planning,%*

#* Firestone, C,J., Inveitncnt Jorcuosting in Canadal) in
National Bureau of Eccncmie iesccreh, on, ¢it,, pase 237.

Both Friend!'s and Firestone'!s reasoning seems correct, and
there is little which can be added here., Finally, one
negative finding by Friend and Bronfenbremner which has

been discussed above in Chapter III is the fact that industry
seems not to comlain any predictive inaccuracies not ex=
plained by other comany chavacteristics.,

Friend and Bronfenbremner's analysis of the data from
the special questionnaires is in terms of fulfillment rather
than spread of accuracy, They discovered th=t the largest
number of the firms givin reosons Tor dowmward deviabion
of actual from anticipated investment (underfulfillment) used
change of sales outlock as the major explanation. Similarly,
a change in earnings outlock, which is closely related to

sales outlook, was used by many firms, However, they found
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that in an attempt to relate deviations of actual invest-
ment from predicted to either deviations of actual sales
from predicted or to various earnings variazbles the
correlaticn coefficients were very low, although they were
improved somewhat when the same computations were atierpted
for the group of firms with larpge investment deviaticns,
Particularly in view of the analysis in Chapter III above,
relating investment to sales change, it seems reasonzble
to expect that investment deviations and sales Jeviations
should be related, although most of my statistical findlags,
discussed below, are similar to Friend and Bronfenbrenner's,
Other important reasons given for underfulfillment were
timing, working capital requirements, and availability of
labor and materials, none of which either Friend or I had
the data to test statistically.

Major reasons for overfulfillment of investment plans
were: changes in plant and equipment supply situaticn,
in plant end eanipment cests, in competitive conditicns,
in new products, and routine underestimates. The last
presumably includes those capital outlays which had not
reached the status of plans at the time of the original
anticipations survey. Again, these causes have not been
stotistically tested by either Friend or myself,

Friend and Bronfenvrenner found very littlc efiect of

any liquidity variables on predictive accuracy, Seven such



were statistically tested withcoul sigriiicant results, On
the questiommaire concerning reasons of deviations of actual
from anticipated very few firms gave either avilability and
cost of debt financing or availability and cost of equity
financing as explanations, I had no data to test the re-
lationship of liquidity %o investment and I have none %o
tzst the relaticnship of liquidity to predictive accuracy.
Firestone, discussing the Canadian survey, has done an

sgnalysis sirdilar te thot of Friend and Bronfenbremmer,#

* Ibid.

Like them he found that size of firm and size of expenditure
had imporitant effects on deviations of actual from predicted,
Unlike them, as menticned above, he found greater accuracy

for predictions of plant investment than for predictions of
equipment investment., Firestone also includes some data

on the results of forecasts by different company officers,

He finds that owners and secretaries are the best forecasters,
that finaneial officers tend to underpredict, and that executiwe
officers and menazement tend to overpredict,

Canada carried on a special survey of reasons for dev-
iations in 1950, which is discussed by Firestone. The
results are similar to those of the Commerce-SEC special
questiomaire, The major reason for underfulfilliment in

Canada was the cancellation or deferment of projects. Defer-
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ment is related to the timing reason for underfulfillment
mentioned by Friend and Bronfenbremner, but its importance
is difficult to discover because of its inclusion with
cancellation, which is a statement of what happened to
investment projects rather than a reason why., Changed sales
outlook, which ranked first in the United States, was second
to this lumped category in Canada, The only other class
including more than 10 percent of the firms was miscellaneous.
Major reasons for overfulfillment were: projects added,
which acain does not say why; unexpected inadequacy of
gtorage facilities, which was a temporary situation due to
postwar inventory changes and tight transportation because
of a boxecar shortase; and routine underestimate, similar to
the United States category.

Thus, the two studies of reasons for deviations of
fulfiliments from anticipations agree on most major points
except_the plant and equipment difference mentioned above,
It seems to be the case from this data that the major company
characteristic with an important effect is size; the major
characteristic of the type of investment is its size; the
most important reascn given for underfulfillment is change
of sales outlook; one important reason for overfulfillment
is a routine underestimate due to lack of set plans; and

supply and cost conditicns have some effect in both directions.
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As mentioned above, my work was divided into a study of
accuracy and a study of realiﬁation. To investigate predic-
tive accuracy, I made several frequency distributions of the
data from the McCGraw-Hill survey., There are in each dig=-
tribution (except where noted) a total of 1335 observations,
each of which represents the fulfillment ratio (actual invest-
ment divided by predicted investment) of one company for one
year, These distributicns serve two purposes. They, to-
gether with some of their parameters, are the easiest method
of looking at the true accuracy (spread around 1,00) of the
data, They also can help in selecting variables for the
more important study -- the resression investigaticn of factors
affecting fulfillment., The frequency table method makes it
difficult to use mcre than one mode of classifieaticon at
once, but this is done in the regression study. In the first
four frequency tebles below, the columns are classified by
size of fulfillment ratio while the rows are classified by
four characteristics 6f the datat company size by employment;
size of investment measured by the ratio of the yeart's in-
vestment to the six~year mean of investment for the company}
whether or not the company carried on any expansicn in-
vestment during the year in questicn; and by year, The
distributicn is by percentage of observations fzlling into

each fulfillment ratio column and the rows all sum to 100
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per cent, plus or minus a rounding error up to .2 per cent,
Two parameters are given for each row: the percentage of
obgervations falling within & plus or minus .20 range of
the perfect fulfiliment ratioc of 1,00, a measure of true

accuracy spread; and the median, a measure of fulfillment,

#* The plus or minus ,20 range was used rather than
standard deviation, interquartile range or some more commen
parameter because what was desired was the spread around
the perfect prediction ratio, 1,00 rather than the spread
around the mean or median or some other parameter which 'is
dependent on the particular distribution., The median was
used rather than the mean because there are several ob-
servations where the praedicted investment is zero and the
actual investment is some positive number meking the ratio
infinite, Thus a mean cannot be computed but a median can
be, including such observations in the "Greater then 1,L9"
¢class,

Table I breaks the data down according to company size,
TABLE I
FULFILLMENT RATTO BY COMPANY SIZE
Fulfillment Ratio

less 50 60 L70 80 .90 1,00 1,10 1.20 1,30 1,L0

median per

more

than to %o %o to +to to to to to to than cent

50 W59 B9 L79 W89 .99 1,09 1,19 1.29 1,39 1,9 1,49 within
Co, Size by ‘ * ,20
Employment e

15,6 6,5 6,5 3.9 6.5 1.3 9.1 3,9 1.3 2,6 0 42,9 1,13 20,8

10.0 5.0 2,5 5.0 10,0 3.812,5 3.8 8.8 2,5 2,5 33,7 1,13 30,1
1001.=5000 6ol 5¢9 ko7 LeF 10,0 10,1 10.6° 6.1 5,7 5.2 5,2 24,8 1,08 3646
5001=10000 3.5 349 U3 8.3 9.8 8.317.7 6.3 8.7 Le3 L,7T 20,1 1,07 L2,1
more than 2.5 3.5 Te0 8.9 1347 17.8 164 7.0 6.8 3.9 2.7 9.9 .98 . Sk,

5-0 hoé 505 740 1105 1108 1}4»02 602 606 hoa 3.? 1907 1003 hBO?
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The agreement of my McGraw-Hill data for 1949-195l with
Friend's and Bronfenbremner's Commerce~SEC material for 1949
is obvious, Accuracy grows with size as evidenced by the
monotonic growth of the percentage of observations within
the plus or minus .20 of 1,00 range as company size increases,
Friend reported that only the largest companies avoided over-
fulfiliment, Here it can be seen that the larger the company,
the less the fulfillment, although as shown.below, when size
is used in multiple regression with certain other variables,
this effect changes, A discussion of the over~ and undér-
fulfillment characteristics will be saved for the section
in which these are attacked with the regression tool, So
far as the fact that accuracy seems an inverse functicn of
company size is concerned, Friend and Bronfenbremner suggest

three reasorg,# They say thatt for a large company with

* Friend, Irwin and Bronfenbrenner, Jean, in Natiocnal
Bureau of Economic Research, op, cit,

many projects random routine over- and under-estimates ha;e

more of a chance to cancel; that for a large company, unexpected
expenditures such as those consequent on the breaking down of

a piece of equipment loom less large as a part of the total;

and that large companies must have longer and more formal-

ized investment programs which lead to greater accuracy, This

reasoning seems to ccver the case,
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Table II divides the data by size of invesitment ex=-
penditure compared tc mean size forlthe company,
TABLE IT
FULFILLMENT RATIC BY SIZE OF INVESTMENT

Fulfillment Ratio

T ot i s M A B YA b

less 50 b0 L,70 L8O ,50 1,00 1,10 1,20 1,30 1.40 more median per

than to to to to to to to to to to than cent
W50 W59 W69 W79 LB9 .99 1,09 1.9 1,29 1.39 1.L9 1,L9 with
Investnment in
divided by t 00
mean for *
company
below 50 21,6 9.1 7,9 LB 9.7 12,1 12,7 1.8 L.2 1.8 1.8 12,1 «86 36,3
50 to 59 7.6 9,1 15,2 h,S 12,1 10,6 13.6 L5 O 3.0 1,5 18,2 51 Lo,8
60 to 469 L 8,9 5,6 10,0 15,6 8.9 13,3 2.2 6,7 2.2 5.6 16,7 .95 L0,
.70 to .79 2,4 8,9 So7 841 9.8 1h.6 1h,6 U9 T3 3.3 16 18,7 1,00 43,9
80 to 89 L,5 LS 8,3 12,9 16,7 7,6 12,9 5,3 7.6 6.8 3,0 9,8 94 L2.5
90 to L,99 2,9 1,0 L9 12,7 6,9 13,7 19,6 5.9 6.9 3.9 2,9 18,6 1,04 L7,2
1,00 to 1,09 2,0 2,6 Te2 5.9 17.8 13,2 16,L 5.9 3,9 5.3. 2.6 17.1 1.00 53,3
S 10 to 1,19 2.1 2,1 he2 L2 11,6 12,6 14,7 9.5 5.3 5.3 5.3 23,2 1,08 L6,
20 to 1,29 1,9 2,9 2.9 8.7 11,5 11,5 18.3 5.8 8.7 1.9 1.9 24,0 1,05 L7.,1
1.30 to 1,39 O 2.5 1.2 2,5 8.6 16,0 14.8 9,9 12,3 8,6 3.7 18,8 1,04 L9.3
1.40 to 149 0 2,1 2,1 8,5 10,6 14,9 17,0 8,5 2,1 0 10,6 23,4 1,06 51,0
above 10119 006 1.1 1.1 30)4 6-8 9,0 12.’4 11,3 10.7 506 68 31,1 1,23 3905
OVERALL 5.0 L6 5.5 7.0 11,5 11.8 1L.2 6.2 6.6 L,2 3,7 19.7 1,03 UL3.7

—r

Friend and Bronfenbrenner report that companies with rela=-
tively larger investment programs seem to predict more‘accurately
than those investing less and reason that this is because major in=
vestment programs are planned more carefully and further in advance,
My factual findings agree with his, Of those companies with investment
less than their mean investment, Ll.3 percent are within the plus or
minus .20 of perfect prediction range. Of those investing equal to
or more than their mean, 47,3 per cent are in this range. However,

I believe a better explanation can be offered on a non-economic basis,



~108=

The data is dominated by the fact thait the relatively larger are the
expenditures, the larger is the fulfillment. This is probably a
purely mathematical result of the fact that the numerators of the
fulfillment ration and of the investment-relative-to-mean ratio
are the same and therefore the two ratios have some spurious
correlation, From this spufious correlation there can also be derived
¢ hypothesis for the greater accuracy of the larger investment
programs, The distribution of the data is such that most of the data
near the median is concentrated to the left of the median, This is
true not only of the overall disitribution but alsc of most of the
classes, Since this is the case, those classes having low medians
and small investment programs will have most of the data far from
the 1.00 perfect prediction ratio, However, those classes in which
the medians are above 1,00, even though these medians may be Jjust
as far from perfect prediction as the lower ones, will have the bulk
of the data very close to 1,00 and within the .80 to 1,19 range.
If this explanatibn is correct, then the fact that the large in-
vestment programs are more accurately predicted is not based on any
inherent econcmic characteristics of the larger programs.

Table III divides the data into companies having expansion
investment and those without. The sample here is smaller (1024)

because of the lack of expansion data for some companies,
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TABLE III
FULFILLMENT RATIO BY EXPANSION AND NONE

Fulfiliment Ratio

1ess 50 JO0 L7080 L0 1,00 1,10 1,20 1,30 1,h0 more median percent
than to to 1o to  to to Yo %o to to than yithin
\ ‘ o399 1409 1,19 1, | 1,49 1.L -
o2 Te3 11,9 13,3 13,8 6.2 T. , - 2
No Expans, 8,4 641 7.9 6.5 10,3 6,5 1.0 3.3 2,3 6.5 2.3 25,7 .02 341

It can be seen here that, although there is virtually no differ-

enée between the expanding and the noh;éiﬁéﬁding companies so far

as fulfillment is concerned (the medians of the two classes are
almost the same as each other and as the overall median of the

larger sample), the expanding companies predict much more accurately
than those which are not expanding, Forty-five per cent of the former
and only thirty-four per cent of the latter are in the forty-point
range surroﬁnding perfect prediction, This is in spite of the fact,
discussed below, that prediction of dollar expansion investment is
considerably less accurate than is prediction of d;)llar gross invest-
ment, This inaccuracy makes it difficult to explain the divergence
of the two classes with the reasonable-sounding hypothesis that
expansion investment requires longer advance planning and contains
fewer unexpected items, A more consistent explanation ¢an be de-
rived by reverting to Chapter IV above, where companies carrying on
expansion investment were defined as having pressure on capacity.

To carry this definition on to the present case, companies with
capacity pressure are under a strong pressure to invest gnd not
revise their anticipatiohs and therefore fulfillments cannot stray

toco far from plans., Those without pressure and with no expansion
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investment have ruch more leeway in changing their plans, and so
have a very wide spread of fulfillment ratios.
The final grouping, in frequency table IV, divides the data

into years, from 1949 to 195L.

TABLE IV
FULFILLMENT RATIO BY YEAR

Fuifiliment Ratio

less 50 60 L70 80 .90 1,00 1,10 1,20 1,30 1,40 more median percent

than to to to  to to to to " to to to than within

S0 W59 W69 LT9 W89 W99 1,09 1,19 1,29 1,39 1.9 1.9 + .20
Year {7 -
1549 9,5 Te5 6.1 8,2 B,8 6.8 15,6 7.5 6,8 2,7 L, 16,3 1,02 38,7
1950 7.0 L.h 3.3 L7 7.0 8.5 1346 343 5.2 TJ0 1.9 3741 1,23 32.L
1951 3.9 hoi 5.3 6.6 8.3 1l.h 1h9 7.9 8.3 3,9 2,6 22,4 1,07 12,5
1952 3,5 7,0 6.1 7,015,4 11,b 11,4 L.8 7,9 L.,B8 3,5 17,1 1,00 43,0
1953 L 1.6 5.3 8.611,0 18,0 13,9 7.8 6.1 L9 L 1L.8 1,01 50,7
ozl 3.3 0,2 646 743160 12, 16y 6,2 5.8 2,6 L7 12 ,98 51,0

Fxeluding 1950 with its large overfulfiiiment due to the korean War,
there seems to be no remarkable difference among the years, The
somewhat higher median for 1951 can probably be explained by the
price inflation which caused investment programs,to be fulfilled

in prices which were higher than those at the time of prediction.
Firestone points out that "Projected capital outlay as reported by
bugsiness in the United States is said to reflect largely volume

estimates, expressed in current prices,'* and this is confirmed

#* Firestone, 22; cit., page 237.
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by my work in section lj below, The only other noticeabls difierence amun:
the medians is ﬁhat the under-predicticn seems to be concentratced mostly

in 1950 and 1951, This may contradict previously menticned stetements of
Friend and Bronfenbrenner and of the Federgl Reserve Committge on plant

and equipment statistics concerning the consistent tendency to gnderpredict.
However, since the distributions show actual overprediction only in 195k,

a recession yeay no definite ccnelusion can be drawn,

Thus there seems to be no major effect of year on fulfillment and
specifically there is no cyclical effect visible in this simple one-char-
acteristic breakdown, In the later discussion of fulfillment using the
miltinle regression tool it will be shown that annual change of Gross Waticnal
Product does significantly affect investment fulfiliment, but this fact is not
noticeable here, What is most visible about Table IV is the fact that there
gseems to be a secular improvement of accuracy over the years (excluding,
again, 1950), As the company learns more about what information is desired
by the surveying organizations, and as the necessity of answering survey
gquestions may feed back by causing greater systemization and longer lead
time in the company planning process, #%1is may cause company predictive
accuracy to increase and the percentage of firms within the plus or minus
«20 range to grow larger, There is probably some asymptotic limit to this
gradual improvement process as the time approaches when the random or
accidental factors causing inaccuracy disappear and the systematic factors
remain,

Fiﬁally, somethine should be said about the comparison of the ful-

fillment ratics of the three varisbles.-~ total investment, capacity



=112

change and expansion investment, Although the major analysis is ¢f total
investment because, as has been pointed out, total investment is the
magnitude the prediction of which is necessary for Gross National Product
projections, some mention should be made of the others, Table V gives

frecuency distributions of the fulfillment ratios of the thrse varisgbles,

Table V
INVESTMENT CAFACITY CHANGE AND EXPANSION INVESTMENT,

Fulfillment Ratic

1655 50 o000 o70 &80 .90 1,00 1,10 1,20 1,30 1,40 more median percent
than to to o to to £o to to to to than within
«50 W59 W59 W79 .89 59 1,09 1,19 1429 1,39 1,L9 1.4 + G20
Total
Investment| 5.0 Le6 545 740 1145 11,8 1La2 6.2 646 L2 3.7 19.7 1,03 L3e7
Capacity _
— ha.nge 16.7 6.0 )-J-QT 2.0 3¢9 l.h 33 08 1.3 206 101 l-h 2500 lcoh 'Li-oo}-l
Expansion _ . -
Investment l}-L.O 5.0 5.6 1—]—06 503 J—loo 2107 306 )-Lca 2.'; 206 27-O looh 32-1.6

Although the medians are almost the same and the variables therefors
do not differ in their over- and under-fulfillment characteristics, there
is a difference among them in the range of thelr accuracy. This difference
is accentuated when it is realized that there are many more companies which
predict no capacity change and report no capacity change or predict no
expansion investment and report none, thus having perfect fulfillment ratios
of 1,00, then there are either predicting or reporting no investment, The
fact tlat total investment anticipations are mach more accurate than those
for expansion investment is easily expleinable by the ambiguity of definition
of expansion investment. The smaller difference between total investment

and capacity change is not so easily explained, One possibility might be
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the way the magnitudes are gathered:on the Mcéraw-Hill questionnaire, The
questions about predicted and fulfilled investment expenditures are asked
in dollar terms, which probably induces thé'aﬁswering businessman to think
and reply fairly specifically. The capacity questions are asked in terms
of percentage change, which might induce more_general thought and answers to
the nearést five or ten per cent, This is borne out by the fact that the
capacity change answers are largely concentrated at five per cent, ten
per cent, etc, Thus the effect of the question wordihg, possibly plus
the fact that the businessmen answering the questionnaires know that the
investment questions are the major ocnes and concentrate on them probably
account better for the lesser accuracy of the gapacity change intentions
than does any economic reasoning, o

The major discussion of this section has been of accuracy of intentions
predictions, defined as the spread of fulfillment ratios around 1,00. The
more important question of over- and under-fulfillment will be taken up in
the next section, The major conclusions on accuracy have been the fact
that company size and company expansion do seem to have an effect; that
there has been a steady growth of accuracy over time; that relative size of
investment program has an effect but this may be purely statistical; and
that predictions of total investment have been more accurate than either
predictions of capacity change or predictions of expansion investment,
These are points which should be borne in mind in assessing the surveys
but, since accuracy as deilined here is random in direction and company
errors mostly cancel in the aggregate, those factors-causing inaccuracy

do not seriously afiect the value of the surveys,
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iﬁ this section, the symbols used .in the equetions are as follows:

subscript a; meaning that the magnitude in question is an actual
or fulfilled one,

subscript 'p; meaning that the magnitude is a predicted or planned cne,

superscript numeral 9,0,1,2,3,L, meaning that the magnitude occurred |
during or is predicted for the yesr 19&9, 1950, 1951, 1952, 1953, 195&,.‘

s tbseript numersl $,0,1,2,3,L4, for predicted magnitudes only, meaninr
that the prediction was made in 1949, 1950, 1951, 1952, 1953, 195L,

superscript my meaning that the value is the airthmetic mean of the
magnitude for the individual firm for as many years out of six as the
magnitude was reported,

superscript t, t«l, etc.; meaning that the magnitude occurre. during or
is predicted for several different years within this particular equation,

subscript t, t-l, etec,; meaning thai the manitude was predicted
during several years for this particular equation,

I = gross investment for the firm (reported on questionnaires)

il

S = sales for the firm (reported on guestionnaires)

AC = Capacity change for the firm (reported on questionnaires)

Co = Company's expectation of three year percentage change in its own
sales (reported on questionnaires),

Ind = Company's expectation of three year percentage change in sales
of its industry (reported on questionnaires),

AGNPm = Annual percentage change in money Gross Naticnal Product

computed (From Economic Reperts of the President)




ACNPr = annual nercentase change in real Gross Hational Frodact

(computed from Economic Reports of the President)

R = Cost index for invesiment gocds, (computed by comperiyg real and

money investment statistics in Economic Reports of the President)

1. The first attempt which was made to explain systematically diffevcnces
in Mlfillment of investment anticipaticonrs among companies was by using
accuracy of sales expectatiohs as an explanatory varisble for the fulfillment
ratios of different investment moenitudes, Only 195h data were available,

No significant relatdonship whatever could be discovered between the

isble S:/S and either I;/I; or the same ratio for expansicn
investment, However, a relationship was discovercd with the fulifillnent
ratio for change of capacity, a fact thot fits in nicely with the
hypothesis in the last chapter thal the accelerator efiects of salces
change bear sn immediate relaticnship to capacity chenpe and cnly a

second remcve releidlonsihiy to elther expansion investment or total invast-

ment, The equation for capacity change fulfillment was:

1

4

(V-1) acl‘/ac é = « LOo7h + 1.6083 sg/sp 3 F(1,160) = 5,72¢5
a P
R? = 0330
2 ,
bll = 095921
ihe releions'Dp, slbheoch ool shrons, Lo sirnliicant, Sts neauwio oo

fairly clesr, Just o there was a strong capaciity change ac-elcrztor,
there is & relaticnsaip, less sureng, betwesn sules accuracy and capaciiv
change accuracy. The investment and erpensicon invesbment accelerator:

were weaker, weel enough to slack off into Insignificence in this

formulation,
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The above relationship is interesting, but of little use in formulating
an investment prediction for a Gross MNational Preduct projection, since
the capacity relationship cannot be extended to any of the money agpregate
figures. The accuracy-of-sales relationship teo the fulfillment ratio
of total investmsnt was alsc found to be insignificant in a multiple
regression equation (V-l) discussed below, These findings agree with
Friend and Bronfenbrennert's statistical results menticned above, butb
disagree with the results of both the United States and Canadian special
surveys on discrepancy reasons, 1he snecial surveys reporied changed
sales outlook as a major reason for downward rovicion of investment
plans, The reason for the discrepancy between the statistical results
and the survey results is guite probably dependent on the quesition of
what sales outlooks are changed, #s reported in Chapter IV above, the
ma jor sales;change effect on investment was that of long-run sales
expectations, Both Friend and Bronfenbrenner and myself analyzed the
relationship of chamge of investment from plans te change of sales from
short-run expectations onlyt: they, because the Commerce-3EC survey does
aot sothor leng-run sales expectation data; mysclf beczuse 1 did not have
enough actual sales change dota to compare these to the three year
exuechationg, I businessmen answering the special surveys were referving
in the main to changes of szles trend from long-run expectations then
these eflfects would not necessarily show up in the stetistical analyses.
A chanpge-cf=long-run-sales-expectations variable should be tested when

date beconcs aveilsble,

2. 45 was pointed out above, the znalwvsis of investment fullilliment and

'

sales prediction cecuracy had Lo be confined to 1$5L becouse the data on



vt T

predicted sales was not availshle for other years, &in attempt vas made o
study fulfiliment ratios usiuge all of the aveilzbls dute {rom the years

194%=195L, Tdeally, one voriable o be sestod in olis relations:dn showld

be annual change of sales, the we nivude wioon Doth the United States snd
Canadian questionnaircs have found o Lsve an f.oorbeat eficoh on

fulfillment, However, change of salecs data is only aveilsble for 1952«53
and 1953-5L, so a substitute had tc be found, OChance in Cross Fationzl
Produet, although it is by no meens a perfect substitute for change of
sales for the individual company, was therefore used as the best thing
available, Thus the same change-of-GNP varisble is used as an indication
of change of sales for all companies during the year in cuesticn, This
is of course not for individual firms, accurate,but it is a fair overall
approximation,

At least one variable then had %o be found to distinguish between
the companies within the year, The major effect on fulfillment discovered
using the frequency distributions of the last section was the increase
of fulfiliment ratio with the increase of the relative size of investiment,
However,just as this seems to have been due largely to the fact thal %ihc
numerators of the fulfillment ratio and the invesiment mean investinent
ratio were the same number, there might be some tendency toward spuricus
corralation if any explanatory variable was used whose numera£or'was
functionally related to invesiment for a particular year, Therefore it
was decided to use an independent variable whose value was a mean of 8

many years as possible, The variable used was fivemyear (1950-19%L)
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arithmetic mean of capacity change for the coﬁpany. Companies with a

high rate of capacity change may be presumed to have higher investment
relative to fixed assets than other companies, and this variable is a
meagure of the size-of=investmente=program effect which avoids the

gpurious correlation which would be obtained using annual figures, The
change of capacity variable tests the effect on fulfillment of the rate

of company growth, which is perhaps a better way of describing the size-of-
investment~program effect,

Thus there are two variables; the change of Cross National Product,
appligd equally to all companies for a year; and the mean change of
capacity, applied equally to all years for a company,. Each observation
on one firm for one year is uniquely identified, In additicn, the
frequency tables as well as the previous literature had shown size of
firm to have an important effect on realization of investment program.
Number of workers employed, the best available indicator of firm size,
could not be used as a continucous variable since the data was grouped
into five wide classes, Instead, within the equations using the two
previously-mentioned variables, a separate constant term was computed for
each employment class and the additional explanation stemming from this
breakdown was tested, A test was also made of the effect of using completely
separate equations for each size firm, but the additional explanation here
was insignificant,

The equation estimated as described above was:
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1,028 (Firms employing QO=500)
N 5 1e1690 ( 500=1000) £ n
(v-2) I,/I b1 ™ 115612 ¢ 1000=5000) + 2,0350 AGNPm + ,0700 AC

P 1,015 ( 5000=10000)
8622 ( more than 10000)

®(6,911) = 8,8738

R? = ,0552

2
= =4
s, #5531

All of the variables azs well as the gize breskdowm added significent
additional explanation of the fulfillment ratio, The brezskdowm shous thab
the inverse relationshin of fulfillment ratio to firm sise showm in Table T
above is changed once the breakdown is put into combination with other
variobles. the four classes of companies employing more than 500 workers
still show tids efiect, but the very smallest companies, tihose with
employment under 500, join the very largest in having near periect ful-
fillment rather than the large overiulfiliment shownt in the frequsancy
distributicon. Friend and Broenfenbrenner's reasoning, referred to above,
concerning the greater accuracy of large companies applies in part to
the smaller overfulfillment of larger companies shown here, With larger
companies, unexpected expenditures due to breakdown of machinery, etc,,
loom less large relatively, and with larger companies longer and more
formalized advance investment planning is usual and there are fewer items
unexpected at questionmaire time, This reasoning would explain the
monotonic change of fulfillment ratic with company size which appeared in
Table I and appears for companies employing more than 500 in equation (V-2).
Further explanation is needed however for the low overfulfilliment of the
smalles® companies in the equation. One possible hypothesis for this change

from the frequency table to the eguation is to postulate that the explicit
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variables, Gross Natlonal Product change and mean capacity change are the
sole important variables affecting the fulfillment ratios of the smaller
firms, Then if there is no large change of GNP and if the cowpany is
maintaining a stable size, it will have close to perfect prediction at
its constant term of 1,02L49, For the larger companies, particularly those
employing between 500 and 5000, there are other factors which cause
underpredicticn and overfulfillment no matter what the course of GNP

end what the expansion rate of the firm, Such factors as availability
of labor and materials for expansion, one significant reason given by
business men in the Commerce-SEC special cucsticnnaire on discrepancies,
night well effect the middle-size company more then the very smzll one
vliich presumably needs its supplies and labor in quantities so small as
to be readily available, The very largest companies, those above 5000,
have the same problems as the middle-sized but have better apparatus for
anticipating and solving them and therefore return toward the perfect
prediction fulfillment ratio of 1.00,

The other two variables in the equation need less explanation. It
seems reasonable to accept the indicated fact that an increzse in Cross
National Product will cause some tendency to overfulfill, In Chapter IV,
above, it was shown that investment seems to be based mostly on long-run
sales change expectabtions and then revised somewhat on the basis of
short=run actual sales changes, This revision of fulfilled investment from
investment planned a year earlier on the basis of a change of Gross
National PFroduct in the intervening time can be easily explained in this
light, Similarly, it is not too difficult to explain the hipher fulfillment

on the part of the more rapidly growing firms, The growing company will
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make ils best prediction and if it finds it haos the “unds or other
necesseries, overfulfili, The centracting company, of which severul
existec and were included in the equation, will also maite ths nest
prediction, but hopes to find ways to cut back where possiile,

In an attempt to discever the eftecis of price changes on fulfilimenk
of investment, equation (V-2) was revised by dividing uctual investment
by the investment goods cost index at the time of investment and predicted
investment by the index at the time of prediction and by using change
of real rather than ﬁoney Gross Wational Product, The capacity change

variahle remains ag is, The reestimated equatian is:

1,0085 (Firms emploving Ow500)
bt tel 1,1595 ( 500=1000) )
{V=3) (Ié/R Y/ (1 t, /A7) = 1,157h ( 1000=5000) + 244221 AGNPr® + JO5HY AC™
pootel 1,0121 ( 5000=10000)
0623 ( more than 10000)
F(6,911) = 9,0472
R2 = 0562 ‘Rz for additional explanation over mohey investuent
_ equation = J12772
Su = 5110

The index of correlation, Ra, computed in terms of percentage explanation
of the dependent variable of the equation, is not significantly hipher than
that of (Va2) for fulfillment of money investment, However, what is
significant is the fact that by adjusting for price changes, we havz
12 per cent less unexplained variation than in the money equation, Thus
we can state than one important reason for overiulfillment in the six
years in question has been price change between time of prediction and

time of expenditure, Firestone's theory, mentioned above, that United



~122e

States businessmen state their anticipations in terms of physical

volume at current prices seems correct, If prices change, then ful-
filled investment becomes greater than anticipations., The additional
explanation is the only important effect of changing the relationship
from money to real terms, lhe relationship between the dependent and

the independent variables remains much the same as it was. The regression
parameters and the constant terms associated with the employment size

classes are virtually unchanged,

Thus far in this chapter there has been a discussion of the factors
affecfing accuracy of prediction of investment and the factors affecting
fulfiliment of investment plans, So far as inaccuracy, the routine
signless predictive error, is concerned, 1t is not of too much moment when
the investment intentions surveys are evaluated; The risk of a2 large
error in the aggregate investment forecast due to purely random firm
deviations is slight since, so long as the coméany errors are random in
size and sign, they will tend to cancel. What are of importance are factors
affecting fulfillment of investment plans, These are factors working
definitely in one direction or another on each company, which change the
actual invewtment from the anticipated, Thus far, since 1949, the good
performance of the aggregates has indicated that these factors have worked
in different directions on different companies and have therefore also
cancelled, If, sbme day, they affect all companies in the same direction,
sales change being downward for all companies for example, they will not

cancel and there will be a large error in the resulting aggregate, However,
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these factors, if they can be discovered can be allowed for, This is

what is attempted in this section, An equation is derived to obtain

a prediction of actual investment for the company using three sorts

of explanatory variables, all of which are available to the iavestigator

at the time he must predict. The first is the company!s anticirated

investment, The second is the group of factors previcusly discovered

toaffect the fulfillment ratioy which is the relationship between

actual investment and anticipated investment. These varisbles are

estimated as having a linear effect not on the dependent varisble,

actual investment for the firm, but on the relationship, Thus if x

is such a variable the relationship is estimated as Ia ® (a+ px)T_,

This estimate can be computed lincorly by multiplying cut and using

least squares on Ia = aIp + BxIpQ Ihe third group of variables

tested was that discovered in Chapter IV above to have an effect on actual

investment, the dependent variable in this equaticn, The eguation thus

obtained, using only the variables which proved significant at ,95 was:
+,0561 (Firms employing 0-5000)

i . b3 b, m
(Val) I2/I7 = ,2022 +| =41118 ( 5000-10000) + 8155 S /S |1 %/1
a a -,1385 ( more than 10000) p 3/ alp 3/ a

3-5

-6 -
+07962 COLL - 059)-‘0 Indp 2 .

p 3

F(6,63) = 21,5647

F(5,83) compared to use of T alone . = L,3957

L
P 3
RZ = 6087

2 L
R~ compared to use of I alone = 209

p3
S = 103
u ’ 03
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The employment class breakdowm was found sigmificant in its efiect
on fulfillment ratic and therefore is used to modify the relaiionshin
between actual and anticipated invesltment, Three classes r:ther than
the previcous five are used because the lowesl classes did not have
sufficlent observations with the requisite data to be separately uscable,
Similarly the one-year predicted sales varlable is used as a substitute
for the change of Uross National Product which significantly aiiectsd
the fulfillment ratio, <‘here are several reasons for the substitution,
Since only 195& data had all the variables it was desired to test, only
one GNP change figure was available tc be asplied to all of the observations,
Because the GNP change was originally used to make up for the lack of data
for all years on company sales change which is the specific effect of GNP
change on the individual firms, it seemed logical to substitute a sales
change variable for a year in which it was available, Predicted sales
change was used because a variable was desired which would be aveilable to
the investigator from an excgenous source at the time he makes his overall
Gross National Product forecast, The third variable which significently
affected the fulfillment ratic, mean capacity change for the ifirm for
five years, proved not significant at the ,95 level in this context,
The variables concerning the firm's expectations for its own sales and
for its industry's sales were ones which vwere shown in Chapter IV above
to have a significant relationship to actual invesiment. The other variavles
used in Chapter IV were not significant here,

The important thing about equation (V=L) is the faet that it
provides a substantially better forecast of the conmpany's actual
investment than do the company's own anticipations alone, Twenty-one

per cent of the variance of actual investment left unexplained by predicted
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investment is explained by the addition of the other variables, The
ﬁse of the size breakdown corrects for the fact discussed above that
the smaller companies tend to predict considerably higher relative to
their fulfilled investment than do the lerger firms, The one~year
sales change variable, Spg/sz,.makes a correction which cculd help avcid
an important source of possible bias in ageregates, Through 1954,
the sales change variables tended to cancel among firms and not show
up in the aggregate, However, in 1955, company data for which was not
available for inclusion in this paper, the Commerce-SEC survey and even
more so the McGraw-Hill survey seriously underestimated the extent of
investment revival, using uncorrected company anticipations, Had a
predicted salesechange variable been used, the results should have
been considerably better, The final two variables, expectations for
company sales and for industry sales, have a net positive linear effect
on actual investment and tend to correct the consistent underestimate
(overfulfillment) by companies, which has been discussed above, It
was sugrested above that the major reason for this underesiimate has been
the non-inclusion of expenditure items which are less certainly plamed
at the time of the questionnaire, It seems reasonable to state thai
if the answering companies camot be induced to include such items
in their best guess predictions, then the investigator can estimate
them by using compahy and industry longer-run ssles expectations which were
shown in Chapler IV to have an important effect on investment,

Thus by the use of these additional variables, all available at
time t~1, a better investment forecast for time +t can be made than

by using anticipated investment expenditures alone, It is not claimed,
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of course, that this emation or even this set of variables, which was
selected largely on the criterion of availability te the writer, could
be adopted and used by the Commerce Department or the McGraw=Hill
company to improve their estimates. what is possibie is that a simiies
equation coulid be obtained by these organizations from the much largse
store of data available to them, It might include, among other things,
.8 variable expressing the deviations of actual sales trend from long-ron
expectations, mentioned in section L above. Such an eguation should
have the immediate effect of improving the individual company foracazsts
and thereby improving the aggregates compiled from these forecasts,
It might have the much more important effect in the future of avoiding
severe agiregate error at a time when all of the correction veriables
act in the same direction on a large majority of the companies,

There is another nossible method of approaching the proeblem of
capital expenditure prediction using capital‘expendlture anticipations
as a basis, The above analysis uses only variables which can be obtained
independently by the investigator at the time of forecasi, However, iv
is logically possible 1o use an invesiment equation based on investment
anticipations as part of an overall endogenous Oross National Product
model, In this case the model-builder could use estimated actual rather
than company predicted values for the variables other than planned invesiw
ment, particularly for the short-run sales-change variable, The Long-mn
expectaticnal variables would probably remain in any case, since they
have an effect on investment in their own right, independent of the
actual change during the three vears covered, The model could also

include the investment goods prire index shown to be significant. To
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discuss this possible approach theroughly would require o study of

the relationship between actuzl and predicted sales similar to the
discussion here of the relationship between actual and planned investe
ment -~ a study which I have not made, At any rate, at the present stac
of the game of model-building, it is provably preferable to predict Cres:
National Product using as many determineable exozenous variables as
possible rather than using a nearly completely endcogenous set of

equations,
6

This chapter has attenpted tc focus on the factors atlecting tihc
individual copany anticipations which are the huilding stones of
the agrregate investment forecasts, After discussing some important
definitional questions, particularly those of the differences between
"anticipated" and Yplanned" and between "accuracy" and Mfulfillment,
a general analysis was made of both accuracy and fulfillment in using
both previous work in the field and a frequency distribubion analysis
of the available McGraw-Hill data., Finally a systematic analysis was
made of the factors affectinz degree of fulfillment of investment
enticipations and a method was suggested by which a knowledpe of these
facvors conld lead to an improvement of investment forecasts, The
last 1s the key point, Statements by those most familiar with the
surveys, such as the length: quotation from Friend in the beginning
of the chapter indicate a wariness about zccepting fully the survey resultis,
This caution is due mostly to the wide errors in corpany forecasts which

have so far mostly cancelled out in the agrrecate, I hove sugeshed, noi
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as an answer but as an approach, a way by which these coipany forcoosis
can be improved: a method by wbich, when more of the relevant vaiiables

are uncovered and used, only random error would remain,
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Chapter VI

CONCLUSION

Since its divorce from theology, economics hes had a dual geal -~ the
search for a policy and the search for a theory, The distinsuvishing

characteristic of the greatest works in economics, I'rom The Wealth of

Nations to The General Iheory haz becn their combination of major

contributions to theory and major contributions to political eccnomy.
Policy has been the motivation but theory has been the necessary tool,

In modern times, the trend toward specialization has tended to
divide economists into two groups -~ those interssted mainly in econcmic
theory and those interested mainly in economic policy. Among the followers
of Keynes, the theoretical group includes Harrod and Hicks and the
econometricians; the policy group, Hansen, Beveridge and the fiscal
policy school, This divergence in fields of interest, however, has
not prevented mutual aid, In the economics of consumption, for example,
both the theoreticians and the political eccnomists had the traumatic
experience of vastly underestimating censumption potential in their
post~World War II expectations, The search for ways to avoid future
error of this type has greatly improved both consumption theory and
the practical ability to forecast consumption trends, although there
is still much to be learned,

In the field of investment, neither group has made too much headway.

There has been a good deal of apreement among thecrists as to the major

magnitudes affecting fixed investment: liquidity, stock of capital
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and the accelerator, There has been little agreement as to their
relative importance, not to speak of their exact quantitative effects,
Equation systems relating investment to other variables fail to predict
accurately from year to year,

The lack of theoretical agreement as the relative importance of the
factors affecting plant and equipment investment has led to considerable
disagreement among the political economists as to the uses of monetary
and fiscal policy, It has also led to the attempts discussed in previous
chapters to predict investment directly by asking investors their intentions,
The thesis of this paper is that these intentions surveys can aid in the
formulation of a theory of investment and also be combined with this
developing theory to improve the prediction of investment. As has been
shown, the aggregate investment predicticns extrapolated statistically
from the sarples of individual company predictions have been reasonably
accurate in the last ten years, even though no account was taken of other
economic factors which might have thrown the forecasts off, This happy
state will not necessarily continue indefinitely, In 1955, the surveys
underestimated considerably the extent of the plant and equipment invest-

ment revival, The 1956 McGraw-Hill preliminary survey#, published in

#  McGraw=-Hill, Business' Plans, 1956=1960 (New York, 1956)

June, shows investment plans through 1960 declining from the 1956 peak,
if the survey responses are to be taken at face value, but McCGraw-Hill,

probably quite correctly, does not interpret this to mean a fall in actual
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investment, To obtain a reasonable forecast of aggregate expenditures,
a knowledpe of factors affecting investment and a2 knowledge of factoré
affecting response to investment surveys must be added to the survey
results themselves, The importance of using theory to interpret survey
responses is emphasized by the fect that individual firms do not
typically predict their own expenditures very closely, leading to the
inference that systematlc causes maliing for individual firm inaccuracies
might well make for inaccuracies in forecasts of aprrepate investment
at such time as these causes affect most {irms simulﬁanecusly.

In Chapter IV, it was shown that the responses to the investment
surveys provide valuable data for Athe statistical study of investment
theory. This statistical utility of the data for theory is not only
in itself an important result of the surveys, but it also leads 1o the
hope that eventuwally it may be possible to make an accurate functional
prediction of investment, Such a prediction would, if nothing else,
be intellectually more gatlsfying than one which admits the weaknesses
of economic theory by using only survey resulis end leaving out causatiocn,
A red sky at night may be a sailor's delight, but it takes a meteorologist
to predict the red sky a few days in advance, FPredicting investment
solely by the survey method leaves economics at the sailor stage and
not until the investigator knows more about the decisions of the
investor than does the investor himself, will economics be a science
on a par with the least exact of the physical sciences,

For the political economists, however, the problem remains the
accurate prediction of investment, by whatever method or combination of

methods, In Chapter V, it was shown that economic theory can add a
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