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A COMPARISON OF THE MICHIGAN AND FAIR MODELS

by

Ray C. Fair and Lewis S, Alexander

I. Introduction

This paper compares the predictive accuracy of the Michigan and Fair
models using the method developed in Fair (1980). These models are com-
pared to each other and to an eighth order autoregressive model. The method
accounts for the four main sources of uncertainty of a forecast: wuncertainty
due to 1) the error terms, 2) the coefficient estimates, 3) the exogenous
variables, and 4) the possible misspecification of the model. Because it
accounts for these four sources, it can be used to make comparisons across
models. In other words, it puts each model on an equal footing for purposes
of comparison. The method has been used to compare the Fair model to auto-
regressive models, vector autoregressive models, Sargent's classical macro-
economic model, and a small linear model, but this is the first time that
it has been used to compare two relatively large structural models.

Ideally, model builders should not be the ones comparing their models
to others, Although one may try to be objective, there is always the sus-
picion that one has stacked the cards in favor of her or his model. This
paper is not intended to be the final word on the relative merits of the
Michigan and Fair models. Its primary aim is to demonstrate the application
of the comparison method to large models.

As will be seen, the application of the method to the Michigan model

reveals two potential shortcomings of the method. First, the results for



the Michigan model are highly sensitive to plausible alternative assumptions
about exogenous variable uncertainty. This makes comparison difficult be-
cause there is no obvious criteria for choosing between the competing assump-
tions. Second, the Michigan model relies heavily on the use of duwmy
variables, and the part of the method that accounts for exogenous-variable
uncertainty cannot handle dummy variables. It must be assumed that the dummy
variables are known with certainty. The method may thus bias the results

in favor of models that are heavily tied to dummy variables. It is an open

question how large this bias might be,

I1. The Comparison Method

The method was first proposed in Fair (1980), and the latest discussion
of it is in Chapter B8 in Fair (1984), The following is a brief outline of
the method.

Assume that the model has m stochastic equations, p unrestricted
coefficients to estimate, and T observations for the estimation. The model
can be nonlinear, simultaneous, and dynamic, Let § denote the covariance
matrix of the error terms, and let V denote the covariance matrix of the
coefficient estimates., S is mxm and V is pxp . An estimate of 5 ,
say 8§, is (I/T)uU' , where U is an mxT matrix of estimated errors.
The estimate of V , say v ,» depends on the estimation technique used.
let a denote a p-componént vector of the coefficient estimates, and let
u, denote an m-component vector of the error terms for period t .

Uncertainty from the error terms and coefficient estimates can be esti-
mated in a straightforward way by means of stochastic simulation. Given
assumptions about the distributions of the error terms and coefficient es-
timates, one can draw values of both error terms and coefficients., TFor each

set of values the model can be solved for the period of interest. Given,



say, J trials, the estimated forecast mean and estimated vafiance of the
forecast error for each endogenous variable for each period can be computed.
Let §;tk denote the estimated mean of the k-period-ahead forecast of
variable i , where t is the first period of the forecast, and let gftk
denote the estimated variance of the forecast error. ?itk is simply the
average of the J predicted values from the J trials, and E?tk is the
sum of squared deviations of the predicted values from the estimated mean
divided by J .

It is usually assumed that the distributions of the error terms and coef-
ficient estimates are normal, although the stochastic-simulation procedure
does not require the normality assumption, The normality assumption has
been used for the results in this paper. Let u: be a particular draw of
the error terms for period t , and let o be a particular draw of the
coefficients. The distribution of uf is assumed to be N(0,S) , and the
distribution of o* is assumed to be N(&,0) .

There are two polar assumptions that can be made about the uncertainty
of the exogenous variables, One is that there is no uncertainty. The other
is that the exogenous-variable forecasts are in some way as uncertain as the
endogenous-variable forecasts. Under this second assumption one could, for
example, estimate an autoregressive equation for each exogenous variable
and add these equations to the model. This expanded model, which would have
no exogenous variables, could then be used for the stochastic-simulation
estimates of the variances., The assumption used in this paper is in between
the two polar assumptions. An eighth-order autoregressive equation was esti-
mated for each exogenous variable (with a constant term and time trend in-

cluded in the equation), and the estimated standard error from this regression

was used as the estimate of the degree of uncertainty attached to forecasting



the exogenous variable for each period. This procedure ignores the uncer-
tainty of the coefficient estimates in the autoregressive equations, which
is one of the reasons it is not as extreme as the second polar assumption.
This assumption is implemented as follows. Let §i denote the esti-
mated standard error from the autoregressive equation for exogenous variable
i. Let Vit be a normally distributed random variable with mean zero and

variance §f PV, ~ N{0O, §f) for all t , Let git be the 'base" value
of exogenous variable i for period t . The base values can either be
actual values if the period in question is within the period for which data
exist or guessed values otherwise. If the values are guessed, they need not
be the predictions from the autoregressive equations. The autoregressive
equations are used merely to get the values for §i .

Let x;t be the value of variable i for period t used for a par-
ticular trial. Given the above setup, one can assume that the Vip errors
pertain to forecasting either the level of the variable or the change in
the variable. If the level assumption is used, the value of x;t for a

given trial is git * Vip s where Vig is drawn from the above distribu-
tion, If the change assumption is used, the values are as follows. Let
the beginning period be 1 and assume that the overall prediction period is

of length K . The values of x;, (t=1,...,K} fora given trial are:

it
(1 Xy = Xy * Vg

Xip = Xip * Vit Vigo

XiK = Xig * Vit Vig e * Vik ¢
where each Vit (t =1, ...,K) is drawn from the N(0, 32) distribution.

Because of the assumption that the errors pertain to changes, the error term



viq is carried along from period 1 on. Similarly, Vio is éarried along
from period 2 on, and so on. Given the way that many exogenous variables

are forecast, by extrapolating past trends or taking variables to be unchanged
from their last observed values, it may be that any error in forecasting

the level of a variable in, say, the first period will persist throughout

the prediction period., If this is true, the change assumption is likely to
result in a better approximation of exogenous-variable uncertainty.

The stochastic-simulation estimate of the forecast-error variance that
is based on draws of the error terms, coefficients, and exogenous-variable
errors will be denoted g?tk . It differs from E?tk in that it takes into
account exogenous variable uncertainty.

Estimating the uncertainty from the possible misspecification of the
model is the most difficult and costly part of the method, It requires
successive reestimation and stochastic simulation of the model. It is based
on a comparison of estimated variances computed by means of stochastic simu-
lation with estimated variances computed from outside-sample (i.e., outside
the estimation period) forecast errors. Assuming no stochastic-simulation
error, the expected value of the difference between the two estimated vari-
ances for a given variable and period is zero for a correctly specified model,
The expected value is not in general zero for a misspecified model, and this
fact is used to try to account for misspecification,

Without going into details, the basic procedure is to estimate the model
over a number of different estimation periods and for each set of estimates
to compute the difference between the two estimated variances for each vari-
able and length ahead of the forecast. The avera;: of these differences
for each variable and length ahead provides an estimate of the expected value,

Let Eik denote this average for variable i and length ahead k . The



stochastic simulations for this work are with respect to draws of error terms
and coefficients only, not also draws of exogenous-variable errors. Given
d. the final step is to add it to 52
ik itk °
a2
o
i

This sum, which will be denoted
tk is the final estimated variance; it takes into account all four sources
of uncertainty. Another way of looking at Eak is that it is the part of

the forecast-error variance not accounted for by the stochastic-simulation
estimate. Some of the specifics of the above procedure will become apparent

in the discussion of the computations in Section IV.

111, Some Features of the Models

Table 1 provides an outline of the models. The Michigan model has 61
stochastic equations and 50 identities, The Fair model has 30 stochastic
equations and 98 identities. The following is a brief discussion of some
of the differences between the two models.

Even though the Michigan model has more stochastic equations than does
the Fair model, it is to some extent less structural. The Fair model accounts
for all balance-sheet constraints and flows of funds among the sectors, which
the Michigan model does not. This is an important difference. It means
that a variable like corporate profits is determined by an identity in the
Fair model (revenue minus costs) and by a stochastic equation in the Michigan
model, There are a numbef of variables in the Michigan model that are deter-
mined by stochastic equations that would be determined by identities if all
the flow-of-funds constraints were met,

The Michigan model is also less structural in its determination of the
unemployment rate., In the Fair model there are three stochastic equations
explaining the labor force (equations for prime age men, prime age women,

and all others), a stochastic equation explaining the number of people hold-



TABLE 1. The Models

Michigan:

61 stochastic equations,
50 identities.
96 exogenous variables, of which 39 are dummy variables,

Basic estimation period in Belton, Hymans, and Lown (1981): 1954 I -
1979 1IV.

Estimation technique: ordinary least squares, sometimes accounting
for first order serial correlation of the error terms.

Fair:
30 stochastic equations.
98 identities.
106 exogenous variables, of which 11 are dummy variables.
Basic estimation period in Fair (1984}: 1954 I -1982 Iil.

Estimation technique: two stage least squares, sometimes accounting
for first order serial correlation of the error terms.

Autoregressive:
One eighth order autoregressive equation (with a constant term and
time trend included) per relevant variable.
No exogenous variables other than the time trend.
Basic estimation period: same as for the Michigan model.

Estimation technique: ordinary least squares.




ing two jobs, and a stochastic equation explaining the demand for jobs by
the firm sector. The unemployment rate is determined by an identity. It

is equal to one minus the ratio of total employment to the total labor force.
Total employment is equal to the total number of jobs minus the number of
peoﬁleAholding two jobs. In the Michigan model the unemployment rate is
determined by a stochastic equation. It is a function of a dummy variable
(DFPR in Table 2 below), a time trend, and one minus the employment rate

of adult men. The employment rate of adult men is determined by a stochastic
equation, It is a function, among other things, of real GNP,

The Michigan model has more disaggregation with respect to the expendi-
ture variables. The differences pertain to consumer durable expenditures
and nonresidential fixed jinvestment, In the Michigan model durable expendi-
tures are disaggregated into four components: new autos, motor vehicles
and parts less new autos, furniture and household equipment, and all other.
There is one stochastic equation for each of these components. In the Fair
model there is one stochastic equation explaining total durable expenditures.
Nonresidentiai fixed investment is disaggregated into four components in
the Michigan model: structures, producers' durable equipment in production,
producers' durable equipment in agriculture, and producers' durable equip-
ment except in agriculture and production. There is one stochastic equation
for each of these components. In the Fair model there is one stochastic
equation explaining total nonresidential fixed investment. There is also
a separate equation in the Michigan model explaining the number of new car
sales, which is used as an explanatory variable in the automobile expenditure
equation. Considerable work has gone into the Michigan model in explaining
automobile expenditures.

As noted in the Introduction, there is a heavy use of dummy variables



in the Michigan model. Also, many of the dummy variables are in the nature
of subjective variables. The dummy variables in the Michigan model are listed
in Table 2. This table also includes the number of the equation that each
variable appears in and the associated t-statistic of its coefficient esti-
mate. . The description of the variables is taken from Belton, Hymans, and
Lown (1981). Two of the more subjective variables are DJGPM , which is a
dummy variable to reflect increased consumer awareness of gas mileage in the
cost of running a new car, and DAUTO , which is a dummy variable to reflect
auto rebates and reaction to higher auto prices. Of the 345 estimated coef-
ficients in the Michigan model, 70 are coefficients of dummy variables or
variables that are a function of dummy variables, which is 20.3 percent of
the total. These coefficients appear in 29 different stochastic equationms.

Dummy variables play a much less important role in the Fair model.

The dummy variables in the Fair model are also listed in Table 2. There

are eleven dummy variables, six of which account for the effects of dock
strikes in the import equation (equation 27). The other five dummy variables
appear in 4 different stochastic equations., Of the 169 estimated coefficients
in the Fair model, 13 are coefficients of dummy variables or variables that
are a function of dummy variables, which is 7.7 percent of the total.

The heavy use of dummy variables in the Michigan model poses a problem
for the comparison method. With a few exceptions, it is not sensible teo
estimate autoregressive equations for the dummy variables, and so they have
to be taken as fixed for purposes of the stochastic-simulation draws of
the exogenous-variable errors. The method may thus underestimate the uncer-
tainty from the exogenous variables for the Michigan model.

Even where autoregressive equations are estimated for dummy variables,

it is not clear that the use of these equations is appropriate., Con-
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TABLE 2. Dummy Variables in the Michigan and Fair Models

Michigan:

Name Description Equation t-statistic

DAPACTM Dummy variable to reflect Canadian Clé 2,08
auto pact.

DASTRIKE X . Ci,Cl1 6.46,2.62

DASTRIKE_I } Dummy variable for auto strikes, C1 -4.23

DAUTO Dummy variable to reflect 1975 auto Cl -5.04%
rebates and reaction to higher auto
prices in 1974; equals .90 in 1974.2
and 1974.3, .95 in 1975.1 and 1975.2,
equals 1.0 otherwise.

DEX65 Dummy variable for the change in D8 3.30%
federal excise tax law, equal to 1
from 1954.1 - 1964.1, 0 otherwise,.

*DFPR Dummy variable to reflect shift in B3 2.21%
relation between RUM and RUG values. -5.14%
(RUM = unemployment rate, males 20

and over
RUG = global unemployment rate.)

DFROFF Dummy variable for removal of price A2 4.71
controls; equals .25 in 1974.2 -
1975.1, 0 otherwise.

DFRZ1 Dummy variable to reflect price Al 3.02

DFRZ2 freeze and Phase II effects on A2 -1.83%

DFRZ3 prices and compensation. A2 -1.83%
DFRZ1 equals -1.0 in 1971.4
DFRZ2 equals .5 in 1971.3, 1.0 in 1971.4}(equals 0 otherwise
DFRZ3 equals 1.0 in 1972.2 -1972.4

DGPAY Dummy variable to reflect government All 4,107
pay increases.

DJGPM Dummy variable to reflect increased C1 -5.04%
consumer awareness of gas mileage Cc3 3.56%
in the cost of running a new car,
equal to zero from 1954.1 - 1974.4,

1 otherwise,
DM7 2DOCK . . Clé 6.63
DM72DOCK _ } Dummy variable for dock strikes. C16 21,77

1



Name

DM72SS
DM728S_,

DPGAS

DPROP1Z

DRAM

DSEAS]

DSEAS2

DSEAS3

DSPRD

*DTEX

*DTIB

TABLE 2 {continued)

Descrigtion

Dummy variable to reflect steel

strike in import equation; equal
to .5 in 1959.2, 1.0 in 1955.3,

zero otherwise.

Dummy variable for availability
of PGAS series, equal to 1 from
1954.1 to 1957.1, zero otherwise.
(PGAS = price index for gasoline,
motor o0il, coolant, and other
products.,)

Dummy variable for the effect of
Proposition 13 on state and local
indirect business taxes; equals 1
in 1978.3, 0 otherwise.

Dummy variable for the effect on

MRAM of changes in the structure

of reserve requirements on demand
and time deposits., (Part of de-

pendent variable of equation E4.)
(MRAM = reserve adjustment magni-
tude,)

Dummy variable equal to 1 in the
first quarter, -1 in the fourth
quarter, zero otherwise.

Dummy variable equal to 1 in the
second quarter, -1 in the fourth
quarter, zero otherwise.

Dummy variable equal to 1 in the
third quarter, -1 in the fourth
quarter, zero otherwise,

Dummy variable for anomaly in
spread between RCP and RTB; equals
1.0 in 1974,2 and 1974.3, zero
otherwise. (RCP = 4-6 month com-
mercial paper rate; RTB = 90 day
Treasury bill rate.)

Dummy variable to reflect direct
price effects of changes in excise
tax laws in 1965,

Dummy variable to reflect changes
in indirect business taxes.

11

Equation t-statistic

Cls
Cleé

A6

D9

E2-E8,

E2-E8,

E2-ES,

E10

A3

D8

1.73
-0.61

~1.97

-13.36

N.AI

E10 Many
coefficients

E10 "

E10 "

10,87

1.51+
1,30t

16.01
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TABLE 2 (continued)

Name Description Equation t-statistic
*DTP Dummy variable to reflect changes an identity N.A.
in personal taxes,
*DTPR Dummy variable for personal tax an identity N.A,
rate.

DTSI Dummy variable which assumes values Al 5.33%
equal to the revenue effect of D1 -3.18%
changes in social insurance tax law,

DUBEXT Dummy variable for the extension of D5 3.77
unemployment benefits beyond 26
weeks.

DUM74 Dummy variable in IPD0O72 equation; C11 2.90+%

equals 0 in 1954.1 -1973.4, 1 other-
wise. (IPD072 = producers' durable
equipment investment except in
agriculture and production.)

DUM75 Dummy variable in GDEBTP equation; E5 5.09
equals 0 in 1954.1 -1974.4, 1 other-
wise. (GDEBTP = gross public debt
of the U.S. Treasury held by pri-
vate investors.)

DVNDOWN Dummy variable to reflect effects B2 -1.52
of wind-down of Vietnam War on em-
ployment; equals 1.0 in 1970.1 -
1972.2, 0 otherwise,

BVNUP Dummy variable to reflect effects B2 -0.68
of Vietnam War build-up on employ-
ment; equals 1,0 in 1965.3 - 1966.4,
0 otherwise,

D5467 Dummy variable for change in trend A2 10,991
growth of productivity; equals 1 Bl 3.82
in 1954,1 -1967.4, 0 otherwise.

D5864 Dummy variable in JCAP equation; F3 -6.72
equals 1 in 1958,1 -1964.4, 0
otherwise, (JCAP=index of avail-
able capacity in manufacturing.)

D66 Dummy variable in MIBPLUS equation; El1 -2.97
equals 0 in 1954.1 -1965.4, 1 other-
wise. (M1BPLUS = M1B plus total
savings at all depository institu-
tions.)
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TABLE 2 (continued)

Name Description Equation t-statistic
D674 Dummy variable for state income tax D14 2.13

law changes; equals 0 in 1954.1-
1967.3, 1 otherwise.

D6873 pummy variable for change in trend A2 2.50%
growth of productivity; equals 1 in Bl 3,22
1968.1-1973.4, 0 otherwise.

D7074 Dummy variable in JCAP equation; F3 -6.31
equals 1 in 1970.1 - 1974,2, 0 other-
wise, (JCAP=index of available
capacity in manufacturing.)

D711 Dummy variable for state personal D14 0.91
income tax law changes; equals 0 in
1954.1 - 1970.4, 1 otherwise.

D763 Dummy variable in IRC72 equation; C13 -2.93
equals 1 in 1976.3, 0 otherwise.
D79 Dummy variable for change in trend A2 2.50%
growth of productivity; equals 0 in Bl ~0.31
1954,1 - 1978.4, 1 otherwise.
Fair:
Name Description Equation t-statistic
D593 1 in 1959 III; 0 otherwise 11, 13 1.86, 2.70
D594 1 in 1959 1IV; 0 otherwise 11, 13 0.64, 0.50
D601 1 in 1960 I; O otherwise 11 1.89
D651 1 in 1965 I; 0 otherwise 27 2,18
D652 1 in 1965 II; 0 otherwise 27 1,17
D691 1 in 1969 I; 0 otherwise 27 3.65
D692 1 in 1969 II; 0 otherwise 27 5.42
D714 1 in 1971 IV; 0 otherwise 27 2.64
D721 1 in 1972 I; 0 otherwise 27 4.10
DD793 1 from 1979 III on; O otherwise 30 4,20t
DD811 1 from 1981 I on; 0 otherwise 21 6.29

Notes: *Autoregressive equation estimated for this variable for the estima-
tion of exogenous-variable uncertainty in Section IV,

tt-statistics are for explanatory variables that are functions of
the relevant dummy variable and other variables.

N.A. = not applicable.

1) The t-statistics for the Michigan model are as computed for the re-
sults in this paper. They may differ slightly from the values in
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sider, for example, dummy variable DFPR , which plays an iﬁportant role

in the stochastic equation explaining the unemployment rate. It begins to
take on positive values in 1965 I. It is 0 before 1965 I; it is 1 in 1965 1
and increases by 1 each quarter until 1970 IV; it is flat until 1976 I; it
incredases by 1 from 1976 .1 to 1979 IV; and it is flat thereafter. The auto-
regressive equation for this variable was estimated only over the nonzero
observations. The estimated standard error was ,173. This estimated error
is quite low, and so it means that very little uncertainty is assumed for
the variable. It is almost like taking the variable to be fixed.

The DFPR variable links the employment rate of adult men to the overall
unemployment rate. The former is easier to explain than the latter because
the labor force of adult men fluctuates less than does the labor force of
other groups., Thus the Michigan model links a relatively easy-to-explain
variable to a relatively hard-to-explain variable by the use of a time trend
and the DFPR dummy variable. If the comparison method has underestimated
the uncertainty of the DFPR variable, then the uncertainty of the unemploy-
ment rate forecasts will be underestimated.

Another example of the dummy variable problem concerns the key price
equation in the Michigan model, equation A2, which determines PPNF , the
private nonfarm deflator, There are two dummy variables in the equation
that pertain to the price freeze, and there is a productivity trend variable
that is a function of three other dummy variables. One of the latter three
variables takes on a value of 1 between 1954 I and 1967 IV and 0 otherwise;
one takes on a value of 1 between 1968 I and 1973 IV and 0 otherwise; and
one takes on a value of 1 between 1979 I and 1979 IV and 0 otherwise. The
specification of this equation may mean that a fairly large part of the fluc-

tuations in the price deflator is explained by the dummy variables, and if
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this is true, the method will underestimate the uncertainty from the price
equation,

The Michigan model has also used what seem to be questionable explanatory
variables in some of the equations. For example, the discount rate is used
as an explanatory variable in the bill rate equation, It is by far the most
significant variable in the equation. On a quarterly basis the two variables
are highly correlated, but this is because the discount rate generally follows
the bill rate with a lag of a few weeks. The discount rate is not generally
the policy instrument used by the Fed to influence short term rates.1 It
is simply a passive imstrument. Another example of this type is the use of
the mwinimum wage in the wage rate equation. It seems more likely that the
aggregate wage rate affects the minimum wage rate rather than vice versa.

Both the discount rate and the minimum wage are exogenous in the model.

1V, Calculations of the Results

Many steps were involved in obtaining the final results, and it is
easiest to discuss the computation of the results in the order in which they

were done. The results for the Michigan model will be discussed first.

Duplication of the Basic Estimates

Data for the Michigan model were taken from the TROLL version of the

model that was current at the beginning of 1983.2 The specification of this

1Note that if our argument here is correct, many of the policy properties
of the Michigan model are suspect. If the discount rate is treated as exog-
enous for purposes of policy experiments, the interest rate responsiveness
to the policy change is likely to be underestimated.

2We are indebted to Edwin Kuh and Steve Schwartz for providing us with a
tape of the data. We are also indebted to Joane ?ra?y for answering a num-
ber of questions about the model. None of these individuals are accountable
for the results in this paper. We assume responsibility for all errors.
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version of the model is in Belton, Hymans, and Lown (1981) (BHL). The first step
was to duplicate the basic sets of estimates, which we were able to do, For
none of the 61 equations were the differences between our estimates and the

BHL estimates large enough to call into question our duplication of the results.

Initial Stochastic Simulation Results

Given the basic coefficient estimates, the V and S covariance matrices
were estimated. The number of unconstrained coefficients in the model is
345, and so V is 345x345, V was estimated as a block diagonal matrix,
with the blocks being the estimated covariance matrices of the coefficient
estimates of the individual equations.3 The estimation of § required more
thought ( S 1is 61 x61 since there are 61 stochastic equations). The problem
was that estimation periods differ across equations., With three exceptions
the periods ended in 1979 IV, but they generally began with different quarters.
The beginning quarters for the longest and shortest estimation periods were
1954 1 and 1963 I1 respectively., There are two plausible ways to estimate S .
One is to estimate the full S over the period that all the equations have
in common, which is 1963 II - 1979 TV, The other is to take S to be a diagonal
matrix and to estimate each diagonal element using the same estimation period
that is used to estimate the corresponding equation. In this case the diagonal
elements of S would be based on different estimation periods.

In order to see how sensitive the results are to alternative estimates
of S, three stochagtic similations were petformed. These results are
presented in Table 3 for selected variables., The first simulation used the

full S estimated for the common period; the second used the diagonal S

3The 345 coefficients include serial correlation coefficients. These coef-

ficients were treated as structural coefficients, and so the covariance matrix
of the coefficient estimates includes them,
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TABLE 3. Initial stochastic simulation results for the Michigan model

Estimated standard errors of forecasts

1978 1979
I II 111 Iv I II I11 1V

Real GNP

Full S8 - small .39 .55 ,72 .84 .94 1.04 1.17 1.21

Diag. S - small .43 .56 .74 .87 1.0} 1.12 1.23 1.30

Diag. S - large .39 .62 .76 .89 .98 1.08 1.13 1,21
Private nonfarm deflator

Full S - smail .30 .43 .57 .65 .78 .90 .96 1.07

Diag. S - small .29 .41 .53 .65 .75 .85 .96 1,03

Diag. S - large .27 .40 o351 .59 70 .79 90 .99
Unemployment rate

Full S - small .19 .30 .38 .44 .51 .55 .61 .67

Diag. S - small .22 .30 .38 .45 S50 57 .66 .72

Diag, S - large .23 .35 44 .54 .58 .65 .72 .76
Bill rate

Full S - small .38 .46 .60 .72 .71 69 77,96

Diag. S - small .34 .46 .62 .73 69 .63 .72 .94

Diag. S - large .41 .48 .58 .70 £9 .71 .80 .91
Money supply

Full S - small .73 1,16 1,49 1.79 2.07 2,32 2,54 2.66

Diag. S - small .75 1,32 1,78 2,12 2.47 2,77 2,98 3.20

Diag. § - large .76 1,28 1.74 1.99 2,29 2,57 2.77 2,89

Notes: 1} Stochastic simulation is with respect to error terms only,
2) 250 trials for each set of results.
3) Full S - small = Full S estimated for 1963 II -1979 IV period,
Diag. S -small = S taken to be diagonal. Estimation period for
diagonal elements is 1963 II -1979 IV,
S taken to be diagonal. Estimation period for
each diagonal element is the same as the period
used to estimate the corresponding equation.
4) All errors are in percentage points, Errors for real GNP, the
GNP deflator, and the money supply are percents of the forecast
means,

mon

Diag. S - large
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estimated for the common period; and the third used the diagonal S esti-
mated-using the different estimation periods. The period of the simulation
is 1978 I -1979 1V, The number of trials for each stochastic simulation
was 250, These simulations were with respect to draws from the error terms
only, since this is all that is of interest with respect to the S matrix.
As can be seen, the results are not very sensitive to the alternative S
matrices. For the rest of the results in this paper S has been estimated
as a diagonal matrix with the estimation period for each diagonal element
being the same as the period used to estimate the corresponding equation,
Although the estimation periods for the Michigan equations ended in
1879 1V, the data base contained data through 1982 I. Some of the observa-
tions for 1982 I did not seem sensible, but the data through 1981 IV seemed
good. The Michigan model was reestimated through 1981 IV, Specifically,
new coefficient estimates were obtained along with new estimates of V and
5 . In order to see how sensitive the stochastic-simulation results are
to the different estimation periods, two stochastic simulations were performed
using the two sets of estimates. The simulation period for both simulations
was 1978 1 -1979 IV; both simulations were based on 250 trials; and both
simulations were based on draws of error terms and coefficients. The results
for selected variables are presented in Table 4. These results are also
fairly close, which means that it does not make much difference which set
is taken to be the basic set of estimates of the model. We decided to stay
with the first set of estimates (i.e., the estimates through 1979 1V}, since

this is the set presented in Belton, Hymans, and Lown (1981). We did, how-

41¢ sometimes happens that a particular draw fails to result in a solution

of the model. 1In this case the trial is discarded. There were no failures
for the a-row simulation, There was one failure for the b-row simulation,
and so the number of trials for this simulation was 249 rather than 250.
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TABLE 4, More initial stochastic simulation results
for the Michigan model

Estimated standard errors of forecasts

1978 1979
1 II 111 18Y I 11 111 v

Real GNP

Basic .46 .61 .78 ,91 L99 1,11 1.23 1.39

Extended .55 .68 .82 .95 1.11 1.27 1.43 1.58
Private nonfarn

Basic .28 .40 .53 66 .74 .88 1.01 1.17

Extended .32 .46 .56 67 .79 92 1.04 1.20
Unemployment rate

Basic .25 .36 .45 .54 .61 .66 .74 .84

Extended .24 .35 .43 .49 .58 .65 .72. .81
Bill rate

Basic .41 57 .73 .96 1,02 1,06 1.26 1.49

Extended .49 .61 .75 1.08 1,11 1,03 1.21 1.51
Money supply

Basic .88 1,51 2.10 2.67 3.18 3,42 3.87 4.58

Extended 94 1.65 2.15 2.63 3.11 3,53 3.89 4.32

Notes: 1) Stochastic simulation is with respect to error terms and coef-

ficient estimates,

2) 250 trials for each set of results.

3) S matrix is taken to be diagonal,

4) Basic = estimation periods end in 1979 1V.
Extended = estimation periods end in 1981 IV,

5) All errors are in percentage points. Errors for real GNP, the
GNP deflator, and the money supply are percents of the forecast
means.
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ever, use the data through 1981 IV for the successive reestimation and sto-

chastic simulation of the model that is discussed below.

Uncertainty with Respect to the Error Terms and Coefficient Estimates

Table 5 contains the main results of this paper. The values in the
a rows are stochastic-simulation estimates of the forecast standard errors
based on draws of the error terms only. The values in the b rows are
based on draws of both error terms and coefficients. The results are based
on 250 trials for each of the two stochastic simulations;4 The coefficient
estimates and the estimates of S and V that were used for these simula-
tions are based on the estimation periods that ended in 1979 IV. The

simulation period is 1978 1 -1979 IV, In terms of the notation in Section II,

5

the b-row values are values of E;tk .

Treatment of Exogenous-Variable Uncertainty

Eighth order autoregressive equations were estimated for 48 exogenous
variables in the model. The variables and estimation periods are listed in
Table A in the Appendix. Of the 39 dummy variables listed in Table 2, 5
had equations estimated for them. These are indicated by an asterisk in
Table 2. Two stochastic simulations were performed with respect to exog-
enous-variable uncertainty. The first was based on the assumption that the
errors for the exogenous variables pertain to chaﬂges in the variables, and
the second was based on the assuﬁption that the errors pertain to the levels
of the variables, These two assumptions are discussed in Section II. Both
simulations were based on draws for the error terms, coefficients, and

exogenous-variable errors, and both were based on 250 trials.6 The results

SAs indicated in note 2) to Table 5, most of the errors are in units of per
cent of the forecast mean., See the discussion in Chapter 8 in Fair (1984)
for the exact way in which the percentage errors are computed.

6There were no failures of the model to solve for the c-row calculations.
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TABLE 5 (continued)

Notes: a = Uncertainty due to error terms.
b = Uncertainty due to error terms and coefficient estimates.
¢ = Uncertainty due to error terms, coefficient estimates, and
exogenous-variable forecasts.
d = Uncertainty due to error terms, coefficient estimates, exogenous-

variable forecasts, and the possible misspecification of the
model,
j = The total estimated variance was negative.

1) 250 trials for each stochastic simulation.

2) Errors are in percentage points except for inventory investment,
where the errors are in billions of 1972 dollars at an annual
rate. Errors for all variables except the unemployment rate, the
bill rate, and inventory investment are percents of the forecast
means.

3) The exact variables tabled for each model are the following. See
Belton, Hymans, and Lown (1981) for the Michigan notation, and
see Fair (1984) for the Fair notation. The variables for the
autoregressive model are the same as those for the Michigan model.

Michigan Fair
Real GNP GNP72 GNPR
Private nonfarm deflator PPNF P
Nominal GNP GNP GNP
Unemployment rate RUG: UR
Bill rate RTB RS
Money supply M1BPLUS M1
Consumer expenditures, services CS72 CS
Consumer expenditures, nondurables CN72 CN
Consumer expenditures, durables C72-Cs72-CN72 CD
Housing investment IRC72 IH
Nonresidential fixed investment IBF72 IK
Inventory investment TINV72 v
Imports M72 IM
Wage rate JCMH W
Profits - YCP I

f
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are presented in the c-rows in Table 5. The results in the left half of
the table are for the change assumption, and the results in the right half
are for the level assumption, In terms of the notation in Section II, the

4
c-row values are values of Gitk .

Uncertainty from the Possible Misspecification of the Model

For the misspecification results the Michigan model was estimated and
stochasticaily simulated 27 times., For the first set, the estimation period
ended in 1974 IV and the simulation period began two quarters later in 1975 II,
For the second set, the estimation periods ended in 1975 I and the simulation
period began in 1975.111. For the final set, the estimation periods ended
in 1981 II and the simulation period began in 1981 IV, The beginning quarters
for the estimation periods remained unchanged from those for the basic period.
The length of the first 20 simulation periods was eight quarters, Since
the data ended in 1981 IV, the length of the 21st simulation period, which
began in 1980 II, was only seven quarters, Similarly, the length of the 22nd
period was six, and so on through the length of the 27th period, which was
only one quarter., For each of the 27 sets of estimates, new estimates of
V and S were obtained. Each of the 27 stochastic simulations was based
on 50 trials.7

These results produced for the one-quarter-ahead forecast for each endog-
enous variable 27 values of the difference between the estimated forecast-
error variance based on outside-sample errors (i;e., the squared forecast
errors) and the estimated forecast-error variance based on stochastic simu-
lation, The average of these 27 values was taken for each variable. In terms

of the notation in Section II, this average is Eﬁl , where the i refers

7Of the 27 x50 = 1350 trials, 5 failed to result in a solution of the model.
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to variable i , and the 1 refers to the one-quarter-ahead forecast, The

total variance for the one-quarter-ahead forecast of variable i is
n2

&2 . . . . . .

Sit1 + Eil , which in terms of the notation in Section II 1is Oie1 For
the results in Table 5, t is 1978 I, and the d-row value for 1978 I for
each variable is the square root of aitl . The calculations for the two-

quarter-ahead forecasts are the same except that there are only 26-values of

the difference between the two estimated variances for each variable, Simi-

larly, there are only 25 values for the three-quarter ahead forecast, and so on.
The d-row values in Table 5 take into account the four main sources of

uncertainty, and they are the values to be compared across models. This

will be done in Section V. Two sets of d-row values are presented in Table

5 for each variable. The first is for the change assumption regarding the

exogenous variables, and the second is for the level assumption, The E&k

values are the same for both sets of results, but the c-row values (i.e.,

3
the values of CIpeN } are not.

Outside-Sample Root Mean Squared Errors

For the misspecification calculations one has for each variable 27
one-quarter-ahead outside-sample forecast errors, 26 two-quarter-ahead
outside-sample forecast errors, and so on. From these individual errors,
one can calculate root mean squared errors. The results of doing this are
presented in Table 6, The RMSEs in Table 6 and the d-row values in Table
5 differ in two major respects. First, the d-row values take into account
exogenous variable uncertainty, which the RMSEs do not. The outside-sample
errors that are used for the RMSE results are all based on actual values
of the exogenous variables. Second, the d-row values are for a particular
quarter--1978 I for the one-quarter-ahead forecast, 1978 II for the two-

quarter-ahead forecast, and so on. The RMSEs are averages across all the



TABLE 6, Root mean squared errors of outside-sample forecasts

for 1975 II - 1981 IV for the three models

Number of quarters ahead

29

1 2 3 4 5 6 7 8

Real GNP

Michigan . 80 1.11 1.37 1,36 1,34 1.58 2.53 3.62

Fair .83 1.24 1.66 2.02 2.38 2.68 2.99 3,40

ARS8 1.14 1.75 2.20 2.20 2,23 2,38 2.73 3.03
Private nonfarm deflator

Michigan .36 .46 .51 .68 .82 .95 1.11 1.30

Fair .69 1.18 1.64 2,17 2,62 3.03 3.47 3.87

ARB .72 1.26 1.92 2.93 3.80 4.57 5.09 5.24
Nominal GNP _

Michipgan 1.06 1.46 1.66 1.49 1,63 1.97 2.84 3.90

Fair .96 1.38 1.86 2,22 2.54 2.79 3,01 3.28

ARS8 1.28 1.90 2.38 2.49 2,70 3.18 3.82 4.29
Unemployment rate

Michigan . 34 .54 .70 .77 .77 .66 .78 1,24

Fair .41 .66 .83 1,14 1,27 1.38 1.48 1,62

ARS8 .34 .54 .70 .81 .88 .93 1.01 1,07
Bill rate

Michigan .78 1.04 1.15 1.29 1.42 1.45 1.42 1.42

Fair 1,28 2,05 2.30 2.44 2.58 2.74 2.90 3.08

ARS8 1.57 2.58 2.75 3.09 3.42 3,65 3.87 4,04
Money supply

Michigan 1.60 2.20 2.78 2.64 4,37 5.15 6.10 6.95

Fair 1.43 1.86 2.08 2.45 2.63 2.85 3.10 3,02

ARS8 2.22 3,66 4,61 5.83 6.76 B.23 10,25 11,85
Consumer expenditures, services | .

Michigan .46 72 .90 1.11 1.33 1.60 1.92 2.19

Fair .40 .64 .98 1.31 1.56 1.87 2.21 2.54

ARS .50 .80 1.05 1.33 1.63 1.92 2,29 2,58
Consumer expenditures, nondurables

Michigan . 89 1,33 1.61 1.83 2.17 2,51 2,96 3.42

Fair .82 1,08 1,21 1.43 1.58 1.59 1.57 1.65

ARS8 .87 1,34 1,40 1.27 1.46 1.64 1.86 2,01
Consuner expenditures, durables

Michigan 3.58 4,04 5,10 4,89 5.60 6.79 8.31 9.69

Fair 3,32 4,14 5.67 7.04 8.52 9,67 10.97 12.47

ARS8 4.53 5.84 6.81 7.22 7.78 8.55 9,74 10,41
Housing;jnvestment '

Michigan 5.65 9.05 10.30 11.18 13.48 16.61 20.41 23,62

Fair 5,39 8.57 9.69 10,65 12.41 14.33 15.70 17,12

ARS8 6.88 11.91 13,26 12,42 11,35 12.10 14,03 14.43
Nonresidential fixed investment

Michigan 2.66 4.58 6,09 6,39 5,63 7.28 14.99 32.03

Fair 2.52 3.08 3.99 4.56 5,66 6.64 7.54 B8.51

ARS 2.32 2,90 4,23 4,52 4,56 4.61 4.59 4.61
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TABLE 6 (continued)

Number of quarters ahead
1 2 3 4 5 6 7 8

Inventory investment

Michigan
Fair
AR8

Iggorts
Michigan
Fair
ARS8

Wage rate
Michigan
Fair
ARS8

Profits
Michigan
Fair
ARS8

6.14 6.72 7.41 7.67 7.05 6.25 6.44 7.57
6.20 7.64 8.44 8.60 9.04 9.24 8.44 9.92
6.96 7.95 8.51 8.33 8.79 9.07 9.08 8.98

3.83 5.05 5.75 6.33 6.86 7.58 8.99 10.63
3.89 6.02 8.15 9,96 11.76 13.27 15.46 17.28
5.33 8.06 10.33 12.55 14.10 15.26 16.43 18.42

.29 .48 .67 .83 .94 1.11 1.27 1.49
57 .89 1.24 1,58 1.92 2.24 2,59 3.00
.44 .78 1.10 1.44 1.88 2,27 2.71 3.21

5.84 7.31 9.08 g.04 8.99 9.3 16,24 27.80
7.21 8.79 9,98 10.66 11.80 12.73 13,96 14.57
9,59 16.56 23.86 28.99 32.15 35.25 38.84 41,71

Notes: 1)
2)

3)

4)

5)
6)

The results are based on 27 sets of coefficient estimates for
each model.

Each prediction period began two quarters after the end of the
estimation period.

The predicted values used were the mean values from the 27 sto-

chastic simulations to get the dik values for each model.

There are 27 observations for the one-quarter-ahead forecasts,
26 for the two-quarter-ahead forecasts, and so on.

See note 2) to Table 5 for the units of the errors.

See note 3) to Table 5 for the notation for the variables.
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quarters--27 quarters for the one-quarter-ahead forecast, 26 quarters for
the two-quarter forecast, and so on. The RMSEs do.not take account of the
fact that forecast-error variances vary across time. If the variances did
not vary across time and if there were no exogenous variable uncertainty,
the d-row values and the RMSEs would be the same except for stochastic-
simulation error.

Aithough the d-row values are better than the RMSEs for comparison

purposes, the RMSE results in Table 6 provide a rough check on the results
in Table 5. If a particular d-row value differs substantially from the cor-

responding RMSE, it is of some interest to determine why this is.

Results for the Fair Model

The results for the Fair model in Table 5 are taken from the results
in Fair (1984). For the results in Fair (1984) the d-row values were based
on 51 sets of estimates of the model, For the present results only the rele-
vant 27 sets of these estimates were used. The values in the a- and b-rows
in Table 5 for the Fair model are exactly those in Table 8-2 in Fair (1984),
although in the present case results for more variables are tabled. The
values in the c-rows in the right half of Table 5 differ slightly from the
c-row values in Table 8-2 because a different sequence of random draws was
used for the present results, The differences are thus due to stochastic-
simulation error. The values in the c-rows in the left half of Table 5 are
new., The change assumption with respect to the exogenous-variable errors
was not used for the work in Fair (1984). Remember that the Eik values
that are used for the Fair model in Table 5 are different from those used

in Table 8-2 because they are based on 27 sets of estimates rather than on 5l.
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Results for the Autoregressive Model (AR8)

The Michigan data base was used for the autoregressive model. The
estimation periods are the same as those for the Michigan model.8 The model

consists of a set of eighth-order autoregressive equations with a constant

term and time trend. The equations are completely separate from each other.
The same steps were followed for the autoregressive model as were followed
for the Michigan model except that 100 rather than 50 trials were used for
each of the 27 sets of stochastic simulations, The results for the autore-
gressive model are also presented in Tables 5 and 6. There are no c-row

values for this model because there are no exogenous variables except for

the time trend.

A Digression about Stochastic-Simulation Error

Some evidence about the size of stochastic-simulation error is avail-
able from the present results. First, there are two sets of c-row values
in Table 5, and the one-quarter-ahead values for each set should be the same
for each variable aside from stochastic-simulation error. (The change versus
level difference does not affect the one-quarter-ahead results,) Different
random draws were used for the two sets. As can be seen in Table 5, the
simulation errors are fairly small. Some of the larger errors for Michigan
are 1,43 vs, 1.19 for durable expenditures, 2.40 vs. 2.29 for housing in-
vestment, and 4.26 vs. 3,90 for profits. Some of the larger errors for Fair
are 2.10 vs. 2.36 for durable expenditures, 1.75 vs. 1.95 for nonresidential

fixed investment, 1.96 vs. 2.11 for imports, and 6.86 vs, 6.34 for profits,

8Five of the variables for which autoregressive equations were estimated are
determined by identities in the Michigan model--real GNP, the GNP deflator,
nominal GNP, consumer durable expenditures, and nonresidential fixed invest-
ment. The estimation period used for these variables is 1956 I -1979 1V,
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Second, the values in the c-rows in the right half of Table 5 for the
Fair model should be the same as the c-row values in Table 8-2 in.Fair (1984)
aside from simulation error. Both sets of results are based on 250 trials,
but the random-variable draws were different. The comparisons for the eight-
quarter-zhead results are: 1.60 vs. 1.66 for real GNP, 1.13 vs, 1.15 for
the GNP deflator, .82 vs. .91 for the unemployment rate, 1.40 vs. 1.37 for
the bill rate, 2.28 vs. 2.44 for the money supply, 1.94 vs. 1.97 for the
wage rate, and 15.00 vs., 13.93 for profits.

Although simulation error is certainly not close to zero for the present
results, it seems small enough so as not to affect the basic conclusions

that are drawn from the results.

A Digression about Computer Work

The Fair-Parke program (1984) was used for all the computations in this
paper. Once a model is set up in the program, all the estimation and sto-
chastic simulation that are needed for the results in Table 5 can be done
with a few commands. The program provides an easy way to debug the setting
up of the model, and once this debugging has been done, few other errors
are likely to arise.

The computer work was done on an IBM 4341 at Yale. The computer time
needed for the estimation of the Michigan model was trivial because the esti-
mation technique is simply ordinary least squares. With respect to solution
times, the time needed to solve the model for one quarter was about .9 seconds,
although this time could be considerably lowered. The Fair-Parke program
has an option for efficient coding of the subroutines that are needed to
set up the model in the program. This option was not used for the Michigan
model. It was used for the Fair model, and the solution time for the Fair

model was about .2 seconds per quarter. It is likely that the Michigan time
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could be lowered to about this value with efficient coding. The total time
for an eight-quarter stochastic simulation using 250 trials at .9 seconds
per quarter is 250 x 8 x ,9 = 1800 seconds, or about 30 minutes. Each of the
a-, b-, and c-row calculations for Table 5 thus took about 30 minutes for
the Michigan model, since there is little to the calculations other than
solving the model over and over. With efficient coding this time could be
reduced to about 7 minutes, which is about the time taken for the Fair-model

calculations.

V. Discussion of the Results

Sensitivity to Exogenous-Variable Assumptions

The Michigan results in Table 5 are in general much more sensitive to
the two assumptions about exogenous-variable uncertainty than are the Fair
results, The Michigan c-row values for the change assumption, which are
in the left half of the table, are in many cases much larger than the cor-
responding values for the level assumption, which are in the right half of
the table. This is unfortunate from the point of view of the method because
it makes comparisons more difficult. As discussed in Section II, the change
assumption may be a better approximation, and we have concentrated on the
change-assumption results in the following discussion. This is the worst
case for the Michigan model. Michigan does best for the RMSE results in
Table 6, which are based on the assumption of no exogenous variable uncer-
tainty. The results in Table 5 for the level assumption are in between the
RMSE results in Table 6 and the results in Table Sifor the change assumption.

It should be noted that the sensitivity of the Michigan results to the
exogenous-variable assumptions is not due to the fact that the model is

heavily tied to dunmy variables. All but four of the dummy variables have
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been taken to be fixed for the calculations. The sensitivity instead indi-
cates that the Michigan model is more heavily tied to non dummy exogenous
variables than is the Fair model. This is probably due to the fact that

variables like the discount rate and the minimum wage rate have been taken

to be exogencus,

Michigan versus Fair

The top half of Table 7 contains for each variable and quarter the
ratio of the Michigan d-row value in Table 5 to the correspeonding Fair d-row
value., {(In what follows M denotes the Michigan model and F denotes the Fair
model.) The feollowing is a discussion of the results in Table 7.

1, In general M is worse relative to F the further is the length ahead
of the forecast. For real GNP, for example, M is better than F for the first
five quarters are worse than F for the remaining three.

2, The best variable for M is the private nonfarm deflator, where M
is about three times more accurate than F. M is also more accurate than F
for the wage rate, although not by as much as for the price deflator.

3. M is considerably better than F for the bill rate except for the
eight-quarter-ahead forecast, where F is slightly better. F is considerably
better than M for the money supply.

4. With respect to the components of GNP, F is better than M for the
three consumption variables, housing investment, and nonresidential fixed
investment, M is better than F for inventory investment and imports. F
is thus in general better than M with respect to the components of GNP,
There is, however, more error cancellation for M than for F with respect
to the predictions of real GNP. As noted above, M is actually better than
F for the first five quarters for real GNP. For nominal GNP F is better

than M for all but the four-guarter-ahead forecast.
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5., For the unemployment rate M is better than F for the first six quar-

ters and worse for the remaining two. The same is true for profits.

Michigan and Fair versus Autoregressive

The bottom half of Table 7 presents the M versus autoregressive and
F versus autoregressive ratios. (In what follows ARS8 denotes the autoregres-
sive model.) The d-row values in Table 5 for AR8 are not sensible for the
unemployment rate and nonresidential fixed investment. It sometimes turns
out‘in the successive reestimation and stochastic simulation of the model
that the stochastic simulation estimates of the variances are on average
much larger than the estimates based on outside-sample errors. This results
in large negative values of Eik , and these values when added to the square
of the c-row values (or b-row values in the case of AR8) can yield negative
values of the total variance, which is not sensible. What this means 1is
that the sample is not large enough to produce sensible results. This prob-
lem occurred for the unemployment rate and nonresidential fixed investment
for AR8, and so these two variables have been omitted from the bottom half
of Table 7.

The results in Table 7 in general show that M and F are better than
ARS. The main exceptions are as follows. M is worse than AR8 for real GNP
for the last four quarters, for nominal GNP for the last three quarters,
for nondurable consumption for all quarters, and for durable consumption
and housing investment for the last four quarters. F is worse than ARS8 for
treal GNP for the last five quarters, for durable consumption for the last

four quarters, and for inventory investment for all but the first quarter,
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General Remarks

1f the current results are taken at face value, they are obviously mixed.
M and F are generally better than ARS8, but there is no obvious winner between
M and F. M is much better than F for the price deflator and the wage rate.
M is also much better than F for the bill rate except for the last quarter.
F is much better than M for nondurable consumption, housing investment, non-
residential fixed investment, and the money supply. For the other variables
the results are closer,

When all is said and done, however, one may not want to take the current
results at face value. There are at least three reasons for this. First,
the results are sensitive to the assumptions about exogenous-variable uncer-
tainty. M is more sensitive than F to the exogenous-variable assumptions.
If the change assumption has overestimated exogenous-variable uncertainty,
then the results are biased in favor of F. If, on the other hand, the change
assumption has underestimated uncertainty, which may be true for variables
like DFPR (see the discussion in Section III), then the results are biased
in favor of M. _

Second, the heavy use of dummy variables in the Michigan model may have
biased the results in favor of M. As noted in Section III, there are a number
of dummy variables in the Michigan price equation, and at least part of the
good showing by M for the price deflator may be due to this. The same problem
may also exist for the unemployment rate, whose equation is heavily tied to
the use of a dummy variable (again, see Section III).

Third, the misspecification estimates are based on only 27 observations,

which is a fairly small sample. More observations are needed before much

can be said.
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vi. Conclusion

This study has shown that it is feasible to use the method in Fair (1980)
to compare relatively large structural models. Our results suggest, however,
that the method may not be well-suited to models that are heavily tied to
exogenous variables, in particular to dummy variables. In this sense
the Michigan model has not been a good model to use. Many questions remain
about the relative merits of the Michigan and Fair models. If the method
were applied to other models the results might be more conclusive. Other
comparisons are needed before the potential usefulness of the method can

be ascertained,and we hope this study will stimulate more work of this kind.
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TABLE A. Exogenous variables of the Michigan Model for which
autoregressive equations were estimated

Variable Estimation Period Variable Estimation Period
AUTOSTZE 1956:1 - 1979:4 PFP 1956:1 - 1979:4
BTRP " PGAS 1959:1 - 1879:4
DFPR 1967:1 - 1979:4 PIINV 1956:1 - 1979:4
DTEX 1956:1 - 1979:4 PM "

DTIB " PX "

DTP " RDIS "

DTPR 1956:2 - 1979:4 RRDEM "

EGOY 1956:1 - 1979:4 SDR 1972:1 - 1879:4
GAID " SLCSF 1956:1 ~ 1979:4
GFD " TCFR "

GFO " TCO "

GOLD " TDEPRAG "

GSL " TDEPRNC "

GTRF 1 TDEPRO "

GTROF " TDEPRQ n

GTRSL " TITCR n

IVA " TSIFR "

JGPM " TSISL "

JICS " WCEIL "

KCAC a WUSMIN "

KCCA " X72 n

MBASE " YGWS "

PAUTQ " YPINT "

PCRUDE " YPRENT "

Note: GSee Belton, Hymans, and Lown (1981) for a description of the variables.
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