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THE DISTRIBUTION, WHEN THE RESIDUALS ARE SMALIL,

OF STATTSTICS TESTING OVERIDENTIFYING RESTRICTIONS

by

¥

Joseph B, Kadane

Absﬁzact

In the estimation of simultanecus equation econometric meodels,
overidentifying restricticns ilmprove estimates of the remaining parameters.
Natural test stabtistics for the hypothesis that an equation is overiden-
tified have been developed by Anderson and Rubin and by Basmann. If the
residuals are jointly normzl, serizlly uncorrelated, and small, both the
above gveridentiliosrtion test statistic bave the Snedecor F distridution
asymptotically as the variance of the residuals gets small., This gives
analytic confirmation of Monte Carlc results of Basmenn. The results
given apply *o linear models in which predetermined variables can be exo-

genous or lagged endogenous.

1. Introduction

S s S e £

Anderson and Rubin [L] found that the likelihood ratio statistic
for testing the overidentifying restrictions on a single equation in a

system of simulteneous eguations is equivalent to the smallest root. A,

*The research described in this paper was carried out under a grant from
the National Science Foundstion.



of the determinental equation appearing in the theory of the limited
information {single equation) meximum likelihood estimator. They
also proposed a conservabive test of significance for A s comparing

Ik {A-1} with an F distribution with K, sud T-K degrees of

K

freedom and rejecting for large values. (Here T is the sample
size, K the nuwber of predevermined variables in the system and
Ké the mumber of predeteroined varisbles excluded from the equation

in question.}
In 8 later paper, Anderson and Rubin [2] found that T(i-1)

'D
has a large-sample msymptotic X~ distribution with I degrees of
freedom where L ig the degres of overidentifieation.
Basmsnn (4] pointed out the difficulty that the proposed con-

servative test for A doss not colncide with the large-sample test
, _ . o , N T-K
as the sample size incrsases and proposed that = (lwl) be compared

te s F  distribubicon with I apd 'T-X degrees of freedom. He
Justified this propesal on hewristic grounds, and referred to an un-
publizhed Monhe-Carle study [3] which supports his proposal at one
set of parameter and exogencus variszble values. His criticism does
not imply that Anderson and Rubin erred, but rather that their pro-

posed test of significssce is vary conssrvative.

Additionally he proposed a slightly different test statistic
iy { ﬁ + 1 in the notation of [4]) based on two-stage least squares

(GCL) estimztes of structural parameters, and proposed the same test
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of significance for 2 compare 255 (iwl) to an F distribution

with L and 7T-X degrees of freedom. The Monte Carlo study reported
in [4] strongly supported this approximation to the distribution of
-

In a later article Basmann [5)] derived the exact distribution
of K for a special case. Finally Richardson [7] derived the excat
distribution of X in two special cases (of which one was the same
&s that of Basmenn sbove) and showed that A has the asymptotic dis-

tribution conjectured by Basmann in [3] as “the concentration parameter™
-2 .
g~ spproaches infinity.

The purpcse of this peper is to demonstrate that the dis~
tribution (for both statistics) originally conjectured by Basmenn is
the first order term of a (random) Taylor series expansion as the

variance of the residuals in the model approasches :zero (which im-

plies that Richardscn's ﬁ? + = ,) Basmenn's conjecture is established,
in this sense, for any linear simultaneous equation model of any size.
The results here apply %o models with or without lagged endogenous

variables appearing as predetermined varisbles,

Paylor series of this type (called smell-g asymptotics)
are a useful general method for studying small-gample properties“of
econometric statistics. Intuitively the idea of smalli-¢ ssymptotics
is that the mcdel is gebtting increasingly good a8 o + 0 . This is

a more nabural ideal case for many regression problems than the usual



T

large sample case. Other work [6] applies small-o asymptotics to

the comparison of alternative econometric estimators.

2. Btatement of Theorem

Let the complete system
(1) YB+ Il + oll = O

have a possibly overidentified {but certainly identified) first egua-

ticn

(2) ¥y o= Ylﬂ + Z.l*y + gu

vhere Y is a T x ¢ matrix of endogenous variables, partitioned

is "I‘xG»l and Y,’E is

Y = {y, Y YE) where ¥y :is T .x i, ¥

Tx G, (G= G, + G, + 1) ; 2 is a T x K matrix of predetermined

2 2

variables, partitioned Z = (le ZQ) where Z, is T x K, and

1

z, is Tx K, (K = L K:E) ;5 B is a non-singular G x G matrix

of parameters with first column (-1, B*, 0!} where -1 is a num-

ber, B is 1x(}1 and O is a lx:Ge veetor of zeros; I is

a X x ¢ matrix of parameters with first column (y*, 0') , where

vy is lx.‘l{l and 0 is a :Lx}{2 vector of zeros; U'isa Tx G

matrix of jointly normsl residuals with zero means and covariances

Eu, 1, and o is a (small) positive number. The

pi% 1y = 93300y



-5,.,.
B
general k-class estimate of y is

. X, - kKVV Y

'
1 1

1
B =
Y/ x 2y 4 z; Al y

where V =PF)Y and P, =1~ X(X'X)_1X’ is the projection onto the

space orthogenal to the columns of X , for any matrix X . As is
well-known, the two-stage least squares (GCL) estimste, corresponds
to k=1, and limited information (single equation) maximum like-
lihood corresponds to k = X , where
! 1 At 1 A
B*YkPZ p 5*Y¥P211¥5*

(1) A= Min et =
Px E’*Y*szaﬁ* PaTxt ZY*B*

and Y, = (v, Yl) R

Al A A
B, in (4), when normalized, can be written as (-1, BA) vhere B,

is limited information maximum likelihood estimator of B . The
identifiability test statistic associated with limited information maximum
likelihood is X . The identifiasbility test statistic sssociated with

)
two-stage least squares, A is A above with (-1, 31), the two

l 3
t A
stage least squares estimate for (-1, B ), substituted for B .

Now we can state
Theovem: Asymptotically as & — 0 ; )k and Ll each have the same

2
distribution as 1 + xl/x2 where X, has s 7( distri-

1



bution with L degrees of freedom, independent of Xé
')LE , \
which has & distribution with T-K degrees of free-
dom.
Actually the proof applies to any k-class estimator where k = Op(l)

as ¢ + 0 . In perticular, the analogous statistics with ordinary
least squares or Nager®es unbiased k-class estimators have the above

distribution.

3« Proof of Theorem

Lemma 1: A = Qp(l) 88 o + O

Proof

o g E oy
B Y,F, Y,B
1< =Min -

| | -~
a B Y*Pﬁf*ﬂ

(~yt + B“Yi)?zl( -y +Y,8)

ST TR, (7 7 1;8)

From (2), (-y + xip) = ~Zy - ou o Also

P, %2, =P 2o =0 .

Zl 1 Z 1l
Hence
$ ]
(] u,PZlu, 1n leu



In the case when the predetermined variables Z are in fact exogenous
{and hence considered constant), the proof of lemma 1 is complete,

as the expression on the right hand side of (5) is a random variable
not involving ¢ . In the case in which lagged endogenocus variables
are permitied as predetermined variables, however, more explanation

is requiredo

Write Z =R + oS . in general, where R is constant and
8 1is = random veriable, dependinmg on the lag structure; not involving

¢ « Theo since Z is partitioned Z = (7‘13 z2) , R and S can
be partitioned conformably as R = (Rl, 3.2) apd S = (s.l‘9 82) .

Now

Hence {5) can be written

1 e
u PRlu + OP(U)

>
wh u+ Op(o)

L<a< aop(l) o QED.

Similarly, the reduced form for & lag structure can be written
[Ylji le] = Kb UV*

where X 1is constant and is the space spanned by R , and v¥ is

a random variable not involving ¢ o



Lepma 2

(8), () s oy e g

[In particular, Lemms 2 applies if k =1 and if k = A (using

Lemma 1),]
Proof

(v, 0) = B,[¥), 2,1 = B,[X + o¥'] = oR, V¥ .
Hence using (3),
(f;)k = (g) + o{(X + oV) (X + ov*) - kozv*’z’zv*}”l[x“ - o(x-krz)v*‘}u
= (5) + o(xX) " Xu + op(ce) if k= Op(l) QED.

Using Lemms 2,

A =] 0 o
P, Y.B =P(y,Y)(>+ao”. Xtu + 0_{c")
Z, ¥k T4y 1 B - P

where (X'X)wl = |5,
o

P, YyB, = B, {-y + Y,B + o¥;XX'u + Op(aa)l
1 1

1

P [-»Zly - gu + gYf

2 K+ op(aa)} (from (2))

I

i

*!
E, {~ou + oY, X X'u +0Z

*¥*3u + 0_(c2))
1 P

X

fi

2
-chZlPXu + Op(cr ) .



So
Ueu’PxPZ qu+op(05)
A = = 1 3
o u'P. P Pou +0P(c )
u*P_u ut{P, - P_Ju
X _ X "R
- uEPZﬁ‘+ QP(U) =1+ uiERu + QP(U)

P, and (PX ~ PR) are projections and PR(PX - PR) = Q0 sinece

X is in the space spanned by R . u'[P, PR]u and u'Bou are

therefore independent XE distributions with degrees of freedom

‘tr(PX - PR) =1L and trPR = T-K respectively. - This completes the

proof of the theorem.
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