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Purpose: To investigate anatomical differences across individual subjects, or longitudinal changes in
early brain development, it is important to perform accurate image registration. However, due to fast
brain development and dynamic tissue appearance changes, it is very difficult to align infant brain
images acquired from birth to 1-yr-old.
Methods: To solve this challenging problem, a novel image registration method is proposed to align
two infant brain images, regardless of age at acquisition. The main idea is to utilize the growth
trajectories, or spatial-temporal correspondences, learned from a set of longitudinal training images,
for guiding the registration of two different time-point images with different image appearances.
Specifically, in the training stage, an intrinsic growth trajectory is first estimated for each training
subject using the longitudinal images. To register two new infant images with potentially a large age
gap, the corresponding images patches between each new image and its respective training images
with similar age are identified. Finally, the registration between the two new images can be assisted by
the learned growth trajectories from one time point to another time point that have been established
in the training stage. To further improve registration accuracy, the proposed method is combined
with a hierarchical and symmetric registration framework that can iteratively add new key points in
both images to steer the estimation of the deformation between the two infant brain images under
registration.
Results: To evaluate image registration accuracy, the proposed method is used to align 24 infant
subjects at five different time points (2-week-old, 3-month-old, 6-month-old, 9-month-old, and 12-
month-old). Compared to the state-of-the-art methods, the proposed method demonstrated superior
registration performance.
Conclusions: The proposed method addresses the difficulties in the infant brain registration and
produces better results compared to existing state-of-the-art registration methods. C 2015 American
Association of Physicists in Medicine. [http://dx.doi.org/10.1118/1.4922393]

Key words: infant brain registration, correspondence detection, hierarchical and symmetric
registration

1. INTRODUCTION

In the first year of life, the infant brain undergoes rapid growth
development. For instance, the size of the neonatal brain is

roughly 380 to 420 cm3, which is approximately 1/4 to 1/3
the size of an adult brain.1 More specifically, in the first year
of life, the total size of an infant brain increases by more than
100%, in contrast to 15% or less in subsequent years.2,3 As
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F. 1. Dynamic appearance changes and fast brain development in a typical infant brain from 2-week-old to 12-month-old, as shown by T1-weighted MR
image (first row) and T2-weighted MR image (second row). The third row shows the automatic segmentation results, which contain three parts, i.e., white matter
(white color), gray matter (gray color), and cerebrospinal fluid (black color, except the background).

illustrated in Fig. 1, morphological patterns of key anatomical
structures in infant brain images change dramatically in the
first year of life,2 making it very difficult to detect and diagnose
developmental disorders, such as autism, or guide disorder
interventions.4

Magnetic resonance (MR) imaging is widely used in
studies because it provides a noninvasive way to discover
morphological patterns in infant brain images over time. To
understand the fast structure changes, the key step is to align
individual infant MR brain images to a reference space by us-
ing deformable image registration method.5 In deformable im-
age registration, it is critical to establish accurate anatomical
correspondences between two medical images.6–9 Typically, a
patch-based correspondence detection approach is often used,
where a patch is a fixed-size symmetric neighborhood of pixel
intensity values.10 If two different patches from two images
show similar morphological patterns, the two points (at each
patch center) are considered to be well corresponded. Once the
imaging data have been aligned, other important applications,
such as multiatlas segmentation11 and longitudinal cortical
thickness analysis,12 may be applied. Unfortunately, the tissue
appearance of anatomical structures in infant brain images
changes dramatically in the first year of life,2 as illustrated
in Fig. 1, which raises critical issues in measuring the patch-
wise similarity in the conventional correspondence detection
procedure. Due to the lack of infant registration tool sets, many
early brain development studies have to use the registration
tool developed only for the adult brains, which may not be
well suited for the infant brain images.13

In general, deformable image registration tools developed
for adults typically do not perform well on infants because

of the following reasons: (1) the morphological patterns (or
tissue image appearances) in the first year of life change
very rapidly and may also have unique subject-specific growth
patterns;14,15 (2) due to extremely low tissue contrast16 in
both T1- and T2-weighted images, white matter (WM) and
gray matter (GM) tissue regions show very similar intensity
levels; and (3) changes in morphological pattern over time
are highly nonlinear and can show a considerable amount of
spatial variation.2,15,17,18

To better understand the complexity of the infant brain
image registration problem, examples of longitudinal T1- and
T2-weighted images are shown in Fig. 1. Specifically, at 2
weeks of age, the WM tissue appearance (i.e., voxel intensity
values) in the T1-weighted MR images are considerably lower
than the GM ones, and then, WM and GM tissue appearances
become very similar at roughly 6 months. Toward the end of
the first year (12 months), the WM and GM tissue appearances
in the infant brain start to resemble an adult brain.19–21 As
evident in this example, detecting the corresponded tissue
appearances between two infant images with a significant
difference in age, i.e. age gap, becomes extremely difficult.
Since image registration depends on accurate correspondence,
deformable image registration performance can be greatly
affected.

Many image registration methods22–28 are available to align
adult brain images that have similar size and appearance.
However, few methods can be used for infant brain registra-
tion. Xue et al.29 propose a longitudinal registration method
for developing neonates; however, this method requires the
segmentation of the infant brain images. Csapo et al.8 design
a new image similarity metric for longitudinal registration,
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which obtains better results than mutual information (MI).
However, this method is tested on simulated brains and mon-
key data, thus its performance needs to be further tested on
the real infant brain images. Ha et al.30 use the probabilistic
and anatomical structures to match tissue class posteriors and
boundaries. However, this method is suitable only for the
longitudinal images from the same subject. Serag et al.31 use
a 4D population atlas to help the registration of two infant
brains. However, a single 4D population atlas is hard to capture
the detailed individual development patterns of each subject,
which often varies largely across subjects.

To overcome the challenges in infant brain registration,
we propose a new deformable image registration method that
can automate the alignment of rapidly developing infant brain
images within the first year of life. In particular, the novelty
of the proposed method is twofold: (1) to overcome dynamic
longitudinal changes in the brain tissue appearance, a new
patch-based correspondence framework is developed, by us-
ing the learned growth trajectory models to guide correspon-
dence detection in the new brain images acquired at different
ages; (2) because the learned growth trajectory models may
not be able to estimate the complete deformation between two
new infant images with very large age differences (e.g., 2-
weeks of age and 1-yr of age), our infant image registration
method is further combined with a hierarchical and symmetric
deformation approach to iteratively reduce the magnitude of
the deformation field needed for aligning the two images.
Particularly, hierarchical approach can avoid local minima and
capture more global deformations, and symmetric approach is
unbiased toward the choice of the template (fixed) image and
further generates inverse consistent deformations.

Compared to the state-of-the-art deformable image regis-
tration methods, our method improves the registration perfor-
mance across different or same infant subjects, for both small
and large age differences. Specifically, through visual inspec-
tion and quantitative measurements, the proposed method
outperforms several state-of-the-art deformable image regis-
tration methods, including the SyN registration method in
ANTs package (http://sourceforge.net/projects/advants/) us-
ing mutual information32,33 and cross correlation (CC)34,35 as
similarity measures. We also compare with 3D-HAMMER36

that uses the segmented images obtained with iBEAT software
(http://www.nitrc.org/projects/ibeat/).37

The remaining sections of this paper are organized as fol-
lows. In Sec. 2, we present the technical details of the proposed
infant brain registration method. In Sec. 3, we outline the
performed experiments and their results. Finally, in Sec. 4,
conclusion is provided.

2. METHOD

Our goal is to register the infant image Fi with the infant
image Mj. Their scanning ages, i and j, can be as young as
2-week or as old as 1-yr. Since the intensity contrast between
WM and GM changes dynamically in the first year of life,
it is difficult to directly register two infant images that might
belong to different brain development stages. Also, the direct
modeling of the complex appearance changes in the infant

brains is challenging. Here, we take advantage of the growth
trajectories that can be learned from the training subjects with
complete longitudinal brain scans (Sec. 2.B), to bridge the
appearance gap between Fi and Mj. The entire deformation
pathway ψF→M, for registering Mj and Fi, consists of three
segments (Sec. 2.C): (1) the correspondences from Fi to the
training images in the i time-domain, (2) the growth trajec-
tories of the training images from i to j time-domains, and
(3) the correspondence from the training images in the j time-
domain to image Mj. To increase the accuracy of the proposed
registration method, we further present a hierarchical and sym-
metric registration framework in Sec. 2.D. Finally, in Sec. 2.E,
a step-by-step procedure is used to summarize the proposed
image registration method.

The current paper involves a lot of notations, which are
summarized in Table I.

2.A. Preprocessing

To facilitate the subsequent image registration, we pre-
process all the images in our dataset. Specifically, the prepro-
cessing includes bias correction38 and skull-stripping.39 Note
that the brain size increases significantly in the first year of life.
Thus, we need to remove such global variations (i.e., trans-
lation, rotation, and scaling) via affine registration. Particu-
larly, the affine registration of training images (with complete
longitudinal data) consists of two parts. First, within each
training subject, we register all other time-point images to
the 12-month-old image. Then, across individual subjects, we
randomly select the 12-month scan of a certain subject as the
common space, to which all other subjects are further regis-
tered based on their 12-month scans. Considering the drastic
intensity appearance changes over time, mutual information
is used as the similarity metric by FSL’s linear registration
tool (FLIRT) in FSL package (http://fsl.fmrib.ox.ac.uk/fsl/
fslwiki/).40

2.B. Estimation of the growth trajectory

All training subjects have longitudinal data denoted by, I
=
�
I st |s = 1,. . .,N ;t = 1,. . .Ts

	
, where N denotes the number of

training subjects and Ts denotes the number of time points in
the image sequence of each training subject. We require the
segmentation results of each longitudinal image sequence to
be consistent along all time points. To this end, we apply a
4D segmentation method that integrates complementary mul-
timodality information (T1, T2, and FA) and enforces both the
cortical thickness and the longitudinal consistency.11 Particu-
larly, 4D segmentation and 4D-HAMMER registration steps
are iteratively applied to refine the 4D segmentation results.11

Typical segmentation results are shown in the last row of
Fig. 1, where WM is denoted by white, GM by gray, and
cerebrospinal fluid (CSF) by black.

After obtaining tissue segmentation results for each
training subject, we use 4D-HAMMER registration method41

to establish temporal correspondences in each longitudinal
image sequence, since 4D-HAMMER is equipped with
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T I. Descriptions of notations used in this paper.

Notation Description

Fi A new infant brain image at i time point
Fk
i Image Fi in the k th iteration

M j A new infant brain image at j time point
Mk

j Image M j in the k th iteration
ψF→M The deformation field from Fi to M j

I si A training image at i time point of subject s
Φ A set of growth trajectories in the training subjects
ϕs
i→ j The growth trajectory from i time point to j time point of training subject s

Q(x, i) An image patch centered at point x in image Fi
⇀
b A column vector of patch Q(x, i)
Ps (v, i) An image patch centered at point v in the training image I si
⇀a p A column vector of patch Ps (v, i)
n(x) A search neighborhood centered at point x in training images at i time point (black box in Fig. 2)
D (x, i) A dictionary of point x containing patches at i time point of all training subjects
A A matrix containing training samples in dictionary D (x, i)
η The total number of training samples in A
⇀w The weight vector of matrix A in representation of vector ⇀b
w

p
i The pth element in weight vector ⇀w

λ1 The weight of L1 term in Eqs. (1) and (2)
λ2 The weight of L2 term in Eqs. (1) and (2)
P∗ A set of training correspondences at i time point with weight wp

i > 0
p A sample in P∗ (black dot in Fig. 2)
U A set of training points at j time point (blue triangles in Fig. 2)
us
v A training point in U which is transferred from point v in the training image I si

Ps (us
v, j) An image patch centered at point us

v and the j time point of training image I sj
⇀c A column vector of patch Ps (us

v, j)
D′(us

v, j) A dictionary of point us
v which contains training patches in image M j

A′ A matrix contains training samples in dictionary D′(us
v, j)

⇀w The weight vector of matrix A′ in representation of vector ⇀c
w

p,q
j The qth element in weight vector ⇀w

f (x) The correspondence of key point x from Fi to M j

zp,q The coordinate vector of the center of the qth image patch in dictionary D′

ψi The deformation field derived from Fi

ψ j The deformation field derived from M j

φk
i The incremental deformation fields obtained by TPS in the k th iteration from Fi

φk
j The incremental deformation fields obtained by TPS in the k th iteration from M j

longitudinal constraint in registration to make the estimated
temporal correspondence consistent from one time point to
another time point. Given the temporal deformations by 4D-
HAMMER, we can form any temporal growth trajectories
ϕs
i→ j from time point i to time point j in each training

subject, as shown by the purple dashed curves in Fig. 2. Since
the difference of image appearances between the two new
infant images (Fi and Mj) could be very large, we propose
to establish correspondences between Fi and Mj through the
learned growth trajectoriesΦ=


ϕs
i→ j |s = 1,. . .,N


, as detailed

below.

2.C. Robust correspondence detection

Since the image points located at distinctive regions can
identify the correspondences more accurately than image
points in the uniform regions, we determine the correspon-
dences only at key points and let these key points steer the
entire deformation estimation.

2.C.1. Key point selection

We use the importance sampling strategy42 to select key
points. Specifically, we first smooth and normalize the gradient
magnitude values to be 1 over the two to-be-registered images
Fi and Mj, respectively. Then, we use the obtained gradient
values to represent the importance (or probability) for each
voxel to be selected as the key point. Based on the probability
map, a set of key points can be sampled via Monte Carlo
simulation.43 During the hierarchical registration (Sec. 2.D),
we relax the selection criterion, which is defined based on
the probability map, and add more key points to both images
in each iteration. Most of the key points locate at distinctive
regions, such as the boundaries of WM, GM, and ventricle.
There are still some key points located at the uniform re-
gions to cover the whole brain and guide the deformation of
the entire brain. In general, the key points distribute more
in the gradient-rich regions but less in the uniform regions.
Although more advanced method could be used here for key
point selection, we use a simple gradient-guided strategy since
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F. 2. Overview of our correspondence detection procedure for a particular key point x in image Fi to the candidate points in image M j, with helps from the
images with similar ages in the training set (middle). Arrows denote the possible correspondences, and the two deformed meshes (middle) represent the temporal
growth trajectories ϕs

i→ j from time point i to time point j in each training subject (top and bottom).

it is computationally fast. The typical key points selected are
colored in red and overlaid on image Fi in Fig. 2 (left).

As we will explain in Sec. 2.D, we simultaneously detect
correspondences on both Fi and Mj in the sense of symmetric
deformation. However, for clear illustration, we only introduce
the robust correspondence detection (in three steps) associated
with the key point x in image Fi, as detailed below.

Step 1: Detect correspondence with respect to the training
images of similar scanning age. First, we extract the reference
patch Q(x,i) ⊂ Fi centered at the key point x. Next, we collect a
set of patches {Ps(v,i) |Ps(v,i) ⊂ I si } across all training images
{I si } at the same time point i. The center point v of Ps(v,i)
is located within the search neighborhood n(x) centered at
x (i.e., black box in Fig. 2), to generate an overcomplete
dictionary D(x,i)= �Ps(v,i) |Ps(v,i) ⊂ I si ,s = 1,. . .,N,v ∈ n(x)	.
Since Fi and I si are acquired at the same time point i, the
appearances of their local patches are often very similar. Thus,
it is relatively easy to represent the reference patch Q(x,i) with
patches in the dictionary D(x,i), acquired from the training
images with similar scanning age.

For clarity, we vectorize the reference patch Q(x,i) into a
column vector ⇀b ∈ Rm, where m denotes the total number
of points in the image patch. Also, we arrange each patch
Ps(v,i) into a column vector ⇀a p ∈ Rm and further assemble
them into the matrix A =

�⇀a 1,
⇀a 2,. . .,

⇀a η

�
∈ Rm×n, where η

= N · |n(x)| denotes the total number of patches in D. Note
that matrix A is used to mathematically represent dictionary
D. Inspired by the power of sparse representation,44,45 we seek
for a sparse coefficient vector ⇀w i ∈ Rη to represent the target
patch ⇀b based on the matrix/dictionary A, i.e., ⇀b ← A⇀w i.
Each element of ⇀w i indicates the contribution of a particular
patch ⇀a p in representing the target patch ⇀b . The estimation

of ⇀w i falls into the elastic net problem,46

⇀w i = arg min
⇀w i





⇀b − A⇀w i





2

2
+λ1

�⇀w i

�
1+λ2

�⇀w i

�2
2,

s.t.⇀w i > 0. (1)

The first term is the data fitting term. λ1 and λ2 control the
strength of sparsity (the second term) and ridge regularization
(the third term), respectively. Specifically, the second term is
an L1 LASSO (least absolute shrinkage and selection operator)
constraint,47 which controls the sparsity of the dictionary coef-
ficient vector ⇀w i; the last term is a L2 ridge regression, which
ensures the similarity of coefficients for similar patches.48 The
weighting vector ⇀w i reflects the representation of patch ⇀b
by using the image patches in the dictionary A.49 Intuitively,
larger element wp

i in the coefficient vector ⇀w i implies higher
confidence in identifying the center point of the image patch
⇀a p as the correspondence of key point x (see blue arrows in
Fig. 2).

Step 2: Identify correspondences from one time-domain
to another time-domain. After sparse patch matching for the
reference point x as described above (Step 1), we can obtain a
small set of possible correspondences P∗=

�
p= (v,s)|wp

i > 0
	
,

which excludes all ⇀a p’s with w
p
i = 0. Black dots in Fig. 2

denote the established correspondences P∗ in the i time-
domain. The correspondences in P∗ might be located at dif-
ferent training images. Then, we can propagate each obtained
correspondence p ∈ P∗ from the i time-domain (belonging
to Fi) to the j time-domain (belonging to Mj) by following
the learned growth trajectory ϕs

i→ j (the purple dashed curves
in Fig. 2). Thus, we can identify the correspondences of
the key point x in the j time-domain, denoted by U =

�
us
v

= ϕs
i→ j (v) |(v,s) ∈ P∗

	
(see blue triangles in Fig. 2).
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Step 3: Establish the final correspondence. The goal of
this step is to continue the detection of the correspondence
for each us

v (Step 2) toward image Mj. Since each us
v be-

longs to the same time-domain as Mj, we can follow the
similar procedure in Step 1 to determine the correspondence.
Specifically, image patch Ps(us

v, j) now becomes the refer-
ence patch here, which is centered at us

v and takes the image
content from the training image I sj at j time-domain. The
dictionary D′(us

v, j)=
�
P(o, j) |P(o, j) ⊂ Mj,o ∈ n(us

v)
	

consists
of the patches {P(o, j)} in image Mj, where the center point
o of patch P(o, j) is within the search neighborhood n(us

v)
(as designated by the blue box in Fig. 2). It is worth noting
that the dictionary size is only θ =

�
n(us

v)
�

since we confine
the search to be in Mj only. To find the correspondence for
each us

v toward image Mj, we vectorize the reference patch
Ps(us

v, j) into a column vector ⇀c ∈ Rm. We further arrange
each patch in D′ into a column vector⇀a p,q ∈ Rm and assemble
them into the matrix A′=

�⇀a p,1,
⇀a p,2,. . .,

⇀a p,θ

�
∈ Rm×θ, where

θ =
�
n(us

v)
�
denotes the total number of patches in D′. Here, we

solve another elastic net problem which is similar with Eq. (1),

⇀w p
j = arg min

⇀w p
j





⇀c − A′⇀w p

j





2

2
+λ1





⇀w p

j



1
+λ2





⇀w p

j





2

2
,

s.t.⇀w p
j > 0. (2)

After solving Eq. (2), we can obtain a sparse coefficient
vector ⇀w p

j ∈ Rθ, where element wp,q
j is the weight for the

sample ⇀a p,q in A′. After we sequentially perform Steps 1–3,
we can calculate the final correspondence [i.e., f (x)] of the
key point x from Fi to Mj by using a soft correspondence
strategy,50

f (x)=


p∈P∗ w
p
i

(θ
q=1 w

p,q
j zp,q

)


p∈P∗ w
p
i

(θ
q=1 w

p,q
j

) , (3)

where zp,q represents the coordinate vector of the center of the
qth image patch in dictionary D′. In Fig. 2, zp,q is displayed
by green cross.

2.C.2. Dense deformation interpolation

Given the correspondences determined on all key points,
we can use thin-plate splines (TPSs)51 to interpolate the dense
deformation field by considering the key points as control
points.

Recall that we also detect the key points in image Mj.
Thus, it is straightforward to apply the same correspondence
detection procedure to determine correspondences for the key
points y in image Mj, which leads to the estimation of the sym-
metric deformation (along with the correspondences already
estimated from Fi to Mj) as described in Sec. 2.D.

2.D. Hierarchical and symmetric deformation
estimation

2.D.1. Hierarchical deformation

In the beginning of image registration, we only select a
small number of key points in the infant images to steer the
entire deformation estimation. That is, we only detect corre-
spondence for each selected key point by the correspondence
detection procedure in Sec. 2.C. Other nonkey points just
follow the deformations of the nearby key points. In this way,
our registration method can alleviate the ambiguity in corre-
spondence detection by letting the key points with reliable
correspondences to steer the entire image deformation. More-
over, since only a small number of key points are selected, our
registration can be very efficient. After two images have been
approximately aligned, we can gradually increase the number
of key points by relaxing the selection criterion in importance
sampling (as we can see for the gradually increased num-
ber of red (blue) points in image Fk

i (Mk
j ) in Fig. 3, where

F. 3. The iterative symmetric registration framework. Both images gradually deform from their own domains, until they meet with each other.
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superscript k denotes the number of iteration). Meanwhile, we
can gradually reduce the search neighborhood in correspon-
dence detection, since only local refinement is needed in the
latter stages as registration progresses. In the beginning of iter-
ation, the number of key points is set to approximately 20 000,
and then, this number is gradually increased to approximately
60 000 in the end of registration.

2.D.2. Symmetric registration

Instead of directly estimating the deformation pathway from
Fi to Mj, symmetric deformation estimation can significantly
improve registration accuracy. Specifically, we can simulta-
neously deform Fi and Mj toward each other until the deformed
Fi and deformed Mj become similar in the common space.
As shown in Fig. 3, we can obtain two deformation pathways,
i.e., (1) ψi derived from Fi to the common space and (2) ψ j

derived from Mj to the common space, as denoted by the blue
and red arrows in Fig. 3, respectively. Deformation pathways
ψi and ψ j are calculated by composing the deformation fields
in the previous iteration and the incremental deformation fields
obtained in the current iteration (as detailed in the following
paragraph). After obtaining ψi and ψ j, we use the following
two steps to calculate the deformation field from Fi to Mj: (1)
inverse deformation ψ j to

�
ψ j

�−1; (2) compose deformation ψi

and the inversed deformation
�
ψ j

�−1, i.e., ψF→M =ψi ◦
�
ψ j

�−1,
where “◦” denotes the deformation composition52 and ψF→M

denotes the deformation field from Fi to Mj.
To make the deformation field invertible, we adapt the

registration procedure to a space of diffeomorphic transfor-
mation by following the approach in diffeomorphic demons.53

Since the deformation pathways are iteratively refined, we
use k (k = 0,. . .,K) to denote the round of iteration. In the
beginning of registration (k = 0), F0

i = Fi and M0
j =Mj, along

with their respective identity deformation pathwaysψ0
i andψ0

j .
During the registration (k > 0), the incremental deformation
fields obtained by TPS in the kth iteration (i.e., φki and φkj ) are
mapped to the space of diffeomorphism through the exponen-
tials, i.e., exp(φki ) and exp(φkj ).53 The deformation pathways
from both ends in the kth iteration can be obtained by ψk

i

=ψk−1
i ◦exp(φki ) and ψk

j =ψ
k−1
j ◦exp(φkj ), respectively. Based

on these two deformation pathways (i.e.,ψk
i andψk

j ), Fi gradu-
ally deforms to Fk

i = Fi

�
ψk
i

�
and Mj deforms to Mk

j =Mj

(
ψk

j

)
.

Meanwhile, more and more key points are selected to refine the
deformation pathways ψk

i and ψk
j . The iteration will stop until

the deformed FK
i and the deformed MK

j become very similar
in the end of registration.

2.E. Summary

Given the growth trajectories Φ learned from the training
subjects, the registration of image Fi at the time point i and
image Mj at the time point j is summarized as follows:

1. Affine register both Mj and Fi to the common space
where all training images were previously aligned.

2. Set k = 0.
3. Detect key points in Fk

i and Mk
j , respectively.

4. For each key point x in Fi, compute the correspondence
f (x) from Fk

i to Mk
j , according to the correspondence

detection procedure in Sec. 2.C.
5. For each key point in Mj, compute the correspondence

from Mk
j to Fk

i , according to the correspondence detec-
tion procedure in Sec. 2.C.

6. Use TPS to interpolate the incremental deformation
fields φk+1

i and φk+1
j , respectively.

7. Use the scaling and squaring method53 to calculate the
exponentials, i.e., exp(φk+1

i ) and exp(φk+1
j ).

8. Calculate the deformation pathways from both ends
by ψk+1

i = ψk
i ◦ exp(φk+1

i ) and ψk+1
j = ψk

j ◦ exp(φk+1
j ),

respectively.
9. Calculate the inverse deformation pathways from both

ends by
�
ψk+1
i

�−1
= exp(−φk+1

i ) ◦ �ψk
i

�−1 and (ψk+1
j )−1

= exp(−φk+1
j )◦ (ψk

j )−1, respectively.
10. Deform Fi to Fk+1

i based on ψk+1
i and also deform Mj

to Mk+1
j based on ψk+1

j .
11. k← k+1.
12. If k < K , go to (3) and relax the key point selection

criterion to get more key points.
13. Otherwise, the final deformation pathway ψF→M is

computed as ψF→M =ψ
K
i ◦ (ψK

j )−1.

3. EXPERIMENTAL RESULTS

In this section, we applied our novel infant registration
method to 24 infant subjects. Each subject has T1- and T2-
weighted MR images at 2 weeks, 3, 6, 9, and 12 months. The
T1-weighted images were acquired on a Siemens head-only
3T MR scanner and have 144 sagittal slices with resolution
1×1×1 mm3. The T2-weighted images have 64 axial slices
with resolution 1.25×1.25×1.95 mm3. For each subject, the
T2 image is linearly aligned to the T1 image of the same time
point by FLIRT in FSL package (http://fsl.fmrib.ox.ac.uk/fsl/
fslwiki/)40 and then further isotropically resampled to 1× 1
×1 mm3.

We use two sets of segmentation data to evaluate the perfor-
mance of all comparison methods. (1) We use the manu-
ally edited results of automated tissue segmentations11 (on
WM and GM) by a clinical expert as ground truth to eval-
uate the registration accuracy, by measuring the Dice ratio
of tissue overlap between the aligned images. During manual
correction, we follow a protocol (http://neobrains12.isi.uu.nl/
example.php) for manual editing of automated tissue segmen-
tations. Note here that we use T2 images to segment 2-week
and 3-month-old infant images while we use T1 images to
segment 6-, 9-, and 12-month-old infant images, considering
the strong tissue contrast of MR images in the respective time
points.11 (2) We have also included the pure manual segmen-
tations of hippocampus from the longitudinal images of ten
subjects in our dataset and then use them as ground truth. In
addition, normalized mutual information and cross correlation
of the registered images are calculated to further evaluate the
registration performance.

We evaluate intra-/intersubject registration performance in
the leave-one/two-subject(s)-out manner. In each leave-one-
subject-out cross validation, we apply our registration method
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to register any two images in the same longitudinal image
sequence, while the other 23 are considered to be training im-
ages. Furthermore, in order to evaluate the registration perfor-
mance of infant images from different subjects and at different
time points, we leave all images of two subjects out of the
training image set and then regard the remaining 22 infant
subjects as the training subjects.

In both intrasubject longitudinal and intersubject cross-
sectional image registration scenarios as described above, we
show the registration results of aligning 2-week, 3-, 6-, and
9-month images to 12-month images. Considering the tissue
contrast, we use T2 images at 2 weeks and 3 months, while
T1 images at 6, 9, and 12 months. Since the growth trajectory
model is built upon the presegmented images and also the
correspondence detection procedure between two new images
under registration is always performed at the same age, using
different modality MR images at different ages does not affect
our infant registration method. Actually, this is also the advan-
tage of the proposed method.

For comparison, we use the state-of-the-art 3D-HAMMER
registration method (based on the segmented images) and
SyN in ANTs package (based on the original intensity im-
ages) as the counterpart registration methods. Specifically, for
any two testing images to be registered with HAMMER, we
use 3D tissue segmentation method in iBEAT software37 to
segment them, instead of using longitudinal data for assisting
the segmentation since we assume no complete longitudinal
images are available for the testing samples. Furthermore,
we use mutual information and cross correlation as the two
respective image similarity metrics for SyN based registra-
tion, thus resulting in two intensity-based registration ver-
sions, termed as MI-method and CC-method, respectively.
In our experiment, we performed an intrasubject registration
to determine the parameters, where the testing subject was
randomly chosen from the 24 subjects and the remaining 23
subjects were used as the training dataset. Specifically, we set
the patch size to {3, 5, 7, 9, 11}, the size of search neighbor-
hood to {3, 5, 7, 9, 11}, the weight of L1 term λ1 [Eqs. (1)
and (2)] to {0.01, 0.05, 0.1, 0.15, 0.2}, and the weight of L2
term λ2 to {0.001, 0.005, 0.01, 0.015, 0.02}. We calculated the
combined WM and GM Dice ratios with respect to different
combinations of these values to set the parameters in our study.
Finally, the patch size was set to 5×5×5 mm3, while the size
of search neighborhood was initially 7×7×7 mm3 and then
gradually reduced to 3×3×3 mm3. In solving the elastic net
problem in Eqs. (1) and (2), we set λ1= 0.2 and λ2= 0.01. It is
worth noting that we fixed all these parameters in the following
experiments.

In Subsections 3.A–3.E, we first evaluate the advantage
of using elastic net, against the use of only the sparsity
constraint, during correspondence detection in Sec. 3.A.
Next, we examine the registration performance gained
from hierarchical and symmetric registration framework in
Sec. 3.B. From Secs. 3.C and 3.D, we demonstrate the overall
performance for intrasubject longitudinal image registration
and the intersubject image registration, respectively, by
also comparing with 3D-HAMMER, MI-method, and CC-
method. We finally present the discussions in Sec. 3.E.

3.A. Advantage of using elastic net
in correspondence detection

Recall that we regard the correspondence detection as
sparse representation with elastic net. In order to show its
advantage, we compare its registration performance with that
obtained by using a typical LASSO-guided correspondence
detection procedure. Figure 4 shows the combined WM and
GM Dice ratios in each of 24 leave-one-subject-out cases (by
registering 2-week-old image to 12-month-old image) using
elastic net (red curve) and using only L1 (LASSO) constraint
(blue curve), respectively. The results shown in Fig. 4 suggest
that the proposed method outperforms the counterpart method
using only L1 (LASSO) constraint. Specifically, Dice ratio
of WM is 77.2%±1.5% by using our proposed (elastic-net)
method and 75.6%± 1.8% by the counterpart method using
only L1 (LASSO) constraint, thus achieving 1.6% improve-
ment by our method (paired t-test; p < 0.001). Similarly, we
also achieve 1.7% improvement for the Dice ratio of GM
by our method (77.6%±1.4%) over the counterpart method
(75.9%±1.7%) (paired t-test; p< 0.001).

3.B. Advantages of hierarchical and symmetric
registration framework

In order to evaluate the impact of hierarchical deforma-
tion mechanism and symmetric registration component one
by one, we compare our full registration method (Method 4)
with three slightly different versions: (1) our method without
these two components (Method 1), (2) our method with hier-
archical deformation mechanism only (Method 2), and (3)
our method with symmetric registration only (Method 3).
Like Sec. 3.A, we evaluate the registration performance in
24 intrasubject leave-one-subject-out registration cases. Note
that besides registering 2-week-old image to the 12-month-old
image of same subject as described above, we also register
3-month-old, 6-month-old, and 9-month-old images to their
own 12-month-old image. The mean and standard deviation of
combined WM and GM Dice ratios are displayed in Table II,

F. 4. The combined WM and GM Dice ratios obtained by registering
2-week-old image to the 12-month-old image of the same subject in 24
leave-one-subject-out cases. The registration performances with the corre-
spondence detection by using elastic net and using only L1 (LASSO) con-
straint are displayed by red and blue curves, respectively.
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T II. The mean and standard deviation of combined WM and GM Dice ratios by four registration methods.
Method 1 is our method without hierarchical deformation mechanism and symmetric registration components;
Method 2 is our method with hierarchical deformation mechanism only; Method 3 is our method with symmetric
registration only; Method 4 is our full registration method. The best result for each column is shown in bold.

2-week to 12-month 3-month to 12-month 6- month to 12-month 9-month to 12-month

Method 1 0.755 ± 0.020a 0.756 ± 0.025a 0.775 ± 0.023a 0.819 ± 0.022a

Method 2 0.763 ± 0.018a 0.764 ± 0.022a 0.788 ± 0.019a 0.831 ± 0.020a

Method 3 0.768 ± 0.017c 0.771 ± 0.019b 0.798 ± 0.020a 0.842 ± 0.018a

Method 4 0.774 ± 0.015 0.778 ± 0.018 0.818 ± 0.016 0.858 ± 0.015

ap < 0.001.
bp < 0.01.
cp < 0.05 for paired t-test.

where each row in the table denotes for one of the four above
registration methods. We conducted paired t-test between each
of Methods 1–3 and our full registration method (Method 4) to
evaluate the performances of hierarchical deformation mech-
anism and symmetric registration. The significance levels are
shown in Table II, where a denotes p < 0.001, b denotes
p< 0.05, and c denotes p< 0.01.

Our dataset contains the manual segmentations of hippo-
campus in a set of longitudinal images from ten subjects. For
these ten subjects, we deform the hippocampus segmentation
images from the 2-week-old, 3-month-old, 6-month-old, and
9-month-old to the 12-month-old domain of the same subject
based on the deformation fields obtained by Methods 1–4.
We calculate the Dice ratio of the hippocampus between the
two registered images to further evaluate the performances of
hierarchical deformation mechanism and symmetric registra-
tion. The mean and standard deviation of hippocampus Dice
ratios obtained by different methods are shown in Table III. We
also conducted paired t-test between each of Methods 1–3 and
our full registration method (Method 4), and the significance
levels are shown in Table III. We can see that both hierarchical
deformation mechanism and symmetric registration contribute
to improve the performance of infant image registration, and
our full registration method combining these two components
obtains the best results.

3.C. Evaluation on intrasubject image registration

In this experiment, we evaluate the performance of the
proposed infant registration method by registering two new

infant images from the same subject, but scanned at two
different time points. Here, we register 2-week-old, 3-month-
old, 6-month-old, and 9-month-old images to the 12-month-
old image. For visual inspection, Fig. 5 shows registration
results by five different methods on a typical infant subject.
In Fig. 5, the 12-month-old image is shown in Fig. 5(a),
and the 2-week-old, 3-month-old, 6-month-old, and 9-month-
old images are shown in the first row from columns (b) to
(e), respectively. From the second row to the last row, we
show the registration results by (1) affine registration, (2) MI-
method, (3) CC-method, (4) 3D-HAMMER, and (5) our infant
registration method. As indicated by the arrows and dashed
boxes in Fig. 5, our method achieves better registration results,
in terms of the structure similarity with those in the 12-month-
old image. Next, we provide the quantitative measurements to
show the improved registration performance by our method.

3.C.1. Tissue overlap ratio

Here, we use tissue overlap ratio to evaluate the accuracy
of our registration method. Given the estimated deformation
fields, we can deform the tissue maps from the 2-week-
old, 3-month-old, 6-month-old, and 9-month-old to the 12-
month-old domain, respectively. After that, we can quanti-
tatively measure the registration accuracy by computing the
Dice ratio of each brain tissue between the two registered
images. Table IV shows the mean and standard deviation of
combined WM and GM Dice ratios in registering different
time-point images to their own 12-month-old images by using
FLIRT, MI-method, CC-method, 3D-HAMMER, and our

T III. The mean and standard deviation of hippocampus Dice ratios on ten subjects by registering images at
different time points of the same subject. Method 1 is our method without hierarchical deformation mechanism
and symmetric registration components; Method 2 is our method with hierarchical deformation mechanism only;
Method 3 is our method with symmetric registration only; Method 4 is our full registration method. The best result
for each column is shown in bold.

2-week to 12-month 3-month to 12-month 6-month to 12-month 9-month to 12-month

Method 1 0.593 ± 0.069a 0.615 ± 0.063a 0.673 ± 0.062a 0.735 ± 0.057a

Method 2 0.602 ± 0.067a 0.623 ± 0.057a 0.685 ± 0.057a 0.746 ± 0.053a

Method 3 0.605 ± 0.064b 0.627 ± 0.059b 0.687 ± 0.060a 0.751 ± 0.051b

Method 4 0.614 ± 0.063 0.635 ± 0.055 0.702 ± 0.059 0.762 ± 0.049

ap < 0.001.
bp < 0.01 for paired t-test.
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F. 5. Intrasubject registration results on images at different time points. Column (a) shows the 12-month-old image. In the first row, from columns (b) to
(e) are the 2-week-old, 3-month-old, 6-month-old, and 9-month-old images, respectively. Registration results by affine registration, MI-method, CC-method,
3D-HAMMER, and our infant registration method are shown in the 2–6 rows, respectively. Registration improvement by our method can be viewed by arrows
and dashed boxes.

method, respectively. Particularly, the combined WM and GM
Dice ratios in registering 2-week-old image to 12-month-old
image are 62.8% ± 3.8% by FLIRT, 70.9% ± 2.8% by MI-
method, 71.4%±2.5% by CC-method, 76.4%±2.7% by 3D-
HAMMER, and 77.4% ± 1.5% by our method, where our
method achieves around 6.5%, 6.0%, and 1.0% improvements
than MI-method, CC-method, and 3D-HAMMER, respec-
tively. For the registration results from 3- and 6-month-old
images to the 12-month-old image, our method achieves 8.4%
and 1.9% improvements than MI-method, 9.1% and 2.1%
improvements than CC-method, and 2.2% and 1.2% improve-
ments than 3D-HAMMER. These improvements are statis-
tically significant (paired t-test), and the significance levels
are shown in Table IV. For the registration from 9-month-

old image to the 12-month-old image, there is no statistical
significant difference between the registration results of MI-
method, CC-method, 3D-HAMMER, and our method (paired
t-test; p> 0.05).

3.C.2. Hippocampus overlap ratio

We also provide manual segmentations of hippocampus
of ten subjects. For these ten subjects, we deform the hippo-
campus segmentations from the 2-week-old, 3-month-old, 6-
month-old, and 9-month-old to the 12-month-old domain of
the same subject based on the deformation fields obtained
by FLIRT, MI-method, CC-method, 3D-HAMMER, and the
proposed method, respectively. We further compute the Dice
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T IV. Intrasubject registration results. The mean and standard deviation of combined WM and GM Dice ra-
tios, obtained for registering 2-week-old, 3-month-old, 6-month-old, and 9-month-old images to the 12-month-old
image by five different methods over 24 leave-one-subject-out registration cases. The best result for each column
is shown in bold.

2-week to 12-month 3-month to 12-month 6-month to 12-month 9-month to 12-month

FLIRT 0.628 ± 0.038a 0.622 ± 0.035a 0.753 ± 0.026a 0.790 ± 0.028a

MI-method 0.709 ± 0.028a 0.694 ± 0.030a 0.799 ± 0.029a 0.850 ± 0.018
CC-method 0.714 ± 0.025a 0.687 ± 0.031a 0.797 ± 0.028a 0.851 ± 0.019
3D-HAMMER 0.764 ± 0.027c 0.756 ± 0.028a 0.806 ± 0.024b 0.848 ± 0.021
Our method 0.774 ± 0.015 0.778 ± 0.018 0.818 ± 0.016 0.858 ± 0.015

ap < 0.001.
bp < 0.01.
cp < 0.05 for paired t-test.

ratio of the hippocampus between the two registered images
to evaluate the accuracy of the proposed method. The mean
and standard deviation of Dice ratios for all compared methods
are displayed in Table V. For the registration results from
2-week-old, 3-month-old, 6-month-old, and 9-month-old im-
ages to 12-month-old image, our method achieves 3.3%, 4.2%,
2.6%, and 1.1% improvements than MI-method, 3.5%, 5.0%,
2.1%, and 1.4% improvements than CC-method, and 1.3%,
2.2%, 1.9%, and 2.6% improvements than 3D-HAMMER. All
improvements are statistically significant (paired t-test), and
the significance levels are shown in Table V.

3.C.3. Normalized mutual information
of registered images

To further evaluate the performances of all comparison
methods in 24 intrasubject leave-one-subject-out registration
cases, we calculate the normalized mutual information of the
registered images. Figure 6 shows the whisker plots of the
normalized mutual information of registered images between
different time points by using five registration methods. In
Fig. 6, we use black, blue, green, cyan, and red to denote the
plots for the results by FLIRT, MI-method, CC-method, 3D-
HAMMER, and the proposed method, respectively. Each box
in Fig. 6 denotes the distribution of the normalized mutual
information of 24 leave-one-subject-out cases, with the top,
middle, and bottom lines corresponding to the 25th percentile,
median value, and 75th percentile, respectively. Here, we use
an asterisk above the box to denote the statistical signifi-
cant difference between the results produced by the compared
method and our method (paired t-test; p< 0.05).

3.C.4. Cross correlation of registered images

This section shows the cross correlation of the registered
images in 24 leave-one-subject-out registration cases. Figure 7
shows the whisker plots of the cross correlation of registered
images between different time points by using FLIRT (black),
MI-method (blue), CC-method (green), 3D-HAMMER (cyan),
and the proposed method (red), where each box denotes the
distribution of the cross correlation of registered images in 24
leave-one-subject-out cases. For the registration results from
the 2-week-old image to the 12-month-old image, our method
achieves significant improvements compared to FLIRT, MI-
method, and CC-method (paired t-test; p < 0.05). For the
registration from the 3- and 6-month-old images to the 12-
month-old image, our method achieves significant improve-
ments compared to other four methods (paired t-test; p< 0.05).
For the registration from the 9-month-old image to the 12-
month-old image, there is no statistical significant difference
between the registration results of four deformable registration
methods (i.e., MI-method, CC-method, 3D-HAMMER, and
the proposed method) (paired t-test; p > 0.05). For clarity, we
use an asterisk above the box to denote the statistical significant
difference between the results produced by the compared
method and our method.

3.D. Evaluation on intersubject image registration

The most difficult task for infant image registration is to
align two infant images from different subjects with large age
gap. In this section, we provide both visual and quantitative
evaluations of registration performance as follows. First, we

T V. Intrasubject registration results. The mean and standard deviation of hippocampus Dice ratios on ten
subjects by registering images at different time points. The best result for each column is shown in bold.

2-week to 12-month 3-month to 12-month 6-month to 12-month 9-month to 12-month

FLIRT 0.543 ± 0.083a 0.557 ± 0.085a 0.615 ± 0.073a 0.705 ± 0.061a

MI-method 0.581 ± 0.072a 0.593 ± 0.070a 0.676 ± 0.061a 0.751 ± 0.053c

CC-method 0.579 ± 0.066a 0.585 ± 0.065a 0.681 ± 0.064a 0.748 ± 0.045b

3D-HAMMER 0.601 ± 0.061b 0.613 ± 0.062a 0.683 ± 0.065a 0.736 ± 0.051a

Our method 0.614 ± 0.063 0.635 ± 0.055 0.702 ± 0.059 0.762 ± 0.049

ap < 0.001.
bp < 0.01.
cp < 0.05 for paired t-test.
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F. 6. Intrasubject registration results. Whisker plots of the normalized mutual information of registered images by using five methods: FLIRT (black),
MI-method (blue), CC-method (green), 3D-HAMMER (cyan), and our method (red). From left to right, each column denotes the results of registering
2-week-old, 3-month-old, 6-month-old, and 9-month-old images to their respective 12-month-old images. An asterisk above the box denotes the statistical
significant difference between the results produced by the compared method and our method.

choose a 12-month-old image from one of 24 subjects. Then,
we separately register the infant images of other subjects (at
2-week-old, 3-month-old, 6-month-old, and 9-month-old) to
the selected 12-month-old image. Our method uses the growth
trajectories of the remaining 22 subjects for correspondence
detection. The two subjects with their images used for test-
ing are excluded from the training set. We repeat the above
procedure for 24 times, with each time leaving two subjects
out.

Figure 8 shows the typical registration results by FLIRT
(second row), MI-method (third row), CC-method (fourth
row), 3D-HAMMER (fifth row), and our method (sixth row),
with the selected 12-month-old image shown in Fig. 8(a).
From left to right in columns (b)–(e), the 2-week-old, 3-
month-old, 6-month-old, and 9-month-old images are dis-
played in the first row, respectively. Through visual inspection,

our method achieves the best registration results, especially for
the locations pointed by the arrows and dashed boxes.

3.D.1. Tissue overlap ratio

We further examine the tissue overlap ratio of different sub-
jects scanned at different time points. In Table VI, we show the
mean and standard deviation of combined WM and GM Dice
ratios in registering 2-week-old, 3-month-old, 6-month-old,
and 9-month-old images to a 12-month-old image of another
subject by FLIRT, MI-method, CC-method, 3D-HAMMER,
and our infant registration method, respectively. Specially, for
registering the 2-week-old, 3-month-old, and 6-month-old im-
ages to the 12-month-old image of another subject, our method
significantly improves the combined WM and GM Dice ratios
for 5.9%, 6.3%, and 2.0% over MI-method, 3.0%, 4.7%, and

F. 7. Intrasubject registration results. Whisker plots of the cross correlation of registered images by using five methods: FLIRT (black), MI-method (blue),
CC-method (green), 3D-HAMMER (cyan), and our method (red). From left to right, each column denotes the results of registering 2-week-old, 3-month-old,
6-month-old, and 9-month-old images to their respective 12-month-old images. An asterisk above the box denotes the statistical significant difference between
the results produced by the compared method and our method.
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F. 8. Intersubject registration results of aligning 2-week-old, 3-month-old, 6-month-old, and 9-month-old images (shown in columns (b)–(e) of the first row)
to a 12-month-old image in (a). The registration results by FLIRT, MI-method, CC-method, 3D-HAMMER, and our method are shown in the rows 2–6, with the
obvious improvements by our method indicated by arrows and dashed boxes.

1.1% over CC-method, and 1.1%, 2.3%, and 0.7% over 3D-
HAMMER, respectively. The statistical significance levels are
also shown in Table VI. For registering the 9-month-old image
to the fixed 12-month-old image of another subject, we found
no statistically significant differences between our method and
other three deformable registration methods (i.e., MI-method,
CC-method, and 3D-HAMMER) (paired t-test; p> 0.05).

3.D.2. Hippocampus overlap ratio

This section provides the evaluation results of hippocampus
Dice ratios for the intersubject registration. Table VII shows
the registration results from the 2-week-old, 3-month-old,
6-month-old, and 9-month-old to the 12-month-old domain
by FLIRT, MI-method, CC-method, 3D-HAMMER, and our

method. We can see that in most of the cases (i.e., for regis-
tering the 2-week-old, 3-month-old, and 6-month-old to the
12-month-old domain), the proposed method achieves signifi-
cantly higher hippocampus Dice ratio than any other compared
registration method, which indicates the effectiveness of the
proposed method for infant brain registration.

3.E. Discussion

Based on the above results on intrasubject and intersubject
registrations, it can be observed that the intrasubject regis-
tration results are significantly better than the intersubject
registration results, since the intersubject anatomical variation
is larger than the intrasubject anatomical variations. Also, it
is apparent that the registration of 2-week-old image to the
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T VI. Intersubject registration results. The mean and standard deviation of combined WM and GM Dice
ratios, obtained by FLIRT, MI-method, CC-method, 3D-HAMMER, and our method in registering the 2-week-old,
3-month-old, 6-month-old, and 9-month-old images to a 12-month-old image of another subject in the leave-two-
subjects-out cross validation. The best result for each column is shown in bold.

2-week to 12-month 3-month to 12-month 6-month to 12-month 9-month to 12-month

FLIRT 0.573 ± 0.032a 0.570 ± 0.036a 0.606 ± 0.034a 0.618 ± 0.030a

MI-method 0.614 ± 0.025a 0.602 ± 0.022a 0.675 ± 0.030a 0.717 ± 0.022
CC-method 0.643 ± 0.030a 0.618 ± 0.025a 0.684 ± 0.024b 0.722 ± 0.020
3D-HAMMER 0.662 ± 0.023b 0.642 ± 0.026a 0.688 ± 0.025c 0.715 ± 0.023
Our method 0.673 ± 0.016 0.665 ± 0.017 0.695 ± 0.015 0.718 ± 0.018

ap < 0.001.
bp < 0.01.
cp < 0.05 for paired t-test.

12-month-old image is more challenging than the registration
of 9-month-old image to the 12-month-old image. This is
because of rapid appearance changes of infant brain during
the first year of life. As the infant brain is becoming more and
more similar to the 12-month template image, the registration
gets easier as the age gap between the two images under
registration becomes smaller, which is reflected by the results
using affine registration (i.e., FLIRT).

From Fig. 1, we can see that for images obtained before 6
months, the tissue contrast of T2 images is stronger than that
of T1 images. However, for the images obtained later than 6
months, the tissue contrast of T1 images is stronger than that
of T2 images. Therefore, we use T2 images at 2 weeks and
3 months, but we use T1 images at 6, 9, and 12 months, for
all the comparison methods. The proposed method can handle
multimodality image registration. To test whether it is better
to use T2 images for early scans in the comparison methods,
we conducted experiments to register T1 images at 2 weeks
and 3 months with the 12-month T1 image by using SyN
(i.e., MI-method and CC-method). For the intrasubject regis-
tration from the 2-week T1 image to the 12-month T1 image,
the mean and standard deviation of combined WM and GM
Dice ratios by using MI-method and CC-method are 0.701
±0.026 and 0.704±0.029, respectively. Using T2 images at 2
weeks improves 0.8% and 1.0% mean Dice ratios, compared to
the case of using T1 images. For the intrasubject registration
from the 3-month T1 image to the 12-month T1 image, the
combined WM and GM Dice ratios by using MI-method and
CC-method are 0.687±0.032 and 0.676±0.034, respectively.
Using T2 images at 3 months improves 0.7% and 1.1% mean
Dice ratios, compared to the case of using T1 images. Besides,

we also calculated the normalized mutual information and the
cross correlation of the registered images to further evaluate
the registration performance, where using T2 images at early
scans also obtains higher normalized mutual information and
cross-correlation values than using T1 images. For example,
when using CC-method in the intrasubject registration, the
mean normalized mutual information of 24 subjects obtained
by using T1 and T2 at 2 weeks is 0.093 and 0.121, respectively;
the mean cross-correlation values of 24 subjects obtained by
using T1 and T2 at 2 weeks are 0.951 and 0.963, respectively.
Similarly, the proposed method also performs better when us-
ing T2 images at 2 weeks and 3 months than using T1 images.
Therefore, in our experiment, we use T2 at 2 weeks and 3
months, while T1 at 6, 9, and 12 months. Considering that T1
images and T2 images belong to two different modalities, we
use MI and CC in SyN, since MI and CC are regularly used as
the similarity measures in multimodality image registration.

It is worth noting the slightly worse registration result by
3D-HAMMER, compared to our proposed infant registration
method. This is because 3D-HAMMER was performed on the
infant images that were separately segmented at different time
points with iBEAT, without using any longitudinal informa-
tion. As a result, the segmentation results are not accurate,
compared to those segmented with guidance of longitudinal
information in iBEAT. On the other hand, when given the
4D segmentation results by iBEAT, 3D-HAMMER can obtain
the respective combined WM and GM Dice ratios of 78.5%
±1.7% and 70.1%±1.5% for registering the 2-week-old im-
age to the 12-month-old image of same subject (intrasubject
registration case) and different subjects (intersubject registra-
tion case), respectively, while our method only can achieve

T VII. Intersubject registration results. The mean and standard deviation of hippocampus Dice ratios on ten
subjects by registering images at different time points. The best result for each column is shown in bold.

2-week to 12-month 3-month to 12-month 6-month to 12-month 9-month to 12-month

FLIRT 0.413 ± 0.092a 0.404 ± 0.097a 0.458 ± 0.076a 0.509 ± 0.075a

MI-method 0.437 ± 0.073a 0.465 ± 0.072a 0.569 ± 0.058a 0.631 ± 0.061
CC-method 0.442 ± 0.081a 0.471 ± 0.078a 0.573 ± 0.053b 0.627 ± 0.053
3D-HAMMER 0.461 ± 0.071b 0.512 ± 0.069a 0.568 ± 0.062a 0.621 ± 0.050
Our method 0.478 ± 0.063 0.535 ± 0.067 0.585 ± 0.051 0.625 ± 0.055

ap < 0.001.
bp < 0.01 for paired t-test.
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77.4% ± 1.5% and 67.3% ± 1.6% in intra- and intersubject
registration applications. Although 3D-HAMMER can obtain
better registration result, it highly depends on the quality of
presegmented images, which are dependent of the availability
of longitudinal data. Our method is more flexible and can be
applied for registering images with no complete longitudinal
images.

In our experiment, we did not compare with 4D-HAMMER
registration method. This is because 4D-HAMMER is per-
formed on the 4D segmentation maps of the longitudinal im-
ages of each subject. Generally, it is hard to obtain the longitu-
dinal image sequence of a subject and also hard to get accurate
4D segmentations of the longitudinal images. The current
study aims to register any two intensity images of the same
subject or different subjects. 4D-HAMMER is equipped with
longitudinal constraint in registration to make the estimated
temporal correspondence consistent from one time point to
another time point, which obtains satisfactory registration re-
sults. Here, we show the Dice ratio calculated on WM and GM
by using 4D-HAMMER. The mean and standard deviation
of combined WM and GM Dice ratios obtained for regis-
tering 2-week-old, 3-month-old, 6-month-old, and 9-month-
old images to the 12-month-old image over 24 intrasubject
registration cases are 0.834 ± 0.012, 0.860 ± 0.008, 0.882
±0.013, and 0.895±0.011, respectively. In our study, we use
4D-HAMMER, combined with a 4D segmentation method,
to establish the growth trajectories in our training dataset for
guiding the registration of two new intensity images.

To evaluate the registration performance, we use Dice ratio
to calculate the tissue (i.e., WM and GM) and hippocampus
overlaps. On the other hand, it is worth noting that the vali-
dation on tissue types, even ignoring segmentation errors,
cannot accurately indicate the registration accuracy.54 Since
the registration performance validation is difficult, no metric
alone is sufficient to evaluate the effectiveness of the registra-
tion methods.31 Besides using the Dice overlap measure, we
also calculate the normalized mutual information and cross
correlation of the registered images to further evaluate the
registration performance.

All experiments were performed on a computer cluster
with 3.10 GHz Intel processors, 12 M L3 cache, and 48 GB
memory. The average computation times of all comparison
methods, i.e., FLIRT, MI-method, CC-method, 3D-
HAMMER, and the proposed method, are 4.1, 12.5, 14.6,
28.7, and 26.3 min, respectively. Future work includes using
CUDA (compute unified device architecture) to significantly
reduce the computation time of the proposed method.

4. CONCLUSION

We have presented a novel method for the registration
of infant brain MR images. In the proposed method, two
new strategies were particularly developed to deal with the
dynamic appearance changes in the first year images. The
proposed method has been evaluated on 24 infant subjects,
each with longitudinal T1- and T2-weighted MR images at five
different time points (2-week-old, 3-month-old, 6-month-old,
9-month-old, and 12-month-old). It achieved better perfor-

mance compared to several state-of-the-art image registration
methods. Future work includes more extensive evaluation of
our current method and its potential applications in other
studies.
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