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The authors propose a spatiotemporal enhancement pattern �STEP� for comprehensive character-
ization of breast tumors in contrast-enhanced MR images. By viewing serial contrast-enhanced MR
images as a single spatiotemporal image, they formulate the STEP as a combination of �1� dynamic
enhancement and architectural features of a tumor, and �2� the spatial variations of pixelwise
temporal enhancements. Although the latter has been widely used by radiologists for diagnostic
purposes, it has rarely been employed for computer-aided diagnosis. This article presents two major
contributions. First, the STEP features are introduced to capture temporal enhancement and its
spatial variations. This is essentially carried out through the Fourier transformation and pharmaco-
kinetic modeling of various temporal enhancement features, followed by the calculation of moment
invariants and Gabor texture features. Second, for effectively extracting the STEP features from
tumors, we develop a graph-cut based segmentation algorithm that aims at refining coarse manual
segmentations of tumors. The STEP features are assessed through their diagnostic performance for
differentiating between benign and malignant tumors using a linear classifier �along with a simple
ranking-based feature selection� in a leave-one-out cross-validation setting. The experimental re-
sults for the proposed features exhibit superior performance, when compared to the existing ap-
proaches, with the area under the ROC curve approaching 0.97. © 2009 American Association of
Physicists in Medicine. �DOI: 10.1118/1.3151811�
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I. INTRODUCTION

Breast cancer is one of the major causes of cancer-related
deaths among women, with annual mortality of over 400 000
worldwide. Like most cancers, its early detection can signifi-
cantly improve therapeutic outcomes and increase the sur-
vival rates for the victims. Although biopsy has traditionally
remained on the forefront in this regard, it is not ideally
suited for periodic screenings due to the involvement of sur-
gical procedures. Recently, magnetic resonance �MR� imag-
ing has emerged as a method for in vivo detection, diagnosis,
and characterization of breast tumors.1 Studies have shown
improved cancer detection in high risk populations by the
introduction of yearly breast MRI into the screening regi-
men. This has led to widespread dissemination of screening

breast MRI in high risk women.
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Dynamic contrast-enhanced MR imaging �DCE-MRI� de-
tects angiogenesis and forms the primary basis for detecting
and characterizing breast cancer with MRI. It involves ad-
ministration of a gadolinium-based contrast agent, followed
by the acquisition of a temporal sequence of MRI images of
the breast under investigation. High permeability of tumor
capillaries allows the contrast agent to diffuse faster in a
tumor, leading to better enhancement of a tumor relative to
the surrounding breast tissue. This leads to higher sensitivity
of DCE-MRI that is critical for accurate breast cancer
diagnosis.2

In the DCE-MRI image, malignant and benign tumors
have been found to exhibit three major types of spatiotem-
poral difference, i.e., �1� variations in their temporal en-

hancements �TEs�, �2� variations in spatial and morphologi-
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cal structures, and �3� spatial variation in temporal
enhancement. For instance, the dynamic response of malig-
nant tumors shows strong early enhancement, followed by a
rapid washout, with that of benign tumors indicating a slow
and persistent increase in the enhancement.3 On the other
hand, spiculated borders and irregular shapes are prominent
markers of malignancy, whereas smooth borders are typical
characteristics of benignancy.1 Furthermore, heterogeneous
and peripheral enhancements are common in malignant tu-
mors, whereas spatially homogeneous enhancements are of-
ten exhibited in benign tumors.2,4,1 Although these spatial
variations in temporal enhancement have been used by radi-
ologists to better identify tumors5,3 and to monitor their re-
sponse to chemotherapy,6 they have rarely been employed as
the descriptive features for computer-aided diagnosis �CAD�.
The difference between benign and malignant tumors in
terms of these spatiotemporal attributes may better be under-
stood through Fig. 1, which illustrates a typical malignant
tumor �Fig. 1�a��. The morphological characteristics of this
malignant tumor include rounded shapes, spiculated margins,
and heterogeneous enhancements. The enhancement pattern
�the term was coined in Ref. 6� is illustrated by color-coded
rings shown in Fig. 1�c�. These color codings of pixelwise
enhancement are generated through principal component
analysis �PCA� on the original pixelwise enhancement pro-
files. Three major components are retained and the corre-
sponding scores are visualized �after normalization to the
range �0,255�� with red, green, and blue, respectively. The
color-coded pixelwise enhancement represents major varia-
tions in temporal enhancements within the tumor. Temporal
profiles of some tumor voxels marked in Fig. 1�d� are given

(a) (c) (d)

(b) (e)

FIG. 1. Visualization of dynamic enhancement, spatial structure, and spatial
variation in enhancement in a malignant tumor: �a� A complete slice, �b�
temporal enhancement of tumor �from left to right and from top to bottom�;
�c� color-coded pixelwise enhancement, represented by three �PCA-based�
major enhancement profiles in this tumor; ��d� and �e�� typical points and
their corresponding enhancement profiles. The correspondence between
points and profiles is specified by colors. In �e�, the horizontal axis repre-
sents the acquisition times after the injection of the contrast agent, whereas
the vertical axis is the percentage of temporal enhancement computed by
Eq. �3�.
in Fig. 1�e�, indicating variations in pixelwise enhancement
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within the tumor. These include various washout profiles, as
well as a persistently increasing enhancement and a plateau
enhancement.

For differentiation of benign from malignant tumors, one
requires the extraction of features that best describe their
spatiotemporal difference. Various features have been pro-
posed in literature, which will be reviewed in Sec. II. How-
ever, their use is mostly limited in practice because either
they describe only one type of difference or they are too
coarse to contain rich information on the tumor.

In this article, we propose the spatiotemporal enhance-
ment pattern �STEP� for capturing a comprehensive set of
these features, including temporal enhancement, spatial
structure, as well as spatial variation of pixelwise temporal
enhancement.7,8 The premise is that with the proposed STEP
features, an MR CAD system can exhibit higher accuracy on
breast cancer diagnosis due to richer representation of tu-
mors. This is achieved by treating the serial contrast-
enhanced images of tumor as a single spatiotemporal image
and computing the STEP features. To this end, we use Fou-
rier transformation and pharmacokinetic �PK� modeling to
characterize the temporal enhancement, while moment in-
variants and Gabor texture features are used to characterize
the spatial properties of the enhancements. In this article, we
aim to highlight the importance of the STEP features in can-
cer diagnosis. We, therefore, use a linear classifier, along
with a simple ranking-based feature selection method, to
evaluate the performance of the STEP features in cancer di-
agnosis.

Since the STEP features are extracted from the tumor re-
gion, accurate segmentation of the tumor is important. In
order to improve segmentation accuracy, we also propose a
segmentation algorithm that is particularly suited to the prob-
lem under consideration. Based on energy minimization
through graph cuts,9,10 it refines a rough segmentation manu-
ally marked by a rater to yield an accurate representation.

This article is organized as follows. We first review the
existing features used in breast tumor CAD in Sec. II. We
then introduce the three main algorithmic components of our
tumor diagnostic system in Sec. III, namely, �1� the segmen-
tation algorithm for refining a coarse segmentation, �2� the
extraction of the STEP features, and �3� the classification of
the STEP features for cancer diagnosis using a linear classi-
fier. A comparison of the proposed STEP features with exist-
ing features is presented in Sec. IV, where the importance of
our segmentation refinement algorithm for tumor diagnosis is
also demonstrated. We will finally conclude with a discus-
sion of results in Sec. V.

II. PREVIOUS WORK

As explained in Sec. V, there are three main types of
spatiotemporal difference between benign and malignant
breast tumors. In the CAD of breast tumors, the features
extracted from a breast tumor can be classified into three
classes describing the three types of difference. Moreover, it
is generally agreed that a combination of different types of

3,1,11
features improves the diagnostic performance.
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The temporal enhancement pattern of a tumor is charac-
terized by dynamic features,3,1,12,2,13,14 which are typically
derived from the statistical properties �such as the average or
the maximum� of the time-intensity curves within the tumor
region. Chen and Giger,15 for instance, determined some rep-
resentative temporal enhancement curves through clustering,
from which they extracted some dynamic features such as
maximum enhancement, uptake rate at the time point with
maximum enhancement, and the washout rate between the
time point with maximum enhancement and the final time
point. They reported a value of 0.8 for the area under the
receiver operating characteristic �ROC� curve with the wash-
out rate for the classification of benign and malignant tu-
mors. Tanner et al.,16 on the other hand, derived the dynamic
features from the standard deviation of the average signal.
Dynamic features have also been captured through PK
models,17,6,18 which provide insight into the underlying
physiology and are specifically used for the analysis of con-
trast agent uptake in DCE-MRI of breasts. The PK models
were shown efficient in estimating the temporal enhancement
and are very helpful in obtaining accurate segmentation and
registration results. Qualitative dynamic measures may also
be incorporated in these features by classifying curves as
washout, persistent, and plateau.1,5

Architectural features are derived from the spatial tumor
region to characterize the morphology of a tumor.3,1,12,2,13

They typically describe the sharpness of the tumor margin,
the shape of a tumor, the radial gradient,2 the circularity,
irregularity, margin gradients, and the variance of margin
gradients for better spatial description of a tumor.4,13 In ad-
dition, they may also rely on qualitative ratings of tumor
shapes into round, oval, lobulated, irregular, and stellate, or
of tumor margins into smooth, scalloped, irregular, and
spiculated.5,1,12

The spatial variations in the temporal enhancement are
described by various quantitative2,4 and qualitative11,3,1 ap-
proaches. In particular, the quantitative features may affect
the diagnostic performance if they are too simple. Gilhuijs et
al. used variance of uptake and change in variance of
uptake,2 whereas Chen et al. proposed enhancement-variance
dynamic features.4 Hayes et al.6 utilized tumor region histo-
grams of PK model parameters computed from pixelwise
contrast agent uptake and then derived a number of local
histogram descriptors such as mean, median, range, and
skewness to describe the spatial variations in the temporal
enhancement. Qualitative approaches, on the other hand, re-
quire classification of enhancements within a tumor by ex-
perts as homogeneous, heterogeneous, or rimlike.11,3,1

As explained above, the existing dynamic features and
architectural features can only describe one type of spa-
tiotemporal difference between the benign and malignant tu-
mors. This limits their utility due to the lack of sufficient
information. Although the features capturing the spatial
variation in the temporal enhancement have potential to bear
richer information, most of them are too simple. For tumor
classification, the existing features may usually produce high

sensitivity, but at the cost of low specificity. In contrast, the
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proposed STEP features are more comprehensive and are
capable of simultaneously producing high sensitivity and
specificity.

III. METHODS

In this section, we develop the STEP based cancer diag-
nosis using temporal �two-dimensional� 2D MR images. The
proposed method consists of three main steps: Segmentation
of the tumor region, extraction of the STEP features from the
segmented region, and tumor classification into malignant or
benign categories using the extracted features. Our segmen-
tation algorithm refines a rough manual segmentation pro-
vided by a rater through a graph-cut based energy minimiza-
tion. In order to achieve accurate segmentations, a new
energy functional is proposed, which incorporates spatial as
well as temporal properties of contrast-enhanced images. The
STEP features are extracted from the segmented tumors by
first normalizing spatially all the segmented tumor regions in
order to eliminate scale variations. Then, enhancement mod-
eling methods such as Fourier transformation and PK mod-
eling are used to capture pixelwise temporal enhancement
properties, as well as spatial description methods such as
moment invariants and Gabor texture features to characterize
the spatial variations in temporal enhancement. Tumor clas-
sification is performed using a linear classification method
along with a simple ranking-based feature selection method.
The diagnostic value of the STEP features is evaluated by
ROC analysis and compared against commonly used dy-
namic and architectural features.

III.A. Segmentation

Tumor segmentation is the precise identification of the
spatial domain of a tumor, where manual segmentation by an
expert is generally regarded as a gold standard. Like any
manual segmentation, expert segmentation is also prone to
inaccuracy and high interobserver and intraobserver variabil-
ity. It has been reported that nonenhancing tissue may be
included in manually segmented tumors.13 In addition,
manual segmentation is time consuming and requires an ex-
amination of the entire series of enhanced data and/or the
profile of pixels while carefully delineating the tumor bound-
ary. This analysis of spatial as well as temporal profiles,
therefore, limits the use and scope of manual segmentation in
contrast-enhanced images.

In many cases, semiautomated algorithms are more effi-
cient. They are usually initialized with a coarse boundary
that is refined to yield an accurate representation of a tumor.
With semiautomated algorithms, the time for manual delin-
eation may be significantly reduced. It has been reported in
Ref. 13 that the discrimination of benign and malignant
breast tumors may be improved by refining the tumor seg-
mentation.

In the following, we will introduce a new graph-cut based
algorithm9,10 for tumor segmentation based on the initial
rough segmentation by manual rater. Our graph-cut based
algorithm applies a Markov random field �MRF� and pro-

duces very accurate segmentation even in the presence of
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noise and other confounding effects introduced in the imag-
ing process. The MRF model plays the major role in this
regard and introduces the notion of spatial smoothness of the
segmentation when compared to the conventional clustering
based methods.

III.A.1. Formulation of segmentation refinement
algorithm

Our segmentation refinement algorithm operates on a 2D
rectangular region � representing an MR image that contains
a tumor. Segmentation refinement algorithm assigns a label
lp to each pixel p��, thereby forming a partition �t��b

=� :�t��b=�, where the subscripts t and b denote the
tumor and the background regions, respectively.

Typically, segmentation ensures that �i exhibits similar
statistical properties. However, the temporal enhancement
exhibits large variability within a tumor region, as shown in
Fig. 1. This prevents one from assuming a single distribution
for each partition. To account for various enhancement types,
we define multiple classes �labels� for both tumor and back-
ground. Let Lt and Lb be the set of labels for a tumor and the
background, respectively, with L=Lt�Lb being the set of
labels for all classes. Any pixel p is regarded to be on a
tumor if and only if lp�Lt. The idea of assigning multiple
classes respectively for tumor and background makes our
approach significantly different from Ref. 13, where a single
class representation was used for each region, thus failing to
give satisfactory results for contrast-enhanced images.

In order to derive the energy functional for segmentation
refinement, four factors are considered. First, it is required
that the pixelwise TEs within each class should be statisti-
cally similar to a compact distribution. Second, the generated
labels should be spatially coherent, which allows compliance
with the Markovian property of segmentation. This amounts
to penalizing neighboring pixels �p ,q��N from having dif-
ferent class assignments, where N���� is a neighbor-
hood system of pixels. Third, the segmentation boundary be-
tween different classes should be placed along pixels with
high gradient of temporal enhancement. This encourages the
assignment of neighboring pixels with significantly different
enhancements to different classes. In this article, we use
Nd�N to represent the neighboring pixels �p ,q� with dif-
ferent enhancements, i.e., lp� lq∀ �p ,q��Nd. Finally, the re-
sulting boundaries between tumor and background are forced
to be close to the rough manual segmentation, which places a
certain level of confidence on the manual segmentation. In
subsequent text, we use �p ,q��Ntb�Nd to denote pairs of
neighboring pixels such that p belongs to the tumor and q
lies in the background. These four criteria are used to formu-
late a new energy functional given in Sec. III A 2, which is
minimized through a graph-cut algorithm.

Our segmentation refinement algorithm has multiple ad-
vantages when compared with the previous methods.13,10 For
example,13 segments a region of interest �ROI� according to
a maximum a posteriori �MAP� criterion, and then utilizes
morphological closing and hole filling operations to fill the

holes in the segmented region. In contrast, our algorithm
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operates simultaneously in feature �enhancement� space and
in image space �due to the first two terms in the energy
functional respectively�, thus obtaining a spatially coherent
segmentation eliminating the need of any post-processing.
Hence, noisy image segmentation results, such as those in10

do not occur. Moreover, our algorithm attracts the boundaries
towards locations of high confidence, such as areas of high
gradients in the feature image and manually delineated tumor
contours.

III.A.2. The proposed energy functional

Our segmentation refinement algorithm is based on the
minimization through graph cut10 of an energy functional
that is composed of four terms corresponding to the criteria
described above,

E = �
p��

E1�lp� + �1 �
�p,q��N

E2�lp,lq� + �2 �
�p,q��Nd

E3�lp,lq�

+ �3 �
�p,q��Ntb

E4�lp,lq� , �1�

where factors �1, �2, and �3 control the relative importance
of the four energy terms. The individual energy terms in Eq.
�1� correspond to the four factors explained in Sec. III A 1.

E1 captures the agreement between the model and the
original image, enforcing statistical similarity on TEs of pix-
els within each class. It is usually referred to as the data term.
In this article, we assume a Gaussian distribution model as in
Ref. 9, which is estimated from the current label assignments
in the corresponding classes. E1 is, therefore, defined as

E1�lp� = 1 − Pr�F̄�p���̄lp
,�̄lp

� , �2�

where the latter term measures the likelihood of the feature

vector F̄�p� belonging to the class lp. The feature vector F̄�p�
is composed of the relative temporal enhancement values of
p and characterizes the dynamic response. The relative tem-
poral enhancement for a pixel p is defined as

C�p,t� =
I�p,t� − I�p,0�

I�p,0�
, t = 1, . . . ,T − 1, �3�

where I�p , t� denotes the intensity of p at a scanning time t. T

is the total number of time sections �e.g., Ref. 6�. F̄�p�
= �C�p ,1� , . . . ,C�p ,T−1��T, therefore, represents a vector
composed of T−1 features. Each class lp is represented by a
multivariate Gaussian distribution with mean �̄lp

and covari-
ance �lp

, which is a diagonal matrix if the components of

F̄�p� are independent. We have

Pr�F̄�p���̄lp
,�̄lp

�

=
1

�2���T−1�/2��lp
�1/2 exp−1/2�F̄p − �̄lp

���lp
−1�F̄p−�̄lp

�. �4�

E2�lp , lp� is introduced to impose the spatial smoothness con-
straints on the assigned labels, making the resulting labels to

be spatially coherent. It may simply be defined as
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E2�lp,lq� = 1 − ��lp − lq� , �5�

where � is the Kronecker delta function.
E3 attracts the boundary toward the regions of high gra-

dients and is defined as

E3�lp,lq� = g1��F̄�p� − F̄�q��� , �6�

where �F̄�p�− F̄�q�� is the L2-norm of the difference of the
feature vectors at pixels p and q with different labels. Func-
tion g1 is defined as

g1�	� =
1

	 + 1
. �7�

E4 is defined to force the boundary to lie in the vicinity of
manual delineations

E4�lp,lq� = g2�
 · Dp,q� , �8�
where

sufficient for accurate segmentation. This is also in accor-
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g2�	� =
	

	 + 1
�9�

and Dp,q is the distance from the center point between pixels
p and q to the manually delineated boundary, and 
 is a
control parameter for Dp,q on E4 which needs to be specified
empirically. We choose 
=10 in our experiments.

The graph construction and energy minimization methods
in graph cut9,10 can be directly used to minimize the energy
functional of Eq. �1�, although there are two additional terms
E3 and E4 in Eq. �1�. By combining E2, E3, and E4 into one
pairwise term E2�, Eq. �1� becomes

E = �
p��

E1�lp� + �
�p,q��N

E2��lp,lq� , �10�

which is very similar to the energy functional in Refs. 9 and
10 and can be optimized directly by the graph-cut algorithm.

E2��lp , lq�, itself, is written as
E2��lp,lq� = ��1E2�lp,lq� + �2E3�lp,lq� + �3E4�lp,lq� if �p,q� � Ntb

�1E2�lp,lq� + �2E3�lp,lq� if �p,q� � Nd and �p,q� � Ntb

�1E2�lp,lq� if �p,q� � N and �p,q� � Nd
	 �11�
using the definitions of each individual energy term. As ex-
plained in Sec. III A 1, Nd and Ntb are determined by com-
paring the labels of each pair of pixels in N.

Given the manual rough segmentations by a rater, we ap-
ply the graph-cut based refinement algorithm within a rect-
angular region around the initial contours. The rectangular
region is determined by expanding the bounding box of the
rough segmentations with 10 pixels both horizontally and
vertically. The initialization of our graph-cut based algorithm
is carried out by classifying the tumor area and the back-
ground area in the rectangular region into multiple classes
using a k-means clustering algorithm. The energy functional
of Eq. �1� is then minimized through the expansion move
algorithm9 due to its small computational cost and high ac-
curacy in segmentation. Once the algorithm converges, all
the segmented regions labeled as tumor in the initialization
are regarded as tumor in the final segmentation.

Representing the tumor and background pixels by several
classes in segmentation is very important for getting accurate
results due to �1� the amount of spatial variations in temporal
enhancements of the tumor region as discussed in Sec. I and
�2� the possible presence of multiple tissue types partitioning
the background region. While various data clustering ap-
proaches may be used for the determination of the number of
classes, such as minimum description length criteria,19 we
have found experimentally that three classes per region are
dance with the types of temporal enhancement patterns that
are exhibited by a tumor as mentioned in Sec. I, namely,
washout, persistent, and plateau.

The three parameters 
�k ,k=1, . . . ,3� in Eq. �1� determine
the relative importance of each term and are set empirically.
In our experiments, the choice of �1=2, �2=1.2, and �3=1
yielded excellent results. Moreover, for density estimation in
Eq. �2�, we employed the maximum likelihood estimates.

We compare our approach with expert segmentation in
Fig. 2. In the figure, the top, middle, and bottom rows, re-
spectively, show manual initializations, algorithm refined

FIG. 2. Top panel: Rough manual segmentations by a rater. Middle panel:
Corresponding refined segmentation results. Bottom panel: Corresponding

manual segmentations by an expert.
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segmentations, and carefully drawn manual segmentations
by an expert �which are treated as the ground truth�. It may
be observed that the refined segmentations are close to the
precise manual segmentations by the expert. To quantita-
tively assess the performance of our segmentation refinement
algorithm, we measure the distance of the calculated seg-
mentation curve to the carefully segmented manual curve.
The distance between two contours A and B is defined as the
average of the distances of contour A to B and contour B to
A. The distance of contour A to B is the average distance of
all points a�A to the closest point b�B. Based on our
entire dataset, the mean and standard deviation of these dis-
tances were found to be 4.10 and 5.62 pixels, which are sig-
nificantly better than those for the rough segmentation �7.67
and 8.24 pixels�.

Graph-cut based interactive segmentation techniques have
recently become quite popular. Some recent works20,21 utilize
image gradient information at segmentation boundaries �as in
E3� as well as some prior knowledge �as in E4� in the form of
a rough segmentation. For example, the strategy for employ-
ing image gradient information in Ref. 20 is very similar to
E3 in our method. However, our method differs from most of
the previous methods in the way prior segmentation is em-
ployed. References 20 and 21, for instance, treat certain
prelabeled pixels �which are definitely foreground or back-
ground� as hard constraints, whereas our method minimizes
the distance between the arbitrary segmentation boundaries
and the ones from rough segmentation. This constrains the
refined segmentation edges from drifting too far from the
coarse segmentation edges, which is not explicitly ensured in
Refs. 20 and 21.

III.B. Extraction of the STEP features

In order to compute the STEP features for characterizing
a tumor that is represented by a sequence of 2D images, it
is necessary to normalize the segmented tumor regions be-
fore modeling pixelwise temporal enhancements and their
spatial variations. Normalization eliminates scale difference,
thereby eliminating variations in tumor sizes from the cancer
diagnosis. Pixelwise temporal enhancement is then captured
through enhancement modeling techniques, such as Fourier
transformation and PK modeling. Their spatial variations are
eventually characterized by employing spatial description
methods, such as moment invariants and Gabor texture fea-
tures. The idea is not only to get a representation of tumor
dynamics but also to exploit the structural difference in the
texture of malignant and benign tumors.

III.B.1. Tumor normalization

We utilize Procrustes analysis to normalize 2D tumor re-
gions. It involves eigendecomposition of the covariance ma-
trix associated with the distribution of pixels in a given tu-
mor region. Tumor regions are then rotated and scaled to
ensure that �1� their principal directions are aligned with a
reference coordinate space and �2� their “most significant
eigenmodes” become identical to a predefined size �such as

35 mm�. Later, we will employ rotation-invariant features for
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capturing spatiodynamic properties of a tumor. This will ap-
parently make the normalization redundant. However, it is
still required for the generalization of the proposed frame-
work. Figure 3 shows some malignant and benign tumor
samples before and after normalization, where bilinear inter-
polation is used for subpixel interpolation.

III.B.2. Temporal enhancement modeling

To capture the temporal response of various tissue types,
we adopt and extensively compare two different signal rep-
resentation techniques, namely, the general Fourier represen-
tation and a specific model-based PK representation of con-
trast agent uptake.6

Fourier transformation. Out of many available signal rep-
resentations, such as Fourier transformation, discrete wave-
lets, and wavelet packets,22 we choose Fourier transform to
characterize the temporal enhancement curves of breast tis-
sues. A pixelwise 1D discrete Fourier transform �DFT� is
performed on the enhancement curve of each pixel p, C�p , t�
�t=1, . . . ,T−1� �as defined in Eq. �3��, thus obtaining T−1
DFT coefficients for each pixel p. Consequently, for a given
tumor, each DFT coefficient yields a distinctive temporal en-
hancement map, which collectively represents the frequency
content of the corresponding temporal enhancements. Figure
4 shows the temporal enhancement map of the first DFT
coefficient for the tumors in Fig. 3, from which we can see
that the malignant tumors have more spiculated border and
more heterogeneous enhancements and therefore are well
differentiated from the benign tumors. In practice, we select
Nt �Nt=3 in our results� enhancement maps corresponding to
the lower order DFT coefficients.

Pharmacokinetic model. PK modeling provides insight
into the underlying physiology and is specifically used for
the analysis of contrast agent uptake in DCE-MRI of
breasts.6,23,17,24 With a few parameters, one may exploit PK
modeling to capture the essential properties of contrast en-

Orignal

Normalized

FIG. 3. Examples of tumors before and after normalization. For each panel,
the tumors in the top row are malignant, whereas those in the bottom row
are benign.
hancements. Although several PK models have recently been
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proposed,23,17,24,18,25 we employ the model proposed in Ref.
24 for its ability to effectively capture the temporal enhance-
ment properties. This PK model is of two compartment �i.e.,
blood plasma and EES� and is derived from the physics of
the underlying process takes into account the observation
that the relative signal increase is proportional to the concen-
tration of contrast enhancement in the extracellular space of
breast tissue. Mathematically, the relative signal increase
based on the PK model is given by

Ĉ�p,t� =
Ap

ap − bp
�e−bpt − e−apt� , �12�

where Ĉ�p , t� is an estimate of the true signal increase C�p , t�
and Ap, ap, and bp are reparametrizations of the compartmen-
tal variables of pixel p �see details in Ref. 24�.

Instead of independently estimating model parameters for
each individual pixel,17 all parameters �Ap, ap, and bp� for the
entire breast image may be estimated jointly, thus increasing
spatial consistency of the parameters. We follow the work of
Schmid et al.17 to incorporate a Gaussian Markov random
field prior into the estimation of model parameters in Eq.
�12�. In other words, signal variations at different times are
assumed to be modulated by the PK model plus some Gauss-
ian noise. Thus, Bayesian inference principle may then be
effectively exploited to estimate the unknown model param-
eters ∀p��. The Bayesian inference scheme in Ref. 17 as-
sumes that each pixel is composed of different tissue types,
and the PK on a pixel is determined as the average computed
through the portion of each tissue at this pixel. It iteratively
estimates the portion values for each pixel and the PK model
parameters for each tissue.

Figure 5 shows the temporal enhancement maps of PK
model parameters for the tumor samples in Fig. 3. Each PK
model parameter gives rise to a temporal enhancement map,
leading to a total of Nt=3 temporal enhancement maps cor-
responding to the three PK model parameters. This has al-
lowed us to display these three parameter maps as a single
RGB color map �for illustration purposes only�. We can see
that the enhancement maps in Fig. 5 bear rich information
for distinguishing the malignant tumors from the benign tu-
mors in the sense of the heterogeneous appearance of the
malignant tumors and the homogeneous appearance of the

FIG. 4. Temporal enhancement maps of the first DFT coefficient for the
tumors given in Fig. 3.
benign tumors.
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III.B.3. Spatial description of temporal
enhancement maps

Once the tumor dynamics are modeled and the temporal
enhancement maps are constructed, they are utilized to cap-
ture the spatial variations within a tumor. Since the orienta-
tion of a tumor sample is not related to its type, the features
representing morphological and spatial structure should be
rotation invariant. It may be seen from Fig. 4 that the shape
and the local variation in the temporal enhancements alone
are sufficient for distinguishing between malignant and be-
nign tumors. Accordingly, we employ rotation-invariant mo-
ment features �referred to as rotation invariants in litera-
ture�26 to capture the global structure, and Gabor rotation-
invariant texture27,28 to capture the local spatial behavior. Al-
though several other rotation invariants exist in the liter-
ature,29,30 we utilize26 them due to their simplicity and easy
interpretation.

Moment invariants. Image moments are computed as the
particular weighted averages of pixel intensities to explain
some global spatial distribution of image intensities. Hu’s
seven moment invariants26 are, for instance, defined as a
polynomial equation of some scale-normalized centralized
moments. With regard to our work, the two-dimensional cen-
tralized moments of an M �N temporal enhancement map,
denoted as f�x ,y�, �x ,y���, are defined as

m�� = �
x=1

N

�
y=1

M

�x − x̄���y − ȳ��f�x,y� , �13�

where

x̄ =
�x=1

N �x�y=1
M f�x,y��

�x=1
N �y=1

M f�x,y�

and

ȳ =
�y=1

M �y�x=1
N f�x,y��

�x=1
N �y=1

M f�x,y�
.

The two-dimensional scale-normalized centralized moment

FIG. 5. Temporal enhancement maps of PK model parameters for the tumor
samples given in Fig. 3. For the purpose of display, three temporal enhance-
ment maps of each tumor sample �corresponding to A, a, and b� are inte-
grated as different color components.
�� is defined as
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�� = m��/m00
� , �14�

where �= ��+�� /2+1, ∀��+���2.
This readily leads to Hm=7 moment invariants26 for each

of Nt temporal enhancement maps. Consequently, each tumor
sample is represented by Hm�Nt moment-invariant features.

Rotation-invariant gabor textures. Texture features of an
image explain the local spatial properties of the image inten-
sities. Gabor rotation-invariant features27,28 are efficient tex-
ture descriptors. They are extracted in three steps. First, each
Gabor function g�x ,y ;� ,�� with radial frequency � and ori-
entation � is convolved with a temporal enhancement map
f�x ,y� to obtain a Gabor feature q�x ,y ;� ,�� at each location
�x ,y�. Subsequently, for each radial frequency � and orien-
tation �, the Gabor features at different locations �x ,y� in the
temporal enhancement map f�x ,y� are averaged to obtain the
average Gabor feature Q�� ,��. Since the average Gabor fea-
ture Q�� ,�� of a specific � is a periodic function of � with a
period of �, the average Gabor features should be made ro-
tation invariant. By calculating the magnitudes of Fourier
coefficients on Q�� ,��, we obtain a number of rotation-
invariant features for each �.28

Thus, for K orientations � within a period of �, K mag-
nitudes of Fourier coefficients are obtained as rotation-
invariant texture features for each frequency �. If Z radial
frequencies are used, one finally obtains Hg=K�Z rotation-
invariant Gabor texture features, which we refer to as the
STEP features for tumor classification. We used K=8 and
Z=4 in our experiments.

By including both moment invariants and Gabor texture
features, we obtain a total of Nt� �Hm+Hg� features for char-
acterizing the STEP. These features capture the spatiotempo-
ral profile of DCE images and may be used for tumor clas-
sification as explained in Sec. III C.

III.C. Tumor classification

The STEP features have been derived to potentially pro-
vide a rich representation of the spatiotemporal response of
tumors to the contrast agent. However, the number of the
STEP features is large �equals to 117 when Nt=3�, and not
all features have equal discriminative power in tumor classi-
fication. Thus, in the learning phase, the most discriminative
features are selected, whereas the redundant features are dis-
carded. To identify the significance of the STEP features in
improving the classification performance, a linear classifier,
along with a simple ranking-based feature selection method,
is applied. Although advanced feature selection methods31

and nonlinear classifiers32 exist, we have observed that in the
current study the computationally efficient linear classifier
performs very well.

III.C.1. Feature selection

For classification purposes, some STEP features might be
less effective, irrelevant, and redundant for classification.

Therefore, it is important to select a small set of most dis-
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criminating features in order to improve the generalization
ability and the performance of the finally constructed classi-
fier.

A simple ranking-based feature selection method is used
to select a small set of effective features for tumor classifi-
cation. It first computes a ranking score for each feature ac-
cording to its discriminative power, and then selects the top
ranked features through a greedy algorithm in a set of best
features. Classification is subsequently carried out via cross
validation in an iterative manner. In each iteration, a feature
in the left out features is found that yields best increase in the
classification rate and is added to the set of best features. The
process continues until there is no increase in the classifica-
tion rate.

In particular, we use t score, denoted by tscore, to measure
the capability of each individual feature of separating malig-
nant and benign samples. The larger absolute t score indi-
cates better distinction by a particular feature for classifica-
tion. Since the sample size for benign and malignant can be
different, t score is computed by the following equation:

tscore =
�+ − �−

��N+ − 1��+
2 + �N− − 1��−

2

N+ + N− − 2
 1

N+
+

1

N−
� , �15�

where �+ and �+
2 are the mean and variance, respectively, of

a particular feature in all positive training samples �malig-
nant samples� and �− and �−

2 are the mean and variance of
the same feature in all negative training samples �benign
samples�. N+ and N− are the numbers of positive and nega-
tive training samples.

The above ranking-based feature selection method consid-
ers only the individual performance of the features and might
be problematic if there are strong correlations among fea-
tures. In such a case, a more sophisticated feature selection
method33 may be used. For the application of interest, this
simple ranking method yields satisfactory performance.

III.C.2. Classification

We use the linear discriminant analysis34 with Fisher lin-
ear discriminant rule to perform the tumor classification. The
classification method is based on the fact that distributions
�of the linear combination of the selected features�, which
have a greater variance between the two classes and smaller
variance within each class, are easier to separate. With the

trained classifier W̄, a test sample F̄ may be classified ac-

cording to its score W̄TF̄. Specifically, it is classified positive

if ��W̄TF̄−W̄T�̄+�− �W̄TF̄−W̄T�̄−���b, where we set b=0 in
our experiments, and negative otherwise. Here, �̄+ and �̄−

represent the mean values of feature vectors in the positive
and negative training groups, respectively, and b is the stan-
dard threshold used to separate the classes in equal distance
from the �projected� class means. A nonzero threshold value
may be used in order to increase sensitivity or specificity
depending on the application. It may be chosen manually, or
determined by optimizing the classification rate over all

training samples.



3200 Zheng et al.: MR-based breast tumor diagnosis 3200
For the assessment of the classifier, a leave-one-out cross-
validation strategy is employed, where a classifier is con-
structed with all but one sample. The “left out” sample is
then treated as a test sample to be classified accordingly. The
process is repeated until all samples are selected as the left
out sample. Classification rate is finally computed as the
mean of correctly classified samples.

IV. EXPERIMENTAL RESULTS

IV.A. Testing data

Images used in this study were acquired from patients
with breast tumors in a 1.5 T scanner �Siemens Sonata� or a
3 T scanner �Siemens Trio�. A specially designed surface
breast coil array was employed to achieve high SNR as well
as minimal level of distortion. The imaging protocol in-
cluded bilateral fat suppressed T2 weighted images in the
sagittal plane and a slab interleaved 3D fat suppressed
spoiled gradient echo prior to and after the injection of con-
trast. A rapid bolus injection of 0.1 mmol /kg Gadopentetate
dimeglumine �Omniscan; GE health, NJ�, followed by a
10 ml saline flush was administered in all cases. Sequential
postcontrast acquisitions were acquired for approximately
6 min following the contrast injection. The spoiled gradient
echo sequence had a minimum spatial resolution of 20 cm
over a 512�256 matrix and a minimum time of 90 s in the
sagittal plane and slice thickness of 2–3.5 mm. One slice
can contain either 384�384 pixels of 0.47�0.47 mm2,
512�512 pixels of 0.35�0.35 mm2, or 896�896 pixels of
0.22�0.22 mm2, depending on the scanners or the proto-
cols. In total, there were 36 subjects used in our experiments,
including 22 malignant and 14 benign cases. All of these
samples were histologically verified.

IV.B. Experiments

A series of experiments was performed to evaluate the
effectiveness of the proposed segmentation refinement algo-
rithm and the STEP features for tumor classification, as out-
lined next.

• Comparison of spatiotemporal models. In the first set of
experiments, we carried out a comparison between DFT
and PK representations of the temporal profiles in terms
of tumor classification rates. For both signal representa-
tions, expert-segmented tumor samples were used. Ini-
tially, only moment invariants were employed to de-
scribe spatial variation in temporal enhancement
features. DFT was found to perform better than PK
modeling in terms of classification rates. Therefore, in
all subsequent experiments, we proceeded with DFT as
the appropriate choice for temporal representation.

In the second step, we also introduced local Gabor
texture features in the spatial representation of temporal
enhancement, in addition to global moment invariants.
Again expert-segmented tumor samples were employed
for feature classification. It was observed that the intro-
duction of local features, such as Gabor, yielded im-

proved performance. We, therefore, conclude that �1�
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DFT is better suited to capture the temporal enhance-
ment due to its completeness of representation, and �2�
both moment invariants and Gabor texture features are
essential for capturing the spatial variations in temporal
enhancement.

• Evaluation of segmentation refinement algorithm.
Based on the selection of the STEP features, the third
experiment was performed to investigate the accuracy
of our segmentation refinement algorithm in the context
of tumor classification. In the breast tumor dataset, sev-
eral inexperienced raters were asked to roughly delin-
eate the tumors. The segmentation refinement algorithm
was then applied on the roughly segmented tumor
samples. It was found that the segmentation refinement
improved the tumor classification performance.

• Validation of the STEP features. In the final set of ex-
periments, we analyzed the performance of the STEP
features by comparing them with the previously pro-
posed features, such as the combinations of dynamic
features, architectural features, and enhancement varia-
tion features. In order to demonstrate the stability of the
classification rates for the STEP features with respect to
the sample size, we carried out a comparison of the
rates when training sets of different sizes were taken
into account.

It is worth noting that the classification performances in
all experiments were cross validated using a leave-one-out
strategy as mentioned above. We employed binomial ROC
curve fit through the ROCKIT algorithm35 to determine sen-
sitivity, specificity, and accuracy of our classifier. ROC
curves measure false positive rate and true positive rate as
the discrimination threshold is varied for a classifier. A large
value of the area under the curve �AUC� corresponds to bet-
ter performance of the corresponding classifier. Sensitivity
may then be computed as TP / �TP+FN�, specificity as
TN / �TN+FP�, and accuracy as �TP+TN� / �TP+TN+FP
+FN�, where TP, TN, FN, and FP denote true positive, true
negative, false negative, and false positive, respectively.
Herein, true positive �TP� denotes malignant tumor classified
as malignant, while false positive �FP� corresponds to malig-
nant tumor classified as benign. TN and FN are defined simi-
larly.

In order to determine the significance level of the assess-
ment based on the difference in AUC values, we performed a
t-test to evaluate the p value �pval� between each set of se-
lected features and our STEP features under the null hypoth-
esis that there exists no AUC value difference between them.
To obtain the statistics of AUC values for each set of fea-
tures, we performed a leave-one-out testing. Each time, we
dropped off one subject and with the left subjects we ob-
tained an ROC curve. This step was repeated until all sub-
jects were dropped off. Finally, we got the same number of
AUC values as the number of subjects. Note that for each
computation of an ROC curve, the classification algorithm of
Sec. III C is performed with another leave-one-out process.

The ROC curves explained above were only used for

computing the p values in order to compare two sets of fea-



3201 Zheng et al.: MR-based breast tumor diagnosis 3201
tures. To show the performance of various types of features,
we used the ROC curves computed from all subjects.

IV.B.1. Comparisons of DFT and PK modeling
in enhancement description

In this experiment, we compare the performance of DFT
with that of a PK model for tumor classification. Moment
invariants calculated on expert-segmented tumor samples are
used to describe the spatial variation in temporal enhance-
ment features.

ROC curves given in Fig. 6 show that the tumor classifi-
cation performance based on DFT for enhancement descrip-
tion is superior to that for PK modeling, although the PK
model is specifically designed for characterizing the contrast
enhancement in the DCE-MRI.17 A possible explanation is
the generality and completeness of DFT, which presumably
leads to a richer description. On the other hand, three PK
model parameters may not be sufficient to accurately repre-
sent the underlying signal variations. Some recent work by
Armitage et al.36 highlighted this limitation of PK models. In
addition, their correlations may also not be ideal for the
problem under consideration. Due to these reasons, we use
DFT as an enhancement descriptor in all subsequent experi-
ments.

IV.B.2. Effectiveness of local Gabor texture
features

Based on the results of the previous experiment, we
choose DFT for characterizing the temporal enhancement
and moment invariants for capturing global spatial variations
in temporal enhancement. In this experiment, we will inves-
tigate improvement in performance by the inclusion of Ga-
bor features for capturing local variations in temporal en-
hancement. Again, we use expert-segmented tumor regions
for training and testing purposes.

ROC curves given in Fig. 7 illustrate that the inclusion of
local spatial descriptors improves the tumor classification by
efficiently exploiting the local variations between malignant

FIG. 6. ROC curves of various classifiers employing DFT or PK modeling
as a temporal enhancement descriptor: pval=0.008.
and benign tumors. It is, therefore, concluded that the com-
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bination of global and local features, along with temporal
enhancement described by DFT, should be used for tumor
classification.

IV.B.3. Effectiveness of segmentation refinement
algorithm in tumor classification

Validation of the segmentation refinement algorithm is
carried out by comparing the performance of the tumor clas-
sification using rough manual segmentations, the refined seg-
mentations calculated by our graph-cut based algorithm, and
the accurate expert-segmentations. Having established the
importance of the STEP features that are composed of DFT
based temporal enhancement, and global and local spatial
variations in temporal enhancement, we proceed with this
combination.

As indicated by ROC curves in Fig. 8, the segmentation
refinement algorithm improves the tumor classification rates,
which is consistent with the results reported in Ref. 13. Ad-
ditionally, it may be observed that the classification results
on the refined segmentations are comparable to those on ex-
pert segmentations, as reflected by the level of agreement in
the corresponding ROC curves in Fig. 8.

IV.B.4. Performance of the STEP features

The performance of the STEP features is analyzed by way
of �1� a comparison between the tumor classification results
for the STEP features and numerous existing features and �2�
the examination of the effect of the sample size on classifi-
cation accuracies.

To compare the performance of our STEP features with
commonly used dynamic and architectural features in tumor
diagnosis, we selected some existing state-of-the-art features.
The STEP features were extracted using DFT to describe
temporal enhancement, and both moment invariants and lo-
cal Gabor texture features to capture spatial variations of
temporal enhancement. In this experiment, all tumor regions
were obtained by the segmentation refinement algorithm de-

FIG. 7. ROC curves for tumor classification using the STEP features with
and without local Gabor texture features: pval=0.019.
scribed previously.
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For comparison, we considered the dynamic features pro-
posed in Refs. 4, 18, and 16 as they were shown efficient for
representing the temporal enhancement properties. Specifi-
cally, standard deviation of enhancement �D1�, maximum
washout �D2�,16 maximum uptake �D3�, uptake rate �D4� cor-
responding to the maximum uptake, washout rate �D5� be-
tween the time point with the maximum uptake and the final
time point,4 and the parameters �D6� and �D7� of Hayton–
Brady pharmacodynamic model of the enhancement curve18

were taken into account. These features were computed from
the average of the intensities in the tumor region at each time
point.

For the architectural features, we considered the compact-
ness �A1�,16 the circularity �A2�,4 the irregularity �A3�, the
eccentricity �A4�, the rectangularity �A5�, and the entropy of
radial length distribution �A6� �Ref. 13� of a tumor, as they
can adequately describe the architectural properties of tu-
mors.

Features that describe the spatial variation in temporal
enhancement are the variance of uptake �V1�, change in vari-

FIG. 8. ROC curves for tumor classification using rough segmentation, com
“computer refined” and “expert” segmentations overlap.

FIG. 9. ROC curves for tumor classification based on different combinations

curves of A and A�D completely overlap.
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ance of uptake �V2�, margin gradient �V3�, variance of
margin gradient �V4�, variance of radial gradient histo-
gram �V5�,2 the maximum variation in enhancement �V6�,
the enhancement-variance increasing rate �V7�, the
enhancement-variance decreasing rate �V8�, and the enhance-
ment variance �V9� at the first postcontrast scan.4

These features were combined as A= 
A1 ,A2 , . . . ,A6�, D
= 
D1 ,D2 , . . . ,D7�, and V= 
V1 ,V2 , . . . ,V9� to represent three
different characterizations of the tumor response. The classi-
fication performance of the individual features 
A ,D ,V�, the
joint features 
A�D ,A�D�V�, and the STEP features
were compared using the same feature selection and leave-
one-out classification procedure as explained in Sec. III C.

The fitted ROC curves and their AUC values for all fea-
ture types are given in Fig. 9. The classification accuracy,
sensitivity, and specificity for the best subset of features
�chosen during features selection� are listed in Table I. The
feature types are shown in the first column and the corre-
sponding best subset is shown in the last column. For in-
stance, for the STEP features �shown in the last row of Table

refined segmentation, and expert segmentation. Notice that ROC curves of

atures. The corresponding AUC values are also provided. Notice that ROC
puter
of fe
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I�, three moment invariants and one local Gabor texture fea-
ture are selected as the best subset. In particular, these fea-
tures were the sixth moment invariant of the second DFT
coefficient map, the first moment invariant of the first DFT
coefficient map, and the second moment invariant of the
fourth DFT coefficient map, respectively. The Gabor texture
feature was calculated from the first DFT coefficient map.
This suggests that it is mostly the low frequency components
of the temporal enhancement that are most discriminating. It
is reasonable considering the fact that the temporal enhance-
ments are usually smooth over time.

For the five different combinations of the features in Table
I, one can see that the selected features include the irregular-
ity �A3�, the rectangularity �A5�, the entropy of radial length
distribution of the architectural features �A6�, the margin gra-
dient �V3�, and the variance of radial gradient histogram �V5�.
In particular, the irregularity �A3� and the margin gradient
�V3� are actually the main features used by radiologists for
identifying malignant tumors. Also, the variance of radial
gradient histogram �V5� describes the spatial variation in the
temporal enhancements, which radiologists always use to
identify suspicious malignant tumors.

Combining general architectural and dynamic features
�A�D� did not improve performance in terms of the AUC
and the best classification rate when compared to individual
architectural features. A possible explanation might be the
use of the simple ranking-based feature selection method,
which may not optimally combine both architectural and dy-
namic features. On the other hand, the spatial variations in
the contrast enhancement were found to be much more in-
formative. Their combination with the architectural and dy-
namic features improves the performance, as evident from
the classification rates given in Table I and the AUC values
shown in Fig. 9. This demonstrates that the dynamics, mor-
phology, and spatial variation in temporal enhancement all
play an important role for distinguishing between malignant
and benign tumors.

The STEP features yielded superior performance in all
experiments, with improvements in AUC, classification ac-
curacy, sensitivity, and specificity. Since both moment invari-
ants and local Gabor texture features were selected as the
STEP features, the importance of both global and local varia-
tions in contrast enhancement seems evident.

TABLE I. The best classification accuracy among all sets of selected features
and the corresponding sensitivity and specificity for different sets of features
used in tumor classification.

Feature
Accuracy

�%� Sensitivity Specificity Selected features

A 86.1 0.91 0.78 A3 ,A5 ,A6

D 63.9 0.68 0.57 D6

V 88.9 0.91 0.86 V3 ,V5

A�D 86.1 0.91 0.79 A3 ,A5 ,A6

A�D�V 88.9 0.91 0.86 A3 ,A5 ,V3 ,V5

STEP 97.2 0.95 1.00 3�moment�+1�Gabor�
In order to understand the influence of the size of the
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training set on the performance of the STEP features, we
employed a series of leave-n-out validations by varying n
from 1 to 10. A leave-n-out strategy is similar to the leave-
one-out validation explained above except that each time n
subjects are dropped instead of just one. Note that all the
dropped subjects are treated as the test data and the left sub-
jects are considered as the training set. A larger value of n
means a smaller training set and vice versa. With the given
dataset, the classification rates as a function of n are plotted
in Fig. 10. As seen from the figure, the STEP features result
in high rates when the size of training set is large and lead to
a degradation when the size gets too small. This is true in
general for feature classification, where correlations between
the samples may be lost due to inadequate sample size. It can
be seen that the performance is consistently maintained
above 90% until n=5 �1 /7th of the size of the actual dataset
or seven-fold cross validation�, which indicates the robust-
ness of the proposed classification method. Since the slope of
the curve at n=5 is not high, one can safely regard that it
does not overestimate the true classification rate.

V. CONCLUSION

This article illustrates that temporal enhancement, archi-
tectural structure, and spatial variations of pixelwise tempo-
ral enhancement within a tumor area are distinguishing
markers for malignant and benign tumors. Although these
properties have widely been used by radiologist in tumor
diagnosis, they are captured intuitively and are used indepen-
dently in most computer-aided diagnosis systems, resulting
in a loss of useful information for tumor diagnosis. Although
features for capturing spatial variations in temporal enhance-
ment were proposed in the past, their primitive nature re-
mains confined to the modeling of simple variations while
leaving out more complex behaviors.

Accordingly, we have proposed a framework for extract-
ing the STEP for completely characterizing these three prop-
erties of tumors. Although in this article we have confined
ourselves to DFT or PK modeling for capturing pixelwise
temporal enhancements and to moment invariants and Gabor
texture features for characterizing their spatial variations, it
should be noted that the utility of this framework is not lim-
ited to this particular combination of features. In general,

FIG. 10. Classification accuracy of the STEP features with respect to the
number of samples left out in our leave-n-out cross-validation experiments.
Here, n ranging from 1 to 10 is tested.
other advanced spatiotemporal analysis techniques may also
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be incorporated. For accurate tumor classification, it is im-
portant to employ an effective feature selection method �with
cross validation� in order to select the best set of features.
Results presented in this article show that the extracted fea-
tures should be acquired as richly as possible; then the fea-
ture selection algorithm can discard less discriminating fea-
tures. This idea is further strengthened by noticing that it is
not always straightforward to determine a priori the relative
importance of different features, and their ad hoc selection �a
common practice in breast tumor diagnosis algorithms� does
not lead to optimal performance.

In short, we have presented a method for capturing the
STEP features for tumor classification. Experimental results
show that the STEP features exhibit better performance than
combined dynamic, architectural features, and features on
spatial variations in enhancements. We have also shown that
refinement of rough segmentation by manual rater can im-
prove tumor classification, with classification rates approach-
ing those for expert segmentations. In the future, we plan to
extensively evaluate our method on larger breast MR image
datasets.
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