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Abstract
A predictive mathematical model of the transition from the G2 phase in the cell cycle to mitosis
(M) was constructed from the known interactions of the proteins that are thought to play
significant roles in the G2 to M transition as well as the DNA damage- induced G2 checkpoint.
The model simulates the accumulation of active cyclin B1/Cdk1 (MPF) complexes in the nucleus
to activate mitosis, the inhibition of this process by DNA damage, and transport of component
proteins between cytoplasm and nucleus. Interactions in the model are based on activities of
individual phospho-epitopes and binding sites of proteins involved in G2/M. Because tracking
phosphoforms leads to combinatorial explosion, we employ a rule-based approach using the
BioNetGen software. The model was used to determine the effects of depletion or over-expression
of selected proteins involved in the regulation of the G2 to M transition in the presence and
absence of DNA damage. Depletion of Plk1 delayed mitotic entry and recovery from the DNA
damage-induced G2 arrest and over-expression of MPF attenuated the DNA damage-induced G2
delay. The model recapitulates the G2 delay observed in the biological response to varying levels
of a DNA damage signal. The model produced the novel prediction that depletion of pkMyt1
results in an abnormal biological state in which G2 cells with DNA damage accumulate inactive
nuclear MPF. Such a detailed model may prove useful for predicting DNA damage G2 checkpoint
function in cancer and, therefore, sensitivity to cancer therapy.
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1. Introduction
During the G2 phase of the cell cycle, preparations are made for the transition to mitosis. G2
is the final phase of the cycle where DNA damage can be repaired prior to mitotic cell
division (Stark and Taylor, 2006). In response to DNA damage, either endogenous or
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exogenous, the DNA damage G2 checkpoint pathway is activated. By delaying entry into
mitosis and helping to coordinate DNA repair, it plays an important role in protecting cells
against genetic alterations that may be involved in tumorigenesis. Attenuation of the DNA
damage G2 checkpoint response has been reported in familial cancer syndromes (Hartwell
and Kastan, 1994) and cancer (Kaufmann et al., 2008). Several reviews have discussed the
G2 to M transition and the G2 checkpoint response to DNA damage (Abraham, 2001;
Hutchins and Clarke, 2004; Niida and Nakanishi, 2006; Nilsson and Hoffmann, 2000; van
Vugt and Medema, 2005). A consensus diagrammatic description has been developed
(Harper and Elledge, 2007), including signaling from the DNA damage sensor checkpoint
kinases ATM and ATR to transducer checkpoint kinases Chk1 and Chk2, which act to
inhibit cyclin B1/Cdk1 (MPF) kinase activity and exclude MPF from the nucleus, thereby
delaying mitotic entry. Since DNA damage G2 checkpoint function may protect against cell
killing by radio- and chemotherapies used for cancer, it would be valuable to predict
checkpoint function before therapy is initiated. Defects in DNA damage checkpoint function
have been identified in cancer cell lines (Doherty et al., 2003; Kaufmann et al., 2008). Given
the complexity of the interactions among the components of the G2-M transition and the
DNA damage G2 checkpoint, it is likely that variation in protein expression levels impacts
G2 checkpoint function in cancer cells. Thus a computational model of the G2-M transition
and DNA damage G2 checkpoint may be used to predict how variation in protein expression
influences checkpoint function (Qu et al., 2003; Tyson et al., 2011). Drawing on the
extensive and sometimes contradictory body of experimental evidence available, we have
developed a novel computational model of the DNA damage G2 checkpoint. It includes
interactions among 16 proteins located in two compartments, their complexes and multiple
phosphoforms, described by a set of 138 rules on conditions on complex formation and
activities of multiple phosphorylation sites. When fully extended, the reaction network
includes 769 species and 2688 reactions. However, the rule-based approach we use allows
us to seamlessly manipulate such a large model, testing variable hypothesis, drug effects and
parameter variability.

The model is centered on two positive feedback loops: the mutual activation of MPF and
Cdc25c and the mutual inhibition of MPF and Wee1. The resulting system exhibits
hysteresis, which has also been observed experimentally (Pomerening et al., 2003; Sha et al.,
2003). It differs significantly from other G2 checkpoint and cell cycle models (Aguda, 1999;
Novak et al., 1998) in including phosphorylation sites as well as nuclear and cytoplasmic
compartments. While previous models have included phosphorylation sites (Gerard and
Goldbeter, 2009) and compartments (Yang et al., 2006), this model is the first to incorporate
both and is substantially more complex than these predecessors. It allows for the
determination of whether or not the known reactions are sufficient to account for the
experimentally observed behavior of the checkpoint or if additional unknown reactions are
required. The compartmentalization of the model allows the investigation of the effects of
nuclear import and export on checkpoint function. Furthermore, the model enables the rapid
simulation of novel experimental conditions to guide future investigations. Lastly the model
allows for the simulation of experiments that, with currently available techniques, are
difficult or impossible to carry out at the bench such as experiments to deplete a given
protein while altering the activity of another to simulate conditions that may be seen in some
cancers or after exposure to a hypothetical agent. This modeling effort provides a platform
for conducting in-silico experiments on G2 checkpoint function for both normal human cells
as well as cancer cell lines. These types of simulations can be used to help guide
experimental investigation as well as verify that our understanding of the protein-protein
interactions underlying the G2 to M transition and G2 arrest mechanism is correct. The
model not only recapitulates the published behaviors of the G2 to M transition and DNA
damage G2 checkpoint (Rieder, 2011; van Vugt and Yaffe, 2010; van Vugt et al., 2010) but
also predicts a novel regulation of intracellular trafficking of MPF that requires pkMyt1.
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2. Model
2.1. Core model

The modeling of the DNA damage G2 checkpoint was begun by creating a model of the
“core” of the checkpoint—the G2 to M transition. The core model is built around two
positive feedback loops, a mutual activation loop consisting of MPF (it is assumed for the
purpose of this model that CDK1 and cyclin B1 are always found in their bound state) and
Cdc25 and a mutual inhibition loop consisting of MPF and Wee1. We assume that substrate
and enzyme bind in a reversible reaction to form a complex and that the phosphatase or
kinase activity of the enzyme occurs at a rate proportional to the concentration of the
complex resulting in the dissociation of the complex.

The activation of Wee1 and the deactivation of Cdc25 occur spontaneously at a rate
proportional to the concentrations of inactive Wee1 and active Cdc25, respectively. As the
total amount of Cdc25 is varied, the concentration of active MPF after equilibration switches
from a low level to a high level (or vice versa). For appropriate choices of the rate constants
this results in a bistable switch—a type of hysteresis where the equilibrium behavior of the
system depends on the initial activity level of MPF in addition to the total amounts of the
proteins (this bistable behavior is shown in Fig. 1). In a normal G2 to M transition the
system will start with low levels of MPF and Cdc25 and a high level of active Wee1. This
will result in the immediate deactivation of newly created MPF thus causing the switching to
occur at the concentration of Cdc25 determined by the lower curve. The switching behavior
demonstrated by this model represents the basic dynamics of the G2-M transition (Novak et
al., 2007, 2010).

2.2. Extended model
The core model was extended to include 16 proteins in two compartments, the nucleus and
the cytoplasm. The G2 to M transition involves the proteins MPF, Cdc25a, Cdc25b, Cdc25c,
Wee1, pkMyt1, PP2A, PIN1, Plk1, and an unidentified cytosolic kinase responsible for the
phosphorylation on MPF to enforce cytoplasmic retention (CR). The DNA damage
transducer kinases Chk1 and Chk2 activate the G2 arrest mechanism in the presence of a
DNA damage signal. A 14-3-3 protein allows sequestration of the Cdc25’s following Chk1
and Chk2. The intracellular locations of the proteins are regulated through importin (nuclear
import) and Crm1 (nuclear export). Histone-H3 is included in the model as a marker of
mitosis which is defined as 20% of the histone-H3 being phosphorylated by active MPF.

An overview of the model showing the nuclear and cytoplasmic compartments is illustrated
in Fig. 2A and the interactions and transport of the various proteins are depicted in more
detail in Fig. 2B – F. The regulation of MPF is shown in Fig. 2B. MPF is created in its
active state in the cytoplasm and MPF is degraded at a constant rate in all states and
locations. There is a negligibly low amount of MPF initially, thus the level of MPF rises
until reaching a steady state. MPF is deactivated via phosphorylation by pkMyt1 in the
cytoplasm or Wee1 in the nucleus.

Fig. 2C demonstrates the regulation of pkMyt1 and Wee1. The nuclear kinase Wee1, which
deactivates MPF, may be phosphorylated by the active form of MPF or Plk1 after which its
kinase activity may be permanently destroyed by the action of PIN1. MPF can also be
deactivated by pkMyt1, which is located in the cytoplasm. pkMyt1 is down-regulated by the
active form of Plk1. The regulation of Plk1 and Chk1/2 is shown in Fig. 2D. Plk1 and
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Chk1/2 mutually inhibit each other and Plk1 is activated by MPF (Chk1 and Chk2 are
activated by a DNA damage signal).

The action of Wee1 is significantly enhanced via super-activation of Wee1 by Chk1 (Fig.
2C). The deactivating phosphorylations on MPF can be removed by the actions of Cdc25b
or Cdc25c. MPF phosphorylates Wee1 which allows nuclear protein PIN1 to permanently
destroy the kinase activity of Wee1 (which for the purposes of the model is effectively the
same as destroying Wee1), as shown in Fig. 2C. The location of MPF is controlled by
phosphorylations for cytoplasmic retention (CR) and nuclear export inhibition (NEI). Both
PIN1 and unknown CR kinase remain at a constant level throughout. The CR
phosphorylation is removed by Cdc25b/c. While there is no experimental evidence that
Cdc25b/c performs this function it is reasonable to assume that such dephosphorylation will
be carried out by a phosphatase with a similar activation profile as Cdc25b/c. The NEI
phosphorylation may be put on by Plk1 or by MPF autophosphorylation of. The CR
phosphorylation prevents MPF from being transported into the nucleus and the NEI
phosphorylation greatly slows the rate of nuclear export of MPF. Thus, the states of these
two phosphorylations determine where MPF is located. As shown in Fig. 2D, the activity of
Plk1 is down-regulated by Chk1, which keeps Plk1 inactive when a damage signal is
present, and up-regulated by MPF. Additionally, Plk1 also down-regulates Chk1 activity.
These effects amplify the positive feedback of MPF activation, allowing for recovery from a
G2 arrest.

As we mentioned, the model includes activities of multiple phosphorylation sites of proteins.
MPF has several phosphorylation sites that are considered in this model. While pkMyt1
phosphorylates T14 and Y15 and Wee1 only phosphorylates Y15, both effectively
deactivate MPF and both phosphorylations are removed by Cdc25b/c. For this reason T14
and Y15 are represented as a single phosphorylation site in the model. The other
phosphorylation sites in the model are involved in regulating nuclear import and export. The
CR phosphorylation prevents the import of MPF into the nucleus, thus keeping it in the
cytoplasm. It is known that three additional sites promote preferential import into the
nucleus (modeled by fast import and slow export). Two of these sites are auto-
phosphorylated by MPF and the other one is phosphorylated by Plk1. It is assumed that the
effects of these phosphorylations are equivalent and, for that reason, these three different
phosphorylations are not distinguished in the model and are modeled as a single site.

The model uses a single molecular entity to represent all three CDC25’s found in
mammalian cells. This entity has a marker designating it as CDC25a, b, or c (Fig. 3).
Regulation of Cdc25b/c is shown in Fig. 2E. Cdc25b is localized in the cytoplasm while
Cdc25c is present in both the nucleus and the cytoplasm (a schematic of the transport of
Cdc25c is shown in Fig. 2F). Both forms of Cdc25 behave the same with regard to
sequestration; Phosphorylation by Chk1 or Chk2 at S216 allows 14-3-3 protein to bind to
the Cdc25b/c, after which the complex of Cdc25b/c and 14-3-3 is sequestered in the
cytoplasm. The Cdc25b/c can be removed from sequestration by the action of PP2A or Plk1,
both of which free the complex and dissociate it. This is the primary mechanism for G2
arrest, lowering the available Cdc25b/c thus preventing positive feedback from activating
MPF. Additionally, Plk1 can phosphorylate Cdc25b/c and prevent 14-3-3 binding and
sequestration.

The model does not contain the numerous pathways that regulate the stability and activation
of CDC25b in vivo. To approximate the synthesis and degradation of Cdc25b in the model it
is produced in its inactive form in the cytoplasm and degrades in all states. It is activated by
Cdc25a as well as spontaneously and is deactivated via phosphorylation by Chk1, thus
suppressing Cdc25b function when a damage signal is present. Cdc25b behaves the same as
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Cdc25c with respect to sequestration by 14-3-3 and the related phosphorylations by Chk1,
Chk2, and Plk1.

Cdc25b activity begins the activation of the cytoplasmic MPF (as well as the removal of the
CR phosphorylation) then MPF is transported into the nucleus (where most of it remains due
to the NEI phosphorylation) and the positive feedback between Cdc25c and MPF causes the
rapid expansion of active MPF, which sends the cell into mitosis.

As Cdc25c is produced in its inactive form and rapidly transported to the nucleus, the model
assumes that it is created inactive in the nucleus. While Cdc25c can be cytoplasmic,
preferential nuclear import causes the bulk of (unsequestered) Cdc25c to be located in the
nucleus, although it may be moved into sequestration in the cytoplasm. Cdc25c is activated
by MPF and deactivates spontaneously. Like MPF, it degrades at a constant rate in all states
and locations. Like Cdc25b it can be phosphorylated at ser216 by Chk1 or Chk2, allowing
14-3-3 to bind, after which the complex is sequestered in the cytoplasm. Cdc25c also has a
site that Plk1 can phosphorylate, which prevents binding and sequestration by 14-3-3
(Toyoshima-Morimoto et al., 2002).

2.3. Modeling methods
The model includes 769 distinct molecular species comprising 16 proteins, their various
complexes and phosphorylation forms, involved in 2688 reactions. The model includes only
binary complexes of proteins; however, many of the proteins we consider are subject to
post-translational modifications involving multiple sites, such as MPF and Cdc25 each
having 4 sites subject to phosphorylation, with each site responsible for different behavior.
Consideration of all of the potential phospho-forms of these proteins leads to explosion in
the number of species, as a protein with 4 phospho-sites that can each be in two possible
states yields 24 =32 potential phosphoforms, each of which is considered a distinct species
in the model. Including complex formations based on interactions between binding sites of
proteins resulting in 769 molecular species.

A computational model that describes interactions among chemical species typically
includes an Ordinary Differential Equation (ODE) for each chemical species. Each ODE is
comprised of mass-action terms for every reaction influencing the concentration of the
molecular species corresponding with the ODE. To account for hundreds of species and
thousands of interactions, one cannot use the approach of writing equations manually.
Therefore, we used a rule-based approach (Blinov et al., 2004; Hlavacek et al., 2006) to
generate the chemical reaction network (and corresponding system of ODEs). In this
approach, chemical reactions are not written explicitly but are represented by rules. A rule
specifies the features of reactants and products that are relevant for a type of reaction that
can result from a particular protein–protein interaction, which is usually mediated by
specific parts of the interacting proteins. Given a set of species, a rule identifies those
species that have the features required to undergo the transformation from reactants to
products specified in the rule. By convention, it is assumed that the interaction represented
in a rule is independent of features not explicitly indicated. Thus, multiple species may
qualify as reactants in a type of reaction defined by a rule.

The model is specified by 138 rules documented in the Extended Contact Map (ECM)
shown in Fig. 3 and a commented code that can be found in the supplemental materials
Table S2 (Chylek et al., 2011).

In Fig. 3, every arrow represents not a single reaction but a group of reaction rules that
describe a class of reactions. For example, in the activation of MPF by Cdc25 by
dephosphorylation the rule (note 39 in Fig. 3 and supplemental Table S2) only requires that
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Cdc25 has its activating phosphorylation and MPF has a deactivating phosphorylation. The
state of two other phosphorylation sites on Cdc25 and three other sites on MPF are irrelevant
to this rule resulting in the large number of reactions generated. A major assumption of rule-
based modeling is that all reactions generated by a rule have the same rate laws. Although
this assumption may not be true in general, rules are selected in such a way that variation in
kinetics among reactions generated by the rule is less than the change in kinetics between
different rules. For example, the rate of degradation of MPF protein is assumed to be
independent of its phosphorylation states. The exact number of reactions generated by a rule
depends, in general, on the entire set of rules in which the rule of interest is found and also
on the set of species to which rules are initially applied. The class of interactions involved in
the activation of MPF by Cdc25 (the first rule in group 39 of Table S2, supplemental
material) generates 192 reactions. The large number of reactions in this class is due to
several phospho-sites on both MPF and Cdc25 that do not affect the activation of MPF. Rule
application is iterative and halts when all possible reactions are generated. A biological
model is specified using BioNetGen Language (BNGL) that encodes molecules, initial
species, reaction rules and simulation parameters, and is simulated using BioNetGen
software (Blinov et al., 2004; Colvin et al., 2009; Faeder et al., 2009)

2.4. Modeling rate constants
This model was constructed of protein–protein interactions and protein transport
mechanisms that have been shown in the literature to play a role in the G2 to M transition or
the DNA damage G2 checkpoint. Because of the large number of reactions in this model and
a lack of experimental data to set protein levels and reaction rate constants, all of the
proteins either have a constant expression level or are created and degraded at constant rates
with an equilibrium level which is set to the non-dimensional value of 1 for convenience.
The majority of the 135 rate constants in the model have not been measured experimentally,
so they were chosen initially based on the relative speed of different reactions. The
sequestration of Cdc25b/c by 14-3-3 requires a one-to-one correspondence between Cdc25b/
c and 14-3-3. In this case, the total amount of Cdc25 which may be sequestered is limited by
the amount of 14-3-3 available to bind to it. For the purposes of this model equal amounts of
both proteins have been used. In order to be definitive, the time for the transition from the
beginning of G2 to the beginning of mitosis is taken to be 3 h.

Due to the lack of experimentally determined rate constants and concentrations, it must be
demonstrated that the observed behavior is not the result of a particular choice of
parameters, but rather qualitatively consistent over a wide range of parameter values. In
order to do this we have conducted a parameter study in which we generated a group of
randomly perturbed parameter sets and ran the same series of simulations that we had run
for our initial parameter set for each of the perturbations. These results were consistent with
the results from the original parameter set. Specifically, we perturbed all rate constants in
the model by multiplying each constant by a random factor from a uniform distribution on
the interval [0.5, 1.5]. Some of the parameters were multiplied by the same random factor in
order to preserve intentional relationships, i.e., rates for the same reaction in different
compartments or groups of rates which were all intentionally set to the same value (such as
the rate for complex dissolution or enzymatic activity in phosphatase and kinase reactions).
800 of these parameter sets were generated to ensure that the perturbations cover a
reasonable part of the parameter space. The results of simulations run for all of these
parameter sets are shown in Fig. S1.

3. Model validation
The model was validated by the numerical simulation of numerous experiments for which
data was available or could be empirically obtained. Each experiment consisted of the same
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three trials described in the Baseline Simulations section below with the initial concentration
and/or creation rate of one or more model proteins changed from their baseline values.

3.1. Baseline simulations
Multiple simulations were performed on the model in order to validate it. Each simulation
corresponds to a numerical experiment on a different phenotype in the model (typically the
depletion or over expression of one or more proteins). All runs start with the cessation of
DNA synthesis and the inactivation of the Chk1-mediated replication checkpoint that
prevents mitosis until DNA replication is completed. Chk1 is active during DNA replication
and completion of DNA replication allows Chk1 to be inactivated. The first type of run was
a simulation showing the normal G2 to M progression in the absence of a damage signal.
The runs of this type were started with 10% of CHK1 and CHK2 active and declined rapidly
to a negligible amount. Histone H3, a nuclear target of MPF, was chosen to indicate entry
into mitosis. In experiments, cells with detectable levels of phospho-histone H3 are
committed to mitosis (Juan et al., 1998). A level of 20% histone H3 phosphorylation was
chosen as indicative of entry into mitosis. The model uses arbitrary time units, so in order to
relate the model to biological experiments we have chosen to equate the time to normal
entry in the baseline case with the length of G2 in normal cells. In the baseline case 20% of
histone H3 is phosphorylated after about 670 time units. In mammalian cells proliferating
with a 24-h doubling time, the length of G2 phase of the cell is about 3 h. For this reason,
the length of the time unit was chosen so that normal entry time in the baseline case
represents 3 h.

The second type of experiment was a simulation of a DNA damage-induced arrest of the cell
cycle. This can essentially be thought of as an experiment where a DNA damaging agent
such as the topoisomerase II poison etoposide is added to the cell and never removed. In
these runs active CHK1 and CHK2 increased from the initial low level until they were both
fully activated and remained at the fully active level for the duration of the run. For all
model simulations the DNA damage response was run for the equivalent of 12 h (2700 time
steps). In the baseline case, the arrest can be sustained for over 20 h with less than 5% of the
histone H3 phosphorylated (data not shown). The final experiment was a simulation of
recovery from a damage arrest. In these simulations a damage arrest simulation is run for 8 h
after which the damage signal is turned off causing the level of active CHK1 and CHK2 to
decrease until both are inactive. In the baseline case for this type of run histone H3
phosphorylation reaches the 20% level about 3 h after the deactivation of the damage signal
(Fig. 4).

3.2. Parameter perturbation study
To perform and analyze parameter perturbation, we write several scripts (described in the
Parameter Perturbation Study section of the supplement legend file) that set up the
BioNetGen language model files for each combination of parameter set, experiment, and
trial; run the resulting simulation; determine the time of mitotic entry (if any) from the
resulting data; and collate and process the results into the information displayed in the
figures.

3.3. Wee1 and pkMyt1 depletion
Wee1 and pkMyt1 are negative regulators of MPF (Niida and Nakanishi, 2006; Wang et al.,
2004; Wells et al., 1999). Loss of function of these kinases is predicted to attenuate the DNA
damage G2 checkpoint (Wang et al., 2004). Studies utilizing inhibitors of Wee1 are being
evaluated in early clinical trials for efficacy in reducing tumor size (Hirai et al., 2009).
These inhibitors likely inhibit pkMyt1 to some degree as well. For these reasons it was of
interest to simulate reduced Wee1 and pkMyt1 levels in the model. The initial parameter
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values for the starting concentration and synthesis rate for all the depletion studies is found
in Table 1. Model simulations were run with Wee1 or pkMyt1 depleted to 0%, 1% and 10%
of baseline levels as well as depleting both proteins to 1% or 10% of baseline. Depletion of
Wee1 to any level resulted in a modest 18 min to 24 min reduction in the length of G2.
However at the very low levels of Wee1 the cells were unable to sustain a checkpoint
response (Fig. 5a). This contrasts with the pkMyt1 depletions where G2 is 30 min to 36 min
shorter than the baseline case while all pkMyt1 depletions are able to sustain a checkpoint
response (Fig. 5a). Although the pkMyt1-depleted cells are able to sustain a G2 checkpoint
response, the recovery from the DNA damage is 3 h to 3.5 h faster than the baseline case.
The double depletions have a severe effect on both the length of G2 and the ability to sustain
a G2 checkpoint.

3.4. Plk1 depletion
Simulations were conducted to determine the effects of Plk1 depletion on the model (Table
1, and Fig. 5b). In the model, complete loss of Plk1 blocks cells in G2. Plk1 at 1% of
baseline levels is similar to complete loss of Plk1. Mitotic entry does not occur until 11.9 h.
Plk1 at 10% of baseline approximately doubles the time required to enter mitosis and blocks
the recovery from the DNA damage response.

In the model, depletion of Plk1 to 10% of baseline levels resulted in an over-expression of
both pkMyt1 and Wee1. To further validate the model it was of interest to determine if this
occurs experimentally following Plk1 depletion by RNAi in synchronized normal human
fibroblasts. Fig. 5b shows that the experimental results are in good agreement with the
simulation. The vertical lines on the graphs represent the point at which the cells enter
mitosis. Since the amount of pkMyt1 and Wee1 appeared to have a greater fold increase in
the experimental results than in the simulations, a simulation was conducted that increased
the amount of pkMyt1 and Wee1 by fivefold while reducing the amount of Plk1 to 10% of
baseline. This condition was not different than simply reducing the amount of Plk1 to 10%
of baseline (Fig. 5b). To test the utility of simulating experiments that are difficult to
perform at the bench, a simulation was run in which the amount of Plk1 was reduced to 10%
of baseline and the amount of pkMyt1 or Wee1 was then varied (Table 1, and Fig. 5c). This
simulation predicts that a reduction of pkMyt1 or Wee1 will rescue the inability of cells
depleted for Plk1 to recover from a DNA damage induced G2 checkpoint.

3.5. Experimental model validation
Normal human fibroblasts were grown at 37 °C in MEM (Invitrogen) supplemented with
non-essential amino acids (Invitrogen) and 10% Bovine Growth Serum (Hyclone). RNAi
(non-targeting control and Plk1) were obtained from Dharmacon. Cells that were
synchronized to G0 were electroporated with the Nucleofector II according to manufacture
protocol U-23 (Lonza, Germany) using 80 pM RNAi per one million cells. Electroporated
cells were stimulated to divide by plating at sub-confluent density then collected at the
beginning of S phase by incubation with aphidicolin. Upon removal of aphidicolin from
medium, cells synchronously progressed through S, G1 and M (Unsal-Kacmaz et al., 2005).
Relative protein amounts were determined by pixel density from film. Antibodies for
Western blot were obtained from Milli-Pore. Fig. 6 shows the results of this experiment as
well as its simulation by the model. The results of the simulation are in good agreement with
the biological results.

3.6. Plk1 and MPF over-expression
Altered expression of Plk1 and MPF is frequently observed in many cancers and has been
shown to transform NIH3T3 cells (Takai et al., 2005; van Vugt and Medema, 2005).
Additionally studies conducted with constitutively active Plk1 have shown that cells enter
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mitosis regardless of the presence of a damage signal (Smits et al., 2000). Taken together,
these studies argue that the excess levels of Plk1 are likely leading to chromosomal
instabilities possibly as a result of premature adaptation of the DNA damage checkpoint
response. Since most cancers have lost p53 function, a negative regulator of MPF
expression, it was of interest to model a series of simulations examining the over-expression
of MPF and Plk1. In these simulations the total amount of Plk1 protein or the rate of MPF
production were increased tenfold. An additional simulation was run in which all Plk1 was
constitutively active. All three of these simulations resulted in a G2 phase of less than 2 h
and no ability of the model to sustain a G2 checkpoint response for more than 2 h.

3.7. Chk1 and Chk2 depletions
While the current version of the model does not contain the pathways that regulate Chk1 and
Chk2, the activity levels of both are used for the checkpoint signal within the model. That
this signal works in the model was explored by depleting either Chk1 or Chk2 to 0%, 1%, or
10% of the base level. Depletion of Chk1 to any of these levels resulted in an accelerated
entry into mitosis (2 h vs. 3 h in baseline) and a model that could not sustain the G2 DNA
damage checkpoint response for more than about 2 h (supplement Fig. S2). Depletion of
Chk2 had no effect on the timing of mitotic entry, G2 checkpoint response, or checkpoint
recovery.

3.8. Cdc25a, Cdc25b, and Cdc25c depletion
G2 progression and mitotic entry depend on the ability of the Cdc25 family of protein
phosphatases to activate MPF (Hutchins and Clarke, 2004; Niida and Nakanishi, 2006). To
test this in the model, a series of simulations were conducted to examine the effects of
separately depleting Cdc25a, Cdc25b, and Cdc25c to 0%, 1%, or 10% of baseline (Fig. S3).
Depletion of Cdc25a produced a modest delay of 48 min for entry into mitosis and less than
a 15 min delay in recovery from DNA damage. The Cdc25b depletion showed essentially no
delay in normal mitotic entry as compared to the baseline case while adding 1.5 h to 2 h to
the recovery from the damage. Like Cdc25b, depletion of Cdc25c had little effect on mitotic
entry in undamaged cells. However, cells lacking Cdc25c were delayed in recovery from
damage by delayed 2–2.5 h as compared to the base model.

4. Discussion
The computational model was constructed by assembling the protein–protein interactions
known to play a role in the G2 to M transition or the DNA damage G2 checkpoint. This
predictive mathematical model of the events involved in the progression of cells from the
G2 phase to mitosis was created using the BioNetGen rule-based modeling software (Blinov
et al., 2004). This model differs in several important aspects from previously published
models of the cell cycle (Aguda, 1999; Kaufmann et al., 2008; Novak et al., 1998, 2007;
Tyson and Novak, 2008). One is size: the Aguda model of the DNA damage G2 checkpoint
consisted of 14 differential equations and the Tyson lab model of the entire cell cycle
included 22 differential equations. The model described in this study consists of 769
differential equations representing nearly 2500 reactions. This increase in model complexity
enabled a more detailed examination of observed behavior such as the bistable switch
formed by the mutual activation of MPF and Cdc25b/c and the mutual inhibition of MPF
and Wee1/pkMyt1. Another major difference is dividing the cell into cytoplasmic and
nuclear compartments, in order to investigate the contribution of subcellular location and
dynamics of movement between the nucleus and cytoplasm to the G2 to M transition and
checkpoint response. The protein interactions in this study were modeled on the molecular
level (i.e., the model consists of proteins being phosphorylated or dephosphorylated in
chemical reactions and their behavior changing appropriately in response). This allowed the
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building of the model out of the interactions that are thought to play a role in this system as
reported in the literature. Building the model in this fashion allowed simulations to be
devised to determine if the interactions in the literature are sufficient to explain the observed
behavior of the system. If a behavior observed experimentally is not exhibited by the model,
then hypotheses about interactions that could allow the system to accurately reflect the
experimental results can be rapidly simulated via the model.

There are several possible ways to extend this model, based on the new experimental
evidences and hypotheses. Including the pathways that mediate the G2 checkpoint arrest in
response to DNA damage will improve the type of hypothesis testing described above as
well as allow for the simulation of experiments on this signaling pathway. The further
division of the nuclear and cytoplasmic compartments into sub-compartments such as the
Golgi complex, centrosome, nucleolus, and chromatin can better illuminate the effect of
intracellular transport and the localization of proteins on the functioning of this system.

By extensively validating our model against both published and experimental results, we
have been able to achieve results that are consistent with biological data. The model data
reproduces the effects of depletion of pkMyt1 or Wee1 on the G2 to M transition and on the
DNA damage-induced G2 checkpoint response. This result is also seen in the model output.
Since the model tracks the individual proteins by amount, modification, and location, we
were able to make a prediction that depletion of pkMyt1 would result in accumulation of
inactive MPF in the nucleus of cells experiencing a constant DNA damage signal. An
experiment conducted on mouse tumor cells found MPF present in the nucleus of pkMyt1-
depleted cells that were experiencing a G2 damage arrest (Touny and Banerjee, 2006). This
accumulation of nuclear MPF in pkMyt1-depleted cells may be responsible for the increased
rate of mitotic entry seen in these cells. However, and more importantly, these results, if
confirmed, suggest that there are one or more aspects of the intracellular trafficking of MPF
that are not known. While some of the simulations regarding the role of Plk1 in the G2 to M
transition and the recovery from damage arrest agree with experimental results, the model
lacks some of the nuanced behavior reported in the literature. This suggests that the
regulation and action of Plk1 as modeled are incomplete. The inclusion of the damage
response pathways, the Aurora and Bora kinases and their regulatory effects on Plk1 as well
as the added compartments can verify whether these additional factors allow the model to
reproduce the entire range of behaviors seen experimentally. Similarly, model simulations
show that varying the concentrations of Chk1 dramatically affected the DNA damage
induced G2 arrest. Thus, adding the signaling pathways involving ATR and ATM, which
activate in response to DNA damage and result in the activation of Chk1 and Chk2, can
produce a more realistic simulation of the DNA damage G2 checkpoint.

5. Conclusions
The model accurately reflects experimental behavior in a substantial portion of the
simulations that were conducted, demonstrating that these behaviors may be explained via
the interactions included in this model. Conversely, the simulations that do not agree with
experimental results indicate where interactions not currently included in the model must
play a role in shaping the behavior of the DNA damage G2 checkpoint. Additionally, the
model has proved capable of generating hypotheses that may be tested experimentally,
demonstrating its utility in guiding experimental studies.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Highlights

► Predictive model of the transition from G2 phase of the cell cycle into
mitosis.

Includes protein phosphorylation sites, locations, concentrations, and activities.

► BioNetGen modeling approach to deal with large number of species and
reactions.

► Extensively validated against both published studies and new experimental
evidence.

► Likely to provide insight into the design of targeted cancer drugs.
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Fig. 1.
Bistability of MPF activity in the model during the G2 to M Transition. This figure
demonstrates the hysteresis in the core model of the DNA damage G2 checkpoint. The
model consists of two positive feedback loops and three proteins: the mutual inhibition of
MPF and Wee1 and the mutual activation of Cdc25 and MPF. For a given amount of the
signal protein (Cdc25), the equilibrium concentration of the active form of the response
protein (MPF) depends on the initial state of the system–in particular, if the MPF was
mainly active or mainly inactive at the beginning of the simulation. The solid curves in the
figure depict the results of simulations with MPF initially active and the dashed curves
represent simulations where MPF was inactive at the outset. The red curves show
equilibrium concentrations of active Wee1, the blue curves the amount of active Cdc25, and
the green curves show the equilibrium value of active MPF. The total amount of Cdc25
present in the simulation increases along the positive x-axis. (For interpretation of the
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references to color in this figure legend, the reader is referred to the web version of this
article.)
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Fig. 2.
Wiring Diagram of Reactants in the G2 checkpoint model. Panel (A) is a wiring diagram of
the DNA damage G2 checkpoint showing the main proteins involved. Black arrows indicate
transport, green arrows indicate up-regulation, and red lines indicate inhibition. Panel (B)
shows a schematic of the reactions undergone by MPF in the model and the proteins
mediating these reactions. Black arrows indicate change between different states of the
proteins and green arrows indicate up-regulation. The possible states of MPF are represented
by the colors green (active), red (deactivated due to phosphorylation by pkMyt1 or Wee1),
purple (cytoplasmic retention phosphorylation), cyan (nuclear export inhibited by Plk1), and
blue (nuclear import upregulated via autophosphorylation). Panel (C) is a schematic
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showing the regulation of pkMyt1 and Wee1. Black arrows indicate change between
different states of the proteins (active [green], inactive [red], and tagged for deactivation
[purple]). Green arrows indicate up-regulation, and red arrows indicate down-regulation.
Panel (D) is a schematic showing the regulation of Plk1, Chk1, and Chk2. Black arrows
represent transitions between active (green) and inactive (red) forms. Green arrows represent
upregulation. Panel (E) shows a schematic of the reactions undergone by Cdc25b and
Cdc25c in the model and the proteins mediating these reactions. Black arrows indicate a
change between different states of the proteins and green arrows indicate up-regulation. Blue
indicates that sequestration has been enabled by phosphorylation, red lettering represents
inactive protein, green lettering indicates active protein, and purple lettering indicates that
sequestration has been disabled due to phosphorylation by Plk1. Panel (F) demonstrates the
transport of Cdc25c between the cytoplasm and nucleus. (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 3.
Extended Contact Map (ECM) representing reactions found in the model. This ECM is
drawn from the model rules following published guidelines (Chylek et al., 2011). The
symbols used are a subset of those in Chylek et al. with the exception of the intracellular
transport symbol. Dependent reaction;  Inhibition;  Activation reaction;

 Multistep intracellular transport;  Catalysis, cleavage; 
Multistep process;  Covalent bond formation;  Complex formation;  Number
in the colored circles correspond to note numbers in supplemental Table S2.

Kesseler et al. Page 18

J Theor Biol. Author manuscript; available in PMC 2014 March 07.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Fig. 4.
Base model simulations. The y-axis is protein concentration and the x-axis is time step of
model in arbitrary units. Each column shows concentration time courses for a particular
group of protein species (see legend below) and each row shows results from one of three
trial conditions: No Damage (top); Damage (middle); Recovery (bottom). The “No
Damage” trial shows normal behavior with no DNA damage signal being sent; the
“Damage” trial shows the behavior in response to a constant damage signal; and the
“Recovery” trial shows the result of turning off the damage signal after an 8 h damage
arrest. The red horizontal line in each panel indicates 20% of total concentration. Model
entry into mitosis is indicated by the phosphor-histone H3 level reaching the 20% line (the
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red curve in the rightmost panels crossing the red line). The vertical line in each panel
corresponds to the time step in which phosphor-histone H3 reaches 20% in the “No
Damage” trial–this is defined to be 3 h. Column A:  Phospho-Histone H3; 
Total MPF;  Active Cytoplasmic MPF;  Nuclear MPF;  Active
Nuclear MPF. Column B:  Total Cdc25b;  Sequestered Cdc25b; 
Active Cdc25b;  Total Cdc25c;  Sequestered Cdc25c;  Active
Cdc25c Column  Active Wee1;  Total Myt1;  Active Chk1; 
Active Cytoplasmic Plk1;  Active Nuclear Plk1. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this
article.)
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Fig. 5.
Effects of reductions in Wee1, pkMyt1, or Plk1 proteins. The horizontal line in each panel
marks the time point were the Base Model enters mitosis. This time step (675) was defined
as representing 3 h for purposes of the figures.  No Damage;  Damage;  Recovery. In
the No Damage and Damage cases the simulations were run for 12 h (2700 time steps). To
simulate Recovery from Damage the model was run for 8 h with damage (1789 time steps)
followed by a simulated 12-h recovery time. In both panels the X-axis refers to the protein
depleted and the numbers represent 0%, 1%, or 10% of the Base Model levels of the given
protein. Panel (A) shows that a partial depletion of Wee1 (10% remaining) speeds up
recovery of DNA damage while a more complete depletion attenuates the damage response.
This is seen as cells entering mitosis with a DNA damage signal. The effects of depletion of
pkMyt1 alone were more modest with the only effect seen was a faster recovery from the
DNA damage response. Double depletions speed up mitotic entry and ablate the DNA
damage response. Missing bars in the histogram are because cells went into mitosis during
the DNA damage response. Panel (B) depicts a partial depletion of Plk1and shows a slowing
of entry into mitosis and a block of recovery of the DNA damage response. The model is
dependent on Plk1 for mitotic entry. Depletion of Plk1 in biological systems results in an
increase in the amount of Wee1 and pkMyt1 in the cell. This condition was simulated by
increasing the amount of Wee1 and pkMyt1 fivefold and decreasing the amount of Plk1 to
10% (5 × Wee1, 5 × pkMyt1). This did not alter the outcome suggesting that the mitotic
delay and lack of recovery from DNA damage in the Plk1 depleted simulation is due entirely
to Plk1 levels. Panel (C) is a histogram showing the results of a simulation depleting Plk1 to
10% of baseline combined with pkMyt1 depletions or Wee1 depletions. This simulation
suggests that partial depletion of pkMyt1 or Wee1 can restore the DNA damage G2
checkpoint recovery lost in the Plk1 depleted cells. This is an example of an experiment that
might not be performed at the bench without prior knowledge of the expected results due to
the difficulty in controlling the depletion of the proteins.
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Fig. 6.
Validation of model results with respect to amount of pkMyt1 or Wee1 present after
depletion of Plk1. The upper two panels are the results from either a Base Model simulation
or one in which the initial amount of Plk1 is reduced to 10% of the Base Model. The lower
two panels are the results from an experiment with synchronized normal human fibroblasts
where the amount of Plk1 was reduced by RNAi to approximately 10% of the control. The
horizontal axis is time and the vertical axis is protein concentration. The vertical line in each
panel shows mitotic entry.  Non-Targeting Control siRNA or Base Model; 
Plk1 RNAi or 10% Plk1 in simulation. The amount of pkMyt1 or Wee1 present in the
biological samples (lower panels) is in good agreement with the model simulations (upper
panel).
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Table 1

Initial parameter settings for depletion experiments.

Experiment Molecule(s) Altered parameter values Trial levelc (%)

Initial concentration Synthesis rate

pkMyt1 depletion Fig. 5a pkMyt1 0.5 0.001 0

0.005 0.00001 1

0.05 0.0001 10

Wee1 depletion Fig. 5a Wee1 0.5 0.005 0

0.005 0.00005 1

0.05 0.0005 10

pkMyt1 and Wee1 depletion Fig. 5a pkMyt1 0.005 0.00001 1

Wee1 0.005 0.00005

pkMyt1 0.05 0.0001 10

Wee1 0.05 0.0005

Plk1 depletiona Fig. 5b Plk1 0 cyt N/a 0

0 nuc

0.007 cyt N/a 1

0.003 nuc

0.07 cyt N/a 10

0.03 nuc

Plk1 depletionb pkMyt1 and Wee1 overexpression Fig. 5b Plk1 0.07 cyt N/a 10

0.03 nuc

pkMyt1 2.5 0.005 500

Wee1 2.5 0.025

Plk1 depletionb Wee1 depletion Fig. 5c Wee1 0.005 0.00005 1

0.05 0.0005 10

Plk1 depletionb pkMyt1 depletion Fig. 5c Plk1 0.005 0.00001 1

pkMyt1 0.05 0.0001 10

a
In the model there is a constant amount of Plk1, no synthesis or destruction. Since there is a constant amount of Plk1 in the model and it is not

transported between compartments, it remains where it is seeded. Cytoplasmic=cyt and Nuclear=nuc.

b
The Plk1 initial conditions were set to give 10% of baseline values of Plk1 as shown above.

c
The amount of the targeted molecule at steady state as compared to the baseline value.
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