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1. Introduction
Diabetes mellitus is a worldwide epidemic characterized by chronic hyperglycemia that
results from either a deficiency or tolerance in insulin.1 In the United States, 8.3% of the
population currently has diabetes and that number is projected to increase to 1 in 3 adults by
2050 if current trends continue.2 As a consequence, diabetes is the seventh leading cause of
death with an annual cost burden of $174 billion in the United States, including $116 billion
in direct medical expenses.2 Blood glucose levels in diabetics fluctuate significantly
throughout the day, resulting in serious complications including heart attacks, strokes, high
blood pressure, kidney failure, blindness and limb amputation.1–2 Portable glucose sensors
give patients the ability to monitor blood glucose levels, manage insulin levels, and reduce
the morbidity and mortality of diabetes mellitus. Traditional glucose monitoring techniques
are primarily based on the use of electrochemical amperometric glucose sensors. In 1987,
Medisense Inc. launched the first personal glucose testing device consisting of a test strip
and reader. Over 40 different commercial pocket-sized monitors have been introduced since
then.3 To date, the U.S. Food and Drug Administration (FDA) has approved >25 glucose
monitors with the majority employing test strips consisting of either glucose dehydrogenase
(GDH) or glucose oxidase (GOx) immobilized on a screen-printed electrode.4 The analysis
is based on obtaining a small blood sample (<1 μL) through a finger prick that is
subsequently introduced into the test strip via capillary action.3–4 While these monitors have
augmented the health outcomes for people with diabetes by improving blood glucose
management, such monitoring only provides instantaneous blood glucose concentrations
that are unable to warn of hyperglycemic or hypoglycemic events in advance. Additionally,
the sample collection (i.e., finger prick) method is inconvenient resulting in poor patient
compliance. Analytical methods that enable continuous monitoring of blood glucose have
thus been sought.5 Continuous glucose monitoring (CGM) provides real-time information
on trends (i.e., whether the glucose levels are increasing or decreasing), magnitude, duration,
and frequency of glucose fluctuations during the day.5–6 Ideally, analytically functional
continuous glucose monitoring devices could be linked to an insulin delivery pump, creating
an artificial pancreas.5–6 In this review, we describe progress in the development of
continuous glucose monitoring technologies, specifically focusing on subcutaneous
implantable electrochemical glucose sensors, which are widely studied and commercially
available. We discuss the challenges associated with the development of biocompatible
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coatings for electrochemical glucose sensors. Borrowing from the ideas of David Williams,
we consider sensor coatings to be “biocompatible” if they optimize the clinical relevance of
the sensor, avoid any negative local and systemic effects, and elicit the most appropriate
local tissue response adjacent to the implant.7

2. Continuous glucose monitoring technologies
2.1. Electrochemical continuous glucose monitoring biosensors

Clark and Lyons were the first to publish on enzyme-modified electrodes with analyte
selectivity.8 The first dedicated glucose analyzer for direct measurement of glucose in whole
blood samples was launched by Yellow Spring Instruments in 1975.8 The most successful
technologies for measuring glucose concentrations to date continue to be based on enzyme-
modified electrodes and electrochemical detection (Scheme 1) with a number of useful
designs. Updike and Hicks developed a sensor that detects glucose by monitoring the
consumption of oxygen using two oxygen electrodes (one covered with the enzyme and one
for reference). The differential current between these electrodes are compared so as to
correct for background variations in oxygen.9 Alternatively, hydrogen peroxide produced
enzymatically by glucose oxidase can be quantified amperometrically as first demonstrated
by Guilbault and Lubrano in 1973.10 Amperometric enzyme electrodes vary greatly in
electrode design, electrode material, enzyme immobilization method, and polymeric
membrane compositions. The first continuous in vivo monitoring of blood glucose was
proposed and demonstrated by Shichiri et al. in 1982 with the first FDA premarket approval
of a CGM system occurring in 1999.11–12

Continuous glucose monitoring devices are categorized according to the analytical method
by which they quantify glucose and the level of their invasiveness, as summarized in Table
1. Due to their ability to be miniaturized and give high selectivity and sensitivity governed
by the specific biocatalytic reactions of an immobilized enzyme, electrochemical biosensors
are among the most widely studied devices.4 Non-enzymatic electrochemical glucose
sensors have been reported whereby glucose is measured directly via direct electro-oxidation
at high-surface area (i.e., porous) platinum electrodes,13–15 or through potentiometric
detection dependent on pKa changes in a conducting polymer,16–17. However, poor
selectivity has hindered their further development as clinical CGM devices. Enzyme-based
sensors measure the rate of glucose oxidation through a change in oxygen or hydrogen
peroxide concentrations upon reaction of glucose with a glucose-specific enzyme (e.g., GOx
or GDH). First generation enzyme-based electrochemical biosensors were fabricated by
immobilizing the enzyme on the surface of the electrode. The enzyme is reduced upon
converting glucose to gluconolactone. Ambient oxygen facilitates the conversion of the
reduced enzyme back to its oxidized form with concomitant production of hydrogen
peroxide.18–19 As shown Scheme 1, the glucose concentration correlates with the
amperometric signal obtained from either the electrochemical oxidation of produced
hydrogen peroxide or the reduction of consumed oxygen. Although enzyme-based
electrochemical glucose biosensors are characterized with high selectivity and sensitivity
due their enzymatic nature, the dynamic range of such sensors is limited by co-substrate
(i.e., oxygen) availability. An outer diffusion-limiting membrane is thus employed to control
for this and eliminate oxygen deficiencies, albeit with a slightly delayed sensor response.
Additionally, the working electrode potential required to monitor hydrogen peroxide (i.e., ~
+0.6 V vs. Ag/AgCl) will also oxidize electroactive endogenous species (e.g., ascorbic acid
and acetaminophen) and create high current densities.19 To address these shortcomings,
second-generation electrochemical glucose biosensors employ electron mediators (e.g.,
[Os(4,4’-dimethoxy-2,2’-bipyridine)2Cl]+/2+) “wired” to the enzyme on a hydrophilic
polymer matrix (e.g., poly(vinylpyridine) or poly(vinylimidazole)). Such mediators are
capable of shuttling electrons from the redox center of the enzyme to the surface of the
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electrode, thus allowing for a lower applied electrode potential.20–21 In turn, the sensor
response is independent of the co-substrate and interferences. Unfortunately, most mediators
are toxic and competition between the mediator and oxygen still exists.19,22

An alternative method for evaluating glucose concentrations involves the use of implantable
microdialysis probes. Glucose in the interstitial fluid is measured by collecting dialysate.23

Microdialysis avoids direct implantation of a sensor but the glucose measurement (i.e.,
recovery) remains erratic in vivo due to the foreign body response.19,24–25 Even more
problematic, the analysis time is significantly increased by sampling and the devices have
poor time resolution.24

Iontophoresis has also been used to detect glucose in a configuration similar to microdialysis
of interstitial fluid in that it is measured ex vivo. A low electrical current is applied across
the skin by two adjacent electrodes.26 The resulting current causes charged species to move
across the dermis through pores in the skin where minute volumes of interstitial fluid are
directed to an externally located sensor that measures glucose concentrations.27–28

Iontophoretic electrochemical sensors are not invasive and experience less fouling because
of the skin’s ability to filter large biomolecules. However, the continuous applied current
causes skin erythema and irritation. Additionally, sweating, often associated with
hypoglycemia, affects the rate of extraction of glucose and therefore causes erroneous
results when readings must be most accurate.29–30 Such side effects are undesirable with the
latter resulting in inaccurate measurements.

2.2. Short-term and long-term electrochemical implantable glucose sensors (fully
implantable versus percutaneous)

Enzyme-immobilized amperometric biosensors have been implanted fully subcutaneously as
CGM devices for extended periods (months to years) or percutaneously for <1 month.
Subcutaneous glucose sensors generally consist of a disk-type sensor with a titanium
housing and measure oxygen consumption (Figure 1A). Gough et al. recently described a
subcutaneous sensor design based on differential electrochemical detection of oxygen via a
two-step chemical reaction catalyzed by GOx and catalase.31 Accurate glucose
measurements were carried out for >1 year by taking into account the difference in oxygen
reduction at an electrode producing a glucose-modulated current and a reference electrode
producing an oxygen-dependent current.31 Sensor response changes due to collagen
encapsulation, variations in local microvascular perfusion, and limitations in oxygen
availability were thus minimized, reducing the demand of device calibrations. The
subcutaneous nature of the sensors likely minimized any micromotion effects associated
with the foreign body response.32 Of note, implantation and subsequent replacement of the
sensors required surgery, with each instance followed by a long (~2–3 week) stabilization
period. Faulty devices for whatever reason would be costly to remove and/or replace. The
size of the sensor is larger than percutaneous CGM systems (~3 cm versus 350 microns) due
to power (i.e., battery) requirements to support longer use.

Percutaneous needle-type microsensors monitor hydrogen peroxide production
amperometrically as a measure of the glucose concentration (Figure 1B).22,33–34 The
sensing cavity generally consists of a Pt-Ir wire working electrode coated with three
functional layers: the inner selective layer, an enzyme layer, and the outer membrane. A
silver/silver chloride (Ag/AgCl) wire is wrapped around the working electrode and serves as
both a pseudo-reference and counter electrode. Though such sensors typically are
characterized as having a shorter stabilization period (e.g., 2–4 h) compared to subcutaneous
glucose sensors, the device penetrates through an opening in the dermis with concomitant
infection risk. Frequent calibration (e.g., 2 times per day) is required even after the
stabilization period due to changes in sensor response. Furthermore, the percutaneous nature
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of the device creates additional forces on the sensor that can lead to even greater
inflammation.32

2.3. Glucose detection based on optical approaches or combination technologies
Almost all invasive sensing devices are characterized by infection risks, discomfort, and
analytical response issues related to the foreign body response (FBR).29–30 Research has
thus also focused on the development of minimally invasive and non-invasive spectroscopic
methods to assay externally-accessible physiology (e.g., skin, saliva, tears).29 Glucose
detection based on optical approaches are categorized as fluorophore- and non-
fluorophore.19 Fluorophore-based approaches employ a spectroscopic affinity sensor
wherein glucose and a fluorophore-labeled molecule bind competitively with a receptor
(e.g., concanavalin A) specific to both ligands.35–36 Alternatively, only glucose binds to a
recognition site (e.g., boronic acid derivatives, fluorescent moieties composite on a
hydrogel) inhibiting photo-induced electron transfer (PET).37–38 The fluorescence emission
intensity and/or lifetime of Förster Resonance Energy Transfer (FRET) are related to the
glucose concentration.19 In this manner, Heo et al. used fluorescent hydrogel fibers (~1000
Vm dia.) to monitor interstitial glucose concentrations in a rodent model for 140 d.39 The
hydrogel fibers allowed transdermal optical detection of the fluorescence intensity and were
easy to remove.39 While optical detection provides sensitive detection without damaging the
host, skin pigmentation and epidermal thickness can negatively impact the analytical
response among hosts.35–36 Photobleaching of the fluorophore and scattering in tissue are
significant drawbacks.19,35–36 Moreover, miniaturization of the instrumentation is not
currently possible thus precluding personalized devices for continuous monitoring.19

Non-invasive optical techniques that avoid the use of fluorophores include optical coherence
tomography, polarimetry, thermal infrared spectroscopy, photoacoustic spectroscopy, and
Raman spectroscopy.19,29 Optical detection of glucose via near infrared (NIR) spectroscopy
enables 90–95% of the light to pass through the human stratum corneum and epidermis into
subcutaneous space with minimal tissue adsorption independent of skin
pigmentation.19,40–41 The dielectric strength, polarizability and permittivity of the
subcutaneous tissue adapt as a result of changes in glucose concentrations ultimately
influencing the NIR absorbance, reflection, and refraction.19 Due to both a predominant
absorption band in the NIR by water and light scattering in the tissue, the broader
absorptivity of glucose negatively influences the sensitivity and selectivity of the
measurement.42 Similarly, Raman spectroscopy has been used to determine glucose
concentrations non-invasively through the measurement of inelastically scattered
photons.19,30,43–44 The changes in energy from these photons is proportional to the
vibrational or rotational energy of chemical bonds in the system (e.g., those associated with
glucose). While Raman spectroscopy gives narrow and distinct peaks (in contrast to NIR
absorbance), long spectral acquisition and stabilization times are required.30 Recent
advances have demonstrated that surface enhanced Raman spectroscopy (SERS)
dramatically decreases acquisition times with concomitant improvements in both sensitivity
and limit of detection.45–46 Indeed, Van Duyne and coworkers demonstrated improved
selectivity using SERS to measure glucose at a silver film on nanospheres (AgFON) coated
with a (1-mercaptoundeca-11-yl)tri(ethylene glycol) (EG3) partitioning layer to pre-
concentrate glucose within a zone of electromagnetic field enhancement.46 Clinical
implementation of a SERS biosensor would require implantation of a device that could lead
to photothermal damage of nearby tissue due to constant irradiation by the laser source.30

Other challenges associated with non-fluorophore-based optical detection include response
effects due to motion, tissue heterogeneity, pH, and temperature resulting in poor blood
glucose selectivity and accuracy.19,41,47
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Impedance and electromagnetic spectroscopies represent methods other than traditional
electrochemical or optical approaches that have been used to measure glucose. Impedance
spectroscopy can be used to detect changes in plasma conductivity as a function of glucose
concentration via the transport of alternating current through the tissue.48–49 An increase in
the local glucose concentration results in decreased sodium and increased potassium
concentrations in the plasma thus changing the dielectric strength, permittivity, and
conductivity of the erythrocyte cell membrane.48 Unfortunately, the changes in blood
dielectric properties are not specific to glucose, resulting in poor accuracy. Additionally, the
temperature and disease state of the body have been shown to negatively impact such
measurements.49–50

2.4. Commercially available glucose sensors
The global market for biosensors in medical diagnostics is estimated to reach $8.5 billion in
2012 and >$16 billion by 2017.51 More than 85% of the global biosensor market is captured
by glucose biosensors, including CGM systems.4 The CGM device market is currently
estimated at $92.2 million and forecasted to grow to a value of ~$200 million by 2017.52

Examples of commercial CGM systems are provided in Table 2. Since 1999, CGM systems
have been approved by the FDA but only percutaneously implanted electrochemical glucose
sensors are currently for sale in the United States.53 However, these sensors are not intended
as warning or prognostic devices but rather as tools to inform users and physicians of trends
in glucose fluctuations. Additionally, frequent calibration using intermittent glucose
monitoring (via finger pricks) is still required due to erratic analytical performance. Due to
finite FDA-regulated sensor lifetimes (5–7 d), the biosensor must be replaced on a regular
basis with significant financial burden on the individual patient. In this regard, compliance
regarding the use of such devices remains poor.

3. Issues in bioanalytical performance
3.1. Interferences

Although sensor accuracy is critical for compliance, many reports in the literature often
neglect selectivity for glucose over interfering species during characterization.54 Indeed, a
number of interferences (e.g., acetaminophen, ascorbic acid, and uric acid) can affect sensor
response as they are electroactive at the electrode potential used to oxidize hydrogen
peroxide. Selectivity evaluation for electrochemical CGM devices is clearly described by the
Clinical and Laboratory Standards Institute (Guideline EP7-P, Interference Testing in
Clinical Chemistry).54–55 As provided in Table 3, both the interfering species and its
concentration are critical for full characterization.55–56 The response (i.e., signal increment)
due to the interfering should be monitored in the presence of glucose at low and high
glucose concentrations (4.4 and 6.7 mM, respectively).54–55

Permselective membranes via size exclusion and/or electrostatic repulsion are often used to
improve selectivity.4 The composition of such membranes must be accounted for when
considering biocompatibility as the polymer contacts tissue and may ultimately dictate the
foreign body response (FBR). The range of polymeric materials that have been evaluated as
effective permselective films include cellulose acetate, Nafion, electropolymerized films
(e.g., polyphenol), and multilayer hybrids of these polymers.57–58 Polyphenol permselective
membranes are able to electropolymerize within an enzyme layer in a controllable manner,
yielding a film with a thickness that is self-limiting (10–100 nm). As such, this simple
approach is very attractive for reducing interferences.59–60 In some cases, such membranes
also exclude surface-active macromolecules (i.e., proteins and platelets), protecting the
surface from biofouling.61

Nichols et al. Page 5

Chem Rev. Author manuscript; available in PMC 2014 April 10.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



As described earlier, the use of mediators to shuttle electrons between the enzyme and the
electrode can also minimize the impact of interfering species by lowering the working
potential required to oxidize hydrogen peroxide.56,58,62 Several redox mediators have been
evaluated including ferrocene and osmium complexes, quinone compounds, metal
phthalocyanines, carbon nanotubes, and conducting polymers.61

3.2. Oxygen dependence
The electrochemical detection of hydrogen peroxide requires oxygen, a cofactor in the GOx
enzymatic reaction. Oxygen concentration in interstitial fluid is approximately ten times
lower than the concentration of glucose in interstitial fluid resulting in an “oxygen deficit”
state that is addressed by an outer diffusion-controlled membrane. Indeed, low
concentrations of oxygen lead to problems with the biosensor response to glucose
(particularly dynamic range) due to stoichiometric imbalance between the two
cofactors.19,63 Oxygen deficiency is mitigated by using polymeric membranes that reduce
glucose diffusion64 or employ alternative electron mediators (as noted above).5,56,65 Often,
membranes similar to those that exclude polar interferences are employed to increase the
ratio of oxygen/glucose permeability.4. Example polymers include polyurethane, Nafion,
silicone elastomer, polycarbonate, and layer-by-layer assembled polyelectrolytes.66–69

Subcutaneous oxygen tension for humans ranges from 40 mm Hg (~5 kPa) to 130 mm Hg
(~17kPa) with partial pressures affected by anesthetics and hypoxia at the implantation
site.70 Sensor performance issues due to changing oxygen levels are exacerbated due to the
foreign body response that results in local consumption of oxygen and glucose by
inflammatory cells at the vicinity of the sensor. Of note, the oxygen diffusion to the sensor
decays exponentially after sensor implantation due to changes in tissue permeability.31

3.3. Stability and degradation of sensor components
The failure of sensor components in vivo may be categorized as follows: 1) enzyme
instability and leaching; 2) membrane degradation and delamination; and, 3) electrode
passivation. Enzyme activity begins to decrease immediately both due to polymer
entrapment and exposure to reactive oxidative species from sensor operation and the FBR
(exposure to hydrogen peroxide and other reactive radicals).71–72 Considerable effort has
been devoted to developing effective immobilization strategies to ensure enzyme stability.
Examples of such strategies include crosslinking of the enzyme with bovine serum albumin
(BSA) with glutaraldehyde, enzyme entrapment with or without covalent tethering within
polymeric matrixes (e.g., hydrogels and sol-gel-derived materials), incorporation of the
enzyme into electropolymerized conducting polymers such as polypyrrole, and fixation of
the enzyme onto the electrode surface by electrostatic interactions generated by
polyelectrolytes.56 Nevertheless, even properly immobilized enzymes inherently lose
activity over time due primarily to loss of non-covalently bonded FAD cofactor. However,
deactivation by endogenously produced hydrogen peroxide from oxidase reactions also
contributes to the loss of activity.71 Large glucose concentrations and requirements for
adequate sensor signals imply high rates of peroxide production and concomitant enzyme
deactivation.

Almost all sensors to date consist of films or membranes used as sensing layers, barrier
membranes, and/or biocompatible layers. These materials are prone to degradation from
oxidative challenges (i.e., foreign body response), calcification, and delamination.73 When a
film becomes detached or degrades, sensor instability or failure automatically results.
Electrode fouling (often called electrode passivation) is another cause of sensor instability,
and occurs when diffusible small molecules come into contact with the surface of the
electrode after penetration of the sensor membrane.74
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3.4. In vivo calibration
Since the analytical performance of CGM sensors changes drastically upon implantation,
methods for defining and assessing sensor accuracy are critical for clinical use.
Traditionally, the in vivo accuracy of such devices is evaluated using numerical point or rate
accuracy.75 Current numerical and clinical accuracy criteria for CGM includes linear
regressions and correlation coefficients; mean (or median) absolute and relative absolute
difference (MAD and MARD); Clarke Error Grid Analysis (Clarke EGA); and, International
Standard Organization (ISO) criteria.76 Because CGM systems also provide information on
glucose fluctuations, the continuous glucose-error grid (CG-EGA) has been introduced
comprising of (1) a point-error grid analysis (P-EGA) that evaluates the sensor accuracy in
terms of accurate blood glucose measurements; and, (2) a rate-error grid analysis (R-EGA)
that assesses the prediction capability of the sensor.77 These in vivo sensor evaluation
methods require true blood glucose concentrations as determined using an external glucose
measuring device (i.e., finger-prick glucose sensor). Reliable and reproducible procedures
for calibration during in vivo monitoring are crucial to achieving accurate measurements. Of
importance, CGM systems inherently estimate the blood glucose concentration by assuming
the concentration of glucose in interstitial fluids will be similar enough. This assumption is
problematic because the ratio of blood/tissue glucose is not constant, but rather depends on
the metabolic rates related to glucose and insulin physiology including glucose uptake by
cells or from blood vessels, blood flow, and permeability of capillaries.78 The glucose
concentration discrepancies between blood and interstitial fluid are typically complex and
vary based on time and concentration according to the physical state of the patient, including
resting, hyperventilation, exercise, anoxia, and hypoxia.19,79 The lag time between blood
and subcutaneous tissue glucose concentrations cause further inaccuracies for CGM
devices.79–80 Under normal conditions (i.e., conditions in which glucose levels are not
rapidly changing from activities such as exercising or eating), the physiological lag time
between blood and interstitial fluid glucose ranges between 5 and 10 min.78,81 Longer, or
unpredictable, lag times are created by physiological differences between individuals,
intrinsic sensor lag time (typically on the order of seconds to a few minutes), and noise
filtering. Lag is also created by tissue responses to the sensor such as electrode fouling,
biofouling, and the foreign body encapsulation that impedes glucose diffusion to the
sensor.5–6 Again, frequent calibrations using external glucose measuring devices are
required to ensure CGM sensor accuracy.

Both “one-point” and “two-point” calibration procedures with blood glucose strips have
been used to calibrate CGM sensors.80 The calibration process involves the conversion of
the time-dependent current signal (i(t)) into an estimation of blood glucose concentration at
a given time (CG(t)). Using the one-point calibration procedure, sensor sensitivity (S) is
determined as the ratio between the current signal and the blood glucose concentration from
a single blood glucose determination. This approach is useful for highly selective sensors
with near-zero output current at zero glucose concentration. A two-point calibration
procedure is preferred when the sensor output observed in the absence of glucose (i0) is not
negligible. Two-point calibrations involve an estimate of two parameters, S and i0, by
determining blood glucose concentration and concomitant sensor current at two different
time points. The glucose concentration is then estimated from the response current according
to eq. 1. The two-point calibration curve is

(1)

and is actually less accurate due to error associated with electronic noise and the “true”
finger prick blood glucose measurement (accepted as ±10% error on commercial glucose
meters) that results in significant positive or negative measurement artifacts.80,82 A one-
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point calibration is thus considered more appropriate. Even with an accurate calibration,
repeated calibration is required as the sensor sensitivity changes over time due to
physiological fluctuations and the foreign body response to the sensor.

3.5. Physiological fluctuations and sensor performance
In addition to the inherent sensor fabrication and analytical measurement challenges, patient
variability is an equally important factor for CGM device utility. Since percutaneous sensors
are implanted through the epidermis, dermis, and subcutaneous layers, the effects of tissue
heterogeneity are relevant to the analytical performance of the sensor. Temporal and spatial
glucose dynamics are both influenced by tissue composition, distribution, and
thickness.47,83–84 Temperature fluctuations in subcutaneous tissue will also impact sensor
performance by altering glucose oxidase activity.61

External pressure on the CGM sensor has also become a valid threat to analytical
performance. For example, Gilligan et al. found that long-term implanted glucose sensors in
humans provided accurate sensor readings while immobile, but posture changes (i.e.,
standing and/or moving) led to erratic outputs.85 Such behavior was attributed in part to
blood occlusion due to pressures applied to tissue adjacent to the sensor.86–87 This
performance limitation may be more pronounced in diabetic patients due to differences in
physiology. Pressures as low as 2 kPa have been shown to diminish blood flow near the skin
while only 7 kPa completely occluded blood circulation in diabetic patients whereas non-
diabetics withstood pressures up to 22 kPa before total blood occlusion.88 These fluctuations
and their possible impact on interstitial fluid physiology demand careful attention when
characterizing in vivo sensor performance.

4. Consequences of the foreign body response on in vivo glucose sensor
performance

While the above design, fabrication, and use criteria are of importance to CGM device use,
none impacts the bioanalytical and clinical utility as much as the foreign body response
(FBR). Most long-term medical implants to date are considered biocompatible or inert once
the FBR resolves and the device is encapsulated by a collagen layer.89 Although CGM
devices have a similar fate, the combination of the FBR, oxygen and glucose availability,
and need for immediate calibration and use (e.g., in the physician’s office), have
significantly impeded their utility and implementation as effective devices for diabetes
management.

As shown in Figure 2, the FBR initiates upon the insertion of almost any material into
subcutaneous tissue, starting with the creation of a wound and the wound healing
cascade.90–91 Instantaneously, proteins adhere to the biomaterial surface in a process
referred to as biofouling.91–92 The initial protein adsorption is an integral part of the overall
FBR as the ensuing interface promotes the adhesion of inflammatory cells that subsequently
stimulate blood clotting and the development of a provisional matrix.92 As part of the FBR,
macrophages, monocytes, mast cells, and fibroblasts are recruited to the implant site to
initiate clearance of the foreign body by releasing chemokines and cytokines.90–91 The
concentrations and types of mediators released elicit further cell recruitment and ultimately
phagocytosis93 as the body attempts to digest the implant. This process can result in a local
pH’s dropping as low as 3.6 and disrupting biosensor performance as the activity of GOx is
pH dependent.94 While preventing all macrophage migration and subsequent phagocytosis
at a wound (glucose sensor) is unlikely, the activation state (i.e., M1 or M2) of the
macrophage may influence the overall FBR. Indeed, macrophages serve three primary
functions in the body: host defense, wound healing, and immune regulation.95 Since
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macrophages are vital for the wound-healing process that results from an injury, the
phenotype of the cells present at an implant, rather than their concentration, is now believed
to be a better indicator of tissue response.96 As the FBR progresses, frustrated phagocytosis
from activated macrophages will lead to the fusion of macrophages into foreign body giant
cells (FBGCs) that attempt to further breakdown the implant.73,94,97–98 For example, FBGC
formation on polyurethanes has been shown to promote cracking of the underlying
biomaterial.73 After one to two weeks, inflammatory cells deposit a collagen matrix that
sequesters the implant from the native tissue. This collagen encapsulation lacks the
microvasculature of native tissue.99 As blood vessels are the primary source of glucose, such
encapsulation hinders accurate measurements of blood glucose. The extent of capsule
development is dependent on all other preceding components of the FBR, including protein
adhesion, cell activation, and cytokine signaling. The collagen encapsulation will persist for
the lifetime of the device, negatively impacting sensor performance with respect to
sensitivity and response (e.g., lag times).

While the individual effects of each step in the FBR on glucose sensor performance have
been postulated, actual outcomes are more difficult to determine. Researchers have long
sought to untangle the complexities that connect various events in the FBR with tissue
integration and glucose sensor performance, as this knowledge could lead to the
development of materials that address the specific tissue responses that most severely inhibit
sensor performance.

The synthesis of antifouling materials has evolved to be a common strategy for improving
glucose sensor functionality as the initial adhesion of proteins and cells onto a glucose
sensor dampens sensor performance.100–101 Among the earliest reports describing reduced
analytical performance, Thomé-Duret et al. implanted polyurethane-coated glucose
biosensors to quantify changes in analytical sensitivity.100 Soon after implantation, the
sensors were explanted and tested ex vivo.100 While the immediately explanted sensors had
glucose sensitivities similar to those analyzed in vivo, response to glucose improved after
rinsing, albeit not to pre-implantation levels.100 Nevertheless, this reversibility indicated that
the process was passive and likely caused by biofouling on the sensor.100 Proteomic analysis
revealed that the majority of the biofouling proteins on the sensor membrane were fragments
<15 kDa.102–103 In contrast, Wisniewski et al. evaluated the impact of collagen
encapsulation versus biofouling using microdialysis probes and found biofouling effects to
actually be minimal.104 Specifically, the resistance to mass transfer of analyte (i.e., glucose)
caused by the tissue over both short- (3 h) and long-term (8 d) implantation periods were
typically 3 to 5 times greater than that caused by biofouling of the probes, regardless of
implantation period.104 The observed biofouling was found to have only relatively small
direct effects on the overall resistance and glucose extraction efficiency.104 It is important to
note however that biofouling of proteins and cells at the sensor-tissue interface will also
affect the tissue response to a biomaterial as will the composition of the polymers used to
fabricate the sensors and dialysis probes. Furthermore, microdialysis probes consume
significantly more glucose than electrochemical glucose sensors and therefore may
underestimate the effects of biofouling in vivo.105

Following protein adhesion/biofouling, the FBR proceed with inflammatory cells
responding to the injury, initiating a more profound immune response to the device. Klueh et
al. reported on the effects of mast cells, regulators of inflammation.106 Both mast cell-
sufficient and -deficient mice were implanted with subcutaneous glucose sensors for 28
days. During this period, glucose sensor performance in mast cell-sufficient mice was erratic
with temporary response loss occurring within the first 3 weeks. Sensor performance in mast
cell-deficient mice was markedly better with reliable sensor function throughout the 28-day
period.106 Histology samples from both experimental groups confirmed that the mast cell-
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deficient mice exhibited reduced fibrosis and inflammation at the implantation site. To
further confirm the effect of mast cells on glucose sensor performance, 104–105 mast cells
were injected at the implant site.106 While glucose sensor performance recovered soon after
injection (~15 min), the sensor response to glucose decreased after 1–2 days, further
indicating a link between mast cell action and erratic glucose sensor performance.106

The most characteristic outcome of the FBR is collagen encapsulation around the foreign
device. Early investigations of capsules formed around sensors focused on the influence of
the capsule on glucose diffusion from native tissue. For example, Sharkawy and coworkers
implanted non-porous polyvinyl alcohol (PVA) and stainless steel cages into the
subcutaneous tissue of rats.107 Upon careful explantation of the collagen capsules, the
diffusion of sodium fluorescein (376 g/mol) through the capsule was quantified and used to
model small analyte transport.107 Diffusion of the fluorescein through the explanted
capsules was ~50% that of normal (i.e., subcutaneous) tissue.107 Sensor lag times for native
tissue was estimated at ~20 min, but tripled when modeled with decreased diffusion due to a
capsule.107 Interestingly, empirical data suggests that lag times range from 10–15 min in
vivo, indicating the integral function of angiogenesis in early granulation tissue. In
subsequent experiments, Dungel et al. examined the effects of encapsulation on sensitivity
by evaluation the response of glucose sensors inserted into polyvinyl alcohol sponges
implanted in rats.108 The glucose sensitivity in vivo peaked at day 7, but then decreased for
the duration of the study.108 Glucose sensitivity correlated well with the collagen
encapsulation of the sponges with thicker collagen resulting in greater sensitivity loss.108

Koschwanez et al. investigated the effects of vascularity on glucose sensor performance in
real-time by using an implanted optical window over the sensor along with microscopy, and
laser Doppler flowmetry.109 The vessel length and perfusion of the vasculature increased
during the implantation period (i.e., 14 d). Despite such increases in vasculature, the
sensitivity of the sensor did not increase indicating that angiogenesis is not the only factor in
assessing the biocompatibility of CGM sensors.109

Mathematical models and simulations of implantable glucose sensors have further helped
understand how the processes of the FBR may affect glucose sensor performance.
Simulations of glucose concentration oscillations by Jablecki and Gough concluded that
increases in mass transfer would increase lag and could potentially decrease the magnitude
and differences when fluctuating between high and low glucose sensor signals.110 While this
conclusion is important for sensor design, the increases to mass transfer were not attributed
to any specific part of the FBR and could originate from collagen capsule thickness, blood
vessel density, or other unanticipated factors. To consider major tissue reactions
individually, Novak and coworkers used a mathematical model to examine FBR effects on
glucose sensor performance.111 Using previous histology data, five parameters (i.e.,
angiogenesis, cellular glucose consumption, capsule thickness, capsule diffusion coefficient,
and capsule porosity) were used to design a mathematical model that mimicked glucose
diffusion from capillaries to a glucose sensor in order to simulate the effect on sensor lag
time and attenuation.111 The mathematical model treated vessels as sources of glucose and
inflammatory cells as glucose sinks, while the encapsulation properties acted to impede the
diffusion of glucose.111 Changes in cellular glucose uptake and the capsule diffusion
coefficient of glucose had little effect on simulated sensor performance.111 The model was
ultimately used to conclude that collagen capsule thickness, a common histological
parameter, was the primary source of sensor lag time with little impact on sensor response
attenuation.111 The positive correlation between lag time and capsule thickness supported
the models described above.107,110–111 The two greatest factors in reducing sensor
attenuation were a low capsule density and high degree of angiogenesis.111 While these are
only mathematical models, the results do identify the histological parameters of key interest
when assessing the biocompatibility of materials for glucose sensors.
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5. Mitigating the foreign body response to improve analytical performance
of in vivo glucose sensors

As the events in the FBR directly impact the utility of CGM devices, researchers have
focused on improving the biocompatibility of the device as a strategy to improve sensor
performance. These strategies range from chemical alteration at the tissue-sensor interface,
changing physical properties of the device, and the release of biologically active molecules
to influence the tissue reaction.

5.1. Models for assessing biocompatibility
Both in vitro and in vivo models are employed when developing implantable sensors.
Although in vitro tests are less expensive and simpler to interpret, particularly for
preliminary testing, their outcomes are not an accurate predictor of biocompatibility or
glucose sensor performance in vivo.70,112 Indeed, testing in animal models is necessary to
evaluate the intricate tissue reactions that confront a proposed biomaterial and fully
represent FBR complexity. Most commonly, the tissue adjacent to the implanted biomaterial
is excised and processed to analyze the collagen capsule, inflammatory response (i.e., cell
amounts and types), and presence of capillaries. Histological analysis offers a snapshot of
the relevant tissue reactions but requires an animal for each time point. As such, most initial
testing occurs with small rodent models.

Methods have also been implemented for temporal monitoring of a single implant. First
described by Marchant et al., the cage implant allows for the examination of the
inflammatory response to a substrate of interest over time.113 The technique involves the
implantation of a potential biomaterial inside a stainless steel cylinder (approximately 1 cm
diameter by 3.5–4 cm when implanted into rats). Over time, exudates are removed from the
cage and analyzed for inflammatory cells and cytokine expression.113–114 At the end of the
experiment, the material is explanted and examined for the formation of FBGCs. Though
this method is useful for temporal studies of the inflammatory response, it does not offer a
complete analysis of the FBR as no information is gained with respect to collagen capsule
formation, capillary density in the surrounding tissue, or sensor performance. Furthermore,
as the materials are not directly contacting the native surrounding tissue, the specific
inflammatory reactions observed are dependent only on cells in the exudates. In addition, the
physical properties of the implant (e.g., size) impact the FBR, and the large size of the
stainless steel cage will influence the overall immune response to the materials.115

Optical tissue windows have been implemented with implantable sensors as a method to
visualize the FBR in real-time.109,116–118 The optical tissue window enables tissue
monitoring and correlation to the sensor performance.116–118 Anesthesia is not required to
observe the tissue in real-time, an important consideration for glucose sensor performance
correlation as anesthesia can alter microvasculature circulation.116 The real-time tissue
observation allows for a relation of angiogenesis and perfusion of the surrounding
vasculature to the glucose sensor function. However, this technique is highly invasive
involving implantation of additional materials (i.e., an optical window) that inherently elicits
an additional tissue reaction with influence on the overall FBR to the closely placed
biomaterial. As such, it is likely not an accurate characterization of sensor performance or
the FBR.

5.1.1 Animal and diabetic models—When implanting in vivo, researchers often use
rodent models (e.g., mouse119 or rat120–121) models to assess in vivo biocompatibility and/or
glucose sensor functionality, though others (e.g., pigs,31 dogs,122 and chimpanzees123) are
used as well. Such animal models are time and labor intensive while requiring surgical
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skills. Although an avian chorioallantoic membrane has been proposed as an alternative
model for testing biomaterials with obvious expense benefits, long-term studies (i.e., >2
weeks) are not feasible.124–125

Unfortunately, the degree to which animal models accurately predict the FBR and analytical
performance of glucose sensors in humans has come under scrutiny. For example,
Wisniewski et al. compared the dialysate concentrations of glucose, pyruvate, lactate,
glycerol, and urea at a microdialysis probe-tissue interface implanted in the subcutaneous
space of both rats and humans to evaluate the validity of the cross-species relationship.126

The dialysate concentrations were significantly different for all metabolites in rats and
humans throughout the first 6 days of the experiment, with the exception of glycerol on day
0.126 Additionally, the ratio of the glucose concentration in the dialysate to that in blood
were significantly different between rats and humans indicating differences in the relative
glucose availability in the tissue surrounding an implanted device.126 Histology samplings
from human subcutaneous tissue showed a high concentration of adipose cells while rat
tissue was characterized with larger amounts of collagen.126 Taken together, these results
necessitate careful consideration and caution when extrapolating results from animal models
to humans.

In addition to differences between species, one parameter that is not often considered is the
differential healing response in diabetic versus healthy (i.e., non-diabetic) patients. Diabetics
typically suffer from delayed and diminished wound healing.127 It is currently not known
how such physiology affects the FBR and subsequent sensor performance. In a key study,
Gerrtisen et al. investigated the differences in the FBR between diabetic and non-diabetic
rabbits to percutaneous and subcutaneous materials.128 Histological analysis revealed
delayed neovascularization and less matrix production in the diabetic rabbits that clearly
could influence glucose sensor performance.128 Due to such important histological
differences that likely impact glucose sensor performance, diabetic animals should be used
to better simulate tissue response and characteristics of diabetic patients. However, the wide
range of available diabetic models in animals (e.g., genetic or chemically induced) may
further complicate comparisons between studies.129

5.2. Effects of sensor geometry and physical stress
Classically, the physiological response to a material as a function of mechanical and
chemical properties has been the most studied parameter for understanding and improving
biocompatibility. However, even more inherent variables influence the FBR. Glucose
sensors have traditionally employed microsensors due to many practical concerns (e.g.,
facile implantation), but also a less significant FBR as a result of their smaller size. In an
important study, Ward et al. implanted polyurethane substrates that were either 300 or 2000
Vm thick into the subcutaneous tissue of rats for 7 weeks.115 Subsequent histological
analysis revealed that the capsule thickness was ~20% thinner surrounding the smaller
implant. Sensor geometry plays an equally important role with respect to biocompatibility.
To highlight these effects, Li and associates implanted rectangular substrates into rat
subcutaneous tissue and examined the capsule formation at periods up to 20 months.130 At
20 months, thinner capsules were observed at the implant’s corners while the face of the
implant closest to the skin had a thicker capsule than the opposite side.130 Although sensors
are typically not rectangular, this study demonstrates that sensor geometry may be an
important factor in determining biocompatibility.

Physical stress imposed by the CGM device represents another factor that contributes to the
FBR. A recent two-part review by Helton and coworkers surveyed reports about physical
stress and related implications on the FBR and glucose sensor performance.32,131 Picha et al.
found that implant location within the subcutaneous tissue affects the FBR.132 Textured and
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non-textured surfaces were implanted at six different positions in the dorsal rat subcutaneous
space.132 While textured surfaces elicited a more favorable FBR, much of the response that
did occur was attributed to differential sheer stress caused by the interaction between the
textured surface of the device and the surrounding fatty tissue.132 However, other factors
such as localized tissue differences (e.g., adjacent joints that may create physical stress),
may have affected the overall healing response. Another specific concern in examining
physical forces is the difference between percutaneous and purely subcutaneous implants.
Most preliminary testing of materials is done subcutaneously for simplicity, but these
devices are intended to be implanted percutaneously and as such additional external forces
may cause differential healing. A study by Koschwanez et al., in which the histology
adjacent to glucose sensor membrane materials implanted either subcutaneously or
percutaneously were examined supports this theory.121 Subcutaneous histology of a porous
poly-L-lactic acid (PLLA) coating showed a threefold increase in vascularization and a
~65% reduction in collagen compared to bare glucose sensors at 3 weeks.121 However,
when the same materials were implanted percutaneously, histological differences were less
apparent, with porous coatings giving a twofold increase in vascularization and a twofold
increase, rather than decrease, in collagen content compared to bare sensors at 2 weeks.121

While examination of the subcutaneous implant noted no blood vessels or collagen within
the interior of the porous material, the percutaneous experiments revealed significant levels
of collagen and vascularization, indicating a differential FBR dependent on the nature (i.e.,
purely subcutaneous vs. percutaneous) of the implant.121 In a follow-up study, Koschwanez
et al. compared capillary density adjacent to subcutaneous and percutaneous materials using
an optical window model in rat tissue.109 At 10 and 14 d post-implantation, the vessel
lengths and blood perfusion of the porous materials was significantly greater than bare (i.e.,
non-porous) sensor coatings when implanted subcutaneously. Despite these observations,
the same materials implanted percutaneously resulted in no observable differences.
Furthermore, the capillary density near the bare (i.e., non-porous) materials was twofold
greater for the percutaneous compared to subcutaneous devices indicating that motion
effects may stimulate further tissue responses to implanted materials.109 It was hypothesized
that the observed differences were caused by the additional physical forces imposed by
micromotion at the percutaneous devices.

In addition to the FBR, other biological events may negatively influence sensor
performance, including injuries caused by movement of the implanted material. For
example, localized bleeding from damaged capillaries is a proposed source of seemingly
random and short-term failures of in vivo glucose sensors. To examine this hypothesis,
Klueh et al. injected whole and heparanized blood at the site of a glucose sensor and
examined the subsequent analytical performance.133 As anticipated, the injection of blood,
but not saline or plasma, led to a temporary (i.e., several hours) signal reduction that
eventually returned to normal.133 This reduction was explained by the clot formation around
the sensing portion of the CGM device that formed a glucose sink until clearance.133

Therefore, temporary signal reductions may actually be the result of local tissue damage
caused by forces exerted on the sensor and may be solved by using more flexible materials.

While practical considerations regarding the size, shape, and implant site location may have
a profound impact on the FBR, these universal concerns should not preclude the
development of more biocompatible sensor coatings at the interfacial level. Rather, these
factors must be explored alongside the development of improved coatings. Below, the
design and testing of the newest materials that may mitigate the host immune response and
improve the utility of the next generation CGM devices are discussed.
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5.3. Polymer coatings
It is well known that certain materials elicit a more favorable FBR than others, and such
materials are often chosen for use in implant design and fabrication. Polymer coatings are
necessary for glucose sensors as they reduce the diffusion of interferences to the sensor
while simultaneously balancing glucose and oxygen diffusion to enable an adequate glucose
response, (i.e., dynamic range). These materials are also relevant as biomaterials as they are
durable, inert, and capable of sustaining harsh environments produced by the FBR. Of the
polymers commonly evaluated, Nafion, polyurethane, polyethylene glycol (PEG), and
hydrogels have been implemented successfully as glucose sensor membranes for
subcutaneous tissue use.

Nafion is a perfluorosulfonic acid-based polymer that has been implemented as a
biocompatible coating.134 With respect to glucose sensing, Moussy et al. implanted Nafion-
coated CGM probes into canines that proved functional for up 10 days, but ultimately the
membranes were deemed unstable with significant cracking and eventual failure.122 Later
studies by Mercado and Moussy demonstrated that this breakdown was likely caused by
mineralization of the membrane.135

Polyurethane (PU) has been used extensively as an outer membrane to act as a
biocompatible interface with the surrounding host tissue. Early studies by Zhang and Wilson
evaluated the in vitro and in vivo performance of PU as an outer membrane, exhibiting its
potential as a material for glucose sensor fabrication and use.136 Biocompatibility aside, PU
allows for sufficient oxygen transport while limiting glucose diffusion to the sensor.136

Ward et al. examined the in vivo performance of Tecoflex SG-85A PU membranes
manually loop coated onto needle-type glucose sensors in rats after 30 h of implantation.137

The Tecoflex SG-85A membrane provided the biocompatibility often observed with
polyurethane while also ensuring ideal sensor performance by limiting glucose diffusion.34

The sensors were found to accurately track the glucose with relatively short lag times (~4.5
min). Several groups have found that copolymer blends with PU leads to both enhanced
stability and biocompatibility. Anderson and coworkers investigated the host response to PU
using the cage implant system.138–139 In long-term studies (i.e., 10 weeks), biodegradation
of PU was slower for polycarbonate PUs, containing a soft segment of polyhexamethylene
carbonate, compared to polyether Pus that have a soft segment composed of
polytetramethylene oxide.138 However, no significant differences in cell adhesion or FBGC
formation were noted. To investigate the response in situ, Ward and coworkers implanted
PU and PU with silicone and polyethylene oxide (PU-S-PEO) into the subcutaneous tissue
of a rat for periods up to 7 weeks.115 The collagen encapsulation surrounding the PU-S-PEO
substrates was ~45% thinner than those around the PU substrates though no differences in
capillary density were observed.115 In vitro examination of silicone-modified PU was also
found to significantly inhibit adhesion and FBGC formation, possibly explaining the in vivo
benefits observed.140 Yu et al. used differential polyurethane chemistry to create epoxy-
polyurethane membranes in an effort to enhance the biocompatibility of implantable glucose
sensors.141 The membranes were applied to the glucose sensors by simply casting the
solution over the GOx layer. The authors reported that this membrane allowed for the
fabrication of functional glucose sensors in rats for up to 56 days with good sensitivity.
However, only one of the nine sensors functioned this long. Indeed, seven of the nine
sensors lost functionality in 17 d or less.141

Surface passivation with polyethylene glycol (PEG) has been a widely studied strategy for
resisting biofouling.142 With respect to tissue FBR, Quinn and coworkers created co-
polymers containing 2-hydroxyethyl methacrylate (HEMA), PEG, and ethylene
dimethacrylate and investigated the adsorption to the materials in rat subcutaneous tissue
after 3 days.143 Scanning electron microscopy analysis of the implant after explantation

Nichols et al. Page 14

Chem Rev. Author manuscript; available in PMC 2014 April 10.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



revealed that substrates with the hydrogel coating had markedly less fibrous encapsulation
relative to controls.143 Subsequent studies of PEG-contatining hydrogels revealed similar
beneficial effects at 7 d.144 While Pellethane (i.e., polyurethane) control substrates exhibited
significant inflammatory cell adherence and collagen encapsulation, PEG-modified
hydrogels were characterized by less cells indicating improved biocompatibility.144

Even without PEG modifications, hydrogels themselves represent an attractive material for
fabricating glucose biosensors. Hydrogels have a modulus similar to subcutaneous tissue
and absorb water readily allowing easy diffusion of analytes to a sensor.145–146 These
properties alone have been shown to reduce fibrous encapsulation in tissue.15,147–148

Related to glucose sensor performance, Yu et al. studied the benefits of hydrogel sensor
membranes on implantable glucose sensors.147 Hydrogel-coated biosensors were still
functional after 21 days whereas only 13.5% of the controls were still functional.147 Their
longevity was attributed to reduced fibrous encapsulation and immune cells adjacent to the
hydrogel-coated as revealed by histological analysis of the surrounding tissue.147 Even with
these benefits, the accuracy was not examined and it is unclear what impact the hydrogel
coating would provide in this respect. Wang and coworkers fabricated similar hydrogel-
based glucose sensors and evaluated their biocompatibility in rats.15 Control sensor
membranes (epoxy-polyurethane) at 28 days were characterized with a fibrous capsule of
~500 Vm while the capsules around hydrogel-based sensors were roughly 30–60 Vm.15 Ju
and associates investigated the use of a collagen hydrogel-formulation as a glucose sensor
membrane.148–149 These scaffolds were made using a freeze-drying method in which
collagen was dissolved into 3% (v/v) acetic acid, inserted into a polypropylene mold and
subsequently freeze-dried. To reduce collaganse degradation in vivo, the hydrogels were
crosslinked with nordihydroguaiaretic acid (NDGA) or glutaraldehyde (GA).149 Sensors
fabricated with the collagen hydrogels were then implanted into rat tissue for 28 days.148

Histological analysis after the experiment revealed improved biocompatibility of the
NDGA-crosslinked compared to the GA-cross-linked scaffolds as evidenced by less
inflammatory cell localization and infiltration into the porous membranes. Despite the
observed histological benefits, the analytical performance of control sensors (i.e., lacking
collagen) was better than that of the collagen-based sensors.148

These results suggest that chemical modifications may improve tissue biocompatibility, but
ultimately they have not led to major improvements on sensor performance in vivo. As with
previous passivation strategies for blood applications, the body ultimately overwhelms the
interface with protein and cell adsorption, resulting in an equally non-native surface.

5.4. Porosity
While chemical surface modification represents one strategy for curtailing the effects of the
FBR, more recent work has utilized an implant’s architectural and mechanical properties to
control the response.150–151 Although the earliest report of a porous material’s influence on
the FBR dates back to 1973,152 several key papers emerged in the mid-1990’s that studied
this phenomenon more thoroughly.107,153–155 Brauker et al. implanted
polytetrafluoroethylene (PTFE) membranes fabricated with mean pore sizes of either 0.02 or
5.0 μm into the subcutaneous tissue of rats.155 Membranes fabricated with the larger pores
were characterized by 80–100x greater vascularization in the tissue surrounding the implant.
The membranes with the larger pores also showed increased vascularization at the one year
mark. When evaluating other polymeric materials having mean pore sizes from 0.22 to 8.0
μm, the authors observed that this increased vascularization correlated with the ability of
inflammatory cells to infiltrate the porous membrane.

A series of studies by Sharkawy and coworkers expanded on Brauker’s work by examining
the utility of porous materials for glucose sensor applications.107,153–154 Polyvinyl alcohol
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(PVA) sponges with mean pore sizes of 60 and 350 μm were implanted into subcutaneous
tissue in a rat model for 4 weeks. As hypothesized, the tissue around the porous materials
exhibited increased vascularization and decreased collagen capsule thickness.107 To
determine the implications of these findings for subcutaneous glucose biosensors, the
diffusion coefficient of fluorescein through the surrounding explanted tissue was measured
and determined to be approximately two times greater adjacent to porous versus non-porous
PVA. Furthermore, the diffusion coefficient of the probe through tissue surrounding porous
PVA was statistically equivalent to that of native subcutaneous tissue. To determine the
effects of pore sizes on the tissue vasculature adjacent to the implant, PVA sponges with
mean pore sizes of 0, 5, 60, or 700 μm were implanted in a similar manner for 3–4
months.153 The observed vascular density adjacent to the porous PVA samples was
increased relative to controls, with the 60 μm pores exhibiting the greatest vascular density,
again indicating that a pore size on the order of cellular dimensions was optimal for
minimizing the FBR.

While Sharkawy’s work revealed the underlying potential of porous materials for improving
analyte diffusion to the implant, only more recently have several researchers begun to
evaluate the impact of these porous materials on the analytical performance of functional
glucose sensors.108–109,121,156 Koschwanez et al. explored the FBR to porous poly-L-lactic
acid (PLLA) foam coatings when implanted subcutaneously and percutaneously as part of
non-functional and functional glucose biosensors, respectively.121 Amperometric glucose
biosensors were inserted into foam sleeves synthesized via a gas foaming/salt leaching
method with ammonium bicarbonate as the porogen. When coated onto non-functioning
sensors and implanted subcutaneously, the PLLA foams exhibited the expected decrease in
collagen capsule thickness and increased capillary density compared to bare non-functional
sensors. However, coatings on percutaneous sensors did not lead to similar histological or
sensor performance improvements versus control (i.e., bare) sensors. The difference in
performance between the two implant modes was attributed by the authors to micromotion.
These effects overrode the benefits of porosity due to the continual movement of the
percutaneously implanted sensor in the tissue. Thus, incorporating strategies that reduced the
effects of micromotion may be critical to fully realize the potential of porous membranes on
percutaneous sensors.

Fully subcutaneous glucose biosensors have also been coated with porous membranes in
long-term monitoring studies.31,85,156 For example, Updike and coworkers implanted
biosensors with an affixed expanded PTFE (ePTFE) membrane having 1–10 μm pores in
non-diabetic canines and found they were operable for greater than 160 d with a best-case
recalibration interval of 20 d. In contrast, sensors lacking the ePTFE membrane (i.e., having
only an underlying layer of unspecified composition) were functional for approximately 94
d with a best-case recalibration interval of 18 d.156 Following subcutaneous implantation
into humans, one of five biosensors functioned for ~6 months with ≥90% of all measured
glucose concentrations falling within the A and B regions of the resulting Clarke Error Grid
(i.e., clinically accurate and acceptable, respectively). However, four of the five sensors
failed to produce analytically useful data due to either electronic failure or a lack of
integration into the surrounding tissue.85 Further work will need to focus on designing
devices that are more robust.

The porous materials described above (i.e., polymer foams and salt-templated polymers) are
generally characterized as having broad distributions in pore size. As such, details about the
specific pore sizes needed for optimum tissue integration are lacking.. To remedy this,
Ratner and coworkers have fabricated porous materials with high precision both in terms of
size (±5%) and connectivity.157–158 Specifically, monodisperse poly(methyl methacrylate)
(PMMA) beads are used to template materials such as hydrogels (e.g. poly (2-hydroxy)ethyl
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methacrylate), silicone elastomers, and fibrin.159–160 The template framework is constructed
by sieving and shaking the beads, followed by a sintering step that fuses the beads together.
Once the polymer is added and the template is removed, well-defined and interconnected
pores remain in the space once occupied by the beads. When implanted subcutaneously,
materials with 35 μm pores were shown to yield the thinnest and lowest density collagen
capsules with a high degree of capillaries in the tissue. Conversely, tissue surrounding
materials with either larger or smaller pores were avascular with thicker, denser collagen
capsules.157 Based on the results of this study, the pro-angiogenic properties reported
previously with either smaller or larger pore-sized materials might be the consequence of
their polydispersity. Ratner has hypothesized that the 35 Vm pores force macrophages into a
reconstructive phenotype by allowing them to insert into the pores, but not spread or
phagocytose the material.158 Consistent with this hypothesis, poly(2-
hydroxyethylmethacrylate-co-methacrylic acid) implants with 30–40 μm pores were
reported to increase vascularization and reduce capsule thickness when placed into the
myocardium of rats over a 4-week period.160 Moreover, porous materials demonstrated a
statistically significant increase in total macrophage biomarkers, yet a significant reduction
(P < 0.05) in macrophage biomarkers associated with the pro-inflammatory macrophage
phenotype. In contrast, macrophages on non-porous implants were more likely to be in the
inflammatory phenotype. While these materials have been developed for tissue engineering
and drug release applications, future studies should explore the role of specific, well-defined
pore size on the performance of both percutaneous and subcutaneous glucose biosensors.

Porous materials have also been prepared via electrospinning.161–162 Formed by elongation
and stretching of a polymer-containing liquid droplet under high electrostatic potentials
(typically between a high voltage needle and a grounded collector), electrospun fibers have
controllable, monodisperse diameters. The resulting fiber mats are porous with high surface
areas, thus enabling infiltration of cells.163 The fiber diameter also influences the host
response; small fibers (<6 μm in diameter)151,163 reduce the FBR (i.e., capsule formation)
more effectively than larger (>6 μm) fibers. The alignment and orientation of the
electrospun fibers also modulate the FBR. Cao et al. reported a decrease in collagen capsule
thickness for polycaprolactone fibers when their orientation was either aligned (~5 fold
reduction) or random (~9 fold reduction) compared to solid films made from the same
polymer. Furthermore, the aligned fibers demonstrated clear cellular infiltration both in vivo
and in vitro, while randomly-oriented fibers exhibited distinct surface boundaries between
the material and the fibrous capsule. The modulus of the fiber material also proved critical,
with lower modulus fibers (e.g., polyurethane) showing reduced capsule formation (i.e.,
size) compared to higher modulus materials (e.g., polyethylene, polyester and poly(L-lactic
acid)).151 As described below, a materials’ modulus is an important factor for modulating
the FBR to percutaneous biosensors on non-porous materials as well.

5.5. Material modulus
The mechanical properties of a material impact the resulting host response when implanted.
External forces exerted on an implanted device can elicit an additional inflammatory
response in the surrounding tissue. For percutaneous implants especially, the modulus at the
skin-device interface must be considered as mismatches in the elastic modulus between an
implant and the skin that surrounds it will result in sheer forces that induce a more severe
FBR.164 However, the modulii of the dermis and subcutaneous tissue range from 56–260
kPa and 0.12–23 kPa, respectively,165–168 complicating the design of CGM devices when
attempting to match these tissue attributes.32 To investigate how a material’s mechanical
properties alter these forces, Subbaroyan and coworkers modeled probes with different
elastic modulii (E) implanted into the cerebral cortexes of rats.169 The implanted materials
included silicon rubber (E = 200 GPa), polyimide (E = 3 GPa), and a hypothetical material
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with a modulus of 6 MPa. Through computational modeling studies, the polyimide material
demonstrated a 94% reduction in applied strain to the surrounding tissue, while strain with
the theoretical 6 MPa material was reduced by two orders of magnitude. Although more
empirical evidence is needed, this strategy may prove helpful in reducing chronic
inflammation from motion-damaged tissue. In recent work, Irwin and coworkers observed a
reduction in macrophage adhesion as the modulus of an interpenetrating polymer network
was decreased from 348 to 1.4 kPa.170 While the mechanisms are unclear, biphasic
decreases in IL-6 expression (i.e., a pro-inflammatory cytokine) were observed at the lowest
and highest modulii. While the modulus associated with these brush-type materials is lower
than that of typical bulk polymers, the importance of considering its effect on cellular
adhesion is nonetheless important. Alternatively, modifying high-modulus polymers with
thin coatings of interpenetrating polymers may alter the modulus that nearby cells
experience, thus changing the extent to which they adhere and perhaps the ensuing cytokine
expression.171

5.6. Active release materials
While the goal of the prior described studies was primarily to create an inert interface with
respect to the host response, physical and chemical alterations to CGM devices at the sensor-
tissue interface have not resulted in drastically improved glucose sensor function to date.
Taking cues from controlled drug release, researchers have moved to develop active release
biomaterials to influence tissue integration.172 Often the drug or small molecules for release
is anti-inflammatory and/or angiogenic to address the major hurdles related to the FBR.

5.6.1. Dexamethasone—Dexamethasone (DX) is a glucocorticoid that reduces
inflammation. Pharmacologically, glucocorticoids decrease vascular permeability and
reduce leukocyte adhesion, recruitment and localization.173 Furthermore, glucocorticoids
alter inflammatory cell trafficking, death, and cellular responses, possibly indicating a
phenotypic change in the cells.174 The exact mechanism of glucocorticoid action is not
completely understood, but 0is believed to involve the inhibition of nuclear factor (NF) κB
and activating protein (AP)-1, among other proteins.175–177 Unfortunately, systemic use of
DX can cause serious side-effects by depressing the innate immune response, thus
increasing the likelihood of infection.178–179

Despite undesirable systemic effects, depression of the immune system may lead to sensor-
localized benefits with respect to FBR. Reducing inflammatory cell concentrations at the
device could inhibit the associated negative tissue reactions and even induce a more
favorable cell phenotype. Local delivery of DX from glucose biosensors was hypothesized
to circumvent undesirable systemic side effects of DX. Moussy et al. reported that [3H]DX
travelled only an average of 2.70 mm from the point of delivery after 24 h when
administered locally.180 Similarly, Ward and coworkers investigated the spatial effects of
slow DX delivery in a porcine model using implanted osmotic pumps.181 Histological
analysis revealed decreases in macrophage concentrations adjacent to implants 2 mm from
the osmotic pump at 4 weeks, while tissue samples ≥17 mm away were not significantly
different.181 While macrophage numbers were unaffected far from the pump site,
granulocytes were significantly lowered in the tissue 17 mm away from a DX-pump relative
to distant tissue (i.e., 3 to 4 cm).181 While these effects are promising, the release rates and
amounts of DX must be carefully considered from a safety standpoint. For example, high
concentrations of DX over 28 d (i.e., 0.17 mg/kg) led to a systemic reduction in cortisol
levels while low concentrations (i.e., <0.10 mg/kg) did not cause such effects.181 In
agreement with these results, Dang et al. found that the release of high concentrations of DX
could cause systemic immunosuppression.182
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The localized effect of low DX concentrations and its potent immunosuppression effects
have prompted the development of DX-containing poly(lactic-co-glycolic acid) (PLGA)
particles to facilitate controlled DX release from potential biomaterials. These particles are
simple to synthesize, enable slow DX release, and biodegrade over 2–3 months.183 Hickey
and coworkers described the synthesis of PLGA particles capable of loading and
subsequently releasing the glucocorticoid.184 While an initial burst release of ~15% of total
DX was observed, the PLGA particles provided approximate zero-order kinetic release of
DX over one month, indicating potential for long-term delivery. PLGA particles were also
synthesized with 10% (w/w) PEG, resulting in a greater initial release burst (~50%), but
then slower DX release until after 4 weeks due to delayed degradation.184 The combination
of these two PLGA systems could provide constant DX delivery for more than one month.

The loading of PLGA particles with DX is most commonly accomplished through an oil-in-
water emulsion/solvent evaporation technique by combining DX and PLGA in an organic
solvent, and mixing in water.184–187 The DX loading efficiency into the PLGA particles can
be improved through careful solvent selection. For example, Ju et al. compared the
encapsulation efficiency of DX in PLGA particles in oil phases of either 5:1 methylene
chloride to methanol or 5:1 methylene chloride to acetone.187 Encapsulation efficiency by
the PLGA particles increased from ~8 to ~40% when acetone was used instead of methanol.

The influence of DX release duration on FBR was studied by Bharwaj et al. in a rat
model.186 Histological evaluation for short DX delivery (1 week) was accomplished by
doping DX-modified PLGA microspheres into PVA hydrogels. The acute inflammatory
response was diminished at 3 and 8 d, but inflammation was significantly increased at 30 d
compared to the shorter time points (i.e., 3 and 8 d), indicating that DX release simply
delayed the immune response.186 This study clearly indicated that DX must be delivered
continuously (i.e., for the duration of an implant) in order to manifest the anti-inflammatory
benefits.

Implementing the PLGA microsphere substrates, the utility of DX delivery from
subcutaneous implants was investigated by Patil and coworkers.188 Dexamethasone-
releasing PLGA/PVA hydrogel composites were implanted into the dorsal subcutaneous
tissue of a rat with subsequent study of in vivo release kinetics and inflammatory
response.188 While the in vivo DX release kinetics were accelerated relative to the release
observed in phosphate buffered saline, DX delivery still followed zero-order kinetics. The
release of DX reduced the inflammatory response by ~50% at 3 and 7 d compared to control
PLGA/PVA hydrogel composites.188 As chronic inflammation set in at ~3 weeks, the DX-
releasing composites still exhibited reduced inflammation and fibrosis compared to control
hydrogels, demonstrating the ability of local DX release to arrest fibrous encapsulation.188

Later studies by Patil et al. further confirmed reduced fibrotic encapsulation over 4 weeks as
a result of DX release from an implanted biomaterial in a rat model.189 Similarly, Sung and
coworkers found that local DX release reduced inflammatory cell density adjacent to the
hydrogel by ~50% after 8 d in an avian chorioallantoic membrane model.190 Despite the
studies that reported favorable (i.e., reduced) FBR for DX-releasing materials, Norton et al.
observed no real benefit in reducing the inflammatory response using DX-releasing PLGA
microspheres after 2 or 6 weeks in rat subcutaneous tissue.191 The difference in the outcome
of these studies may be the result of differences in polymer composition, DX release
kinetics, and or total DX payload, clearly indicating the importance of many biomaterial
parameters on tissue biocompatibility.

With knowledge that DX release reduces inflammation, Klueh and coworkers examined the
influence of locally administered DX on glucose biosensor performance by daily
intraperitoneal injections into a mouse model.192 Within 24 h biosensors in control mice
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suffered large reductions in sensitivity while mice receiving the daily DX injection at the
sensor site experienced sustained sensitivity and functionality through 2 weeks, regardless of
DX concentration.192 These results highlight the role of DX in improving sensor
performance. Unfortunately, systemic administration of DX is not considered a viable
approach for treatment. Studying the local DX release from subcutaneous glucose
biosensors on sensor performance in canines, Ward and Troupe reported that sensor
longevity was enhanced to ~26 d, albeit this result was not statistically significant.193

Furthermore, they did not report on the DX release amounts or kinetics.193 Ju et al. also
reported on glucose sensor performance as a function of DX release from collagen
scaffolds.187 DX-releasing PLGA particles were embedded into a collagen scaffold and then
implanted subcutaneously. Subsequent histology of the surrounding tissue indicated a
reduction in inflammatory cell infiltration into the porous scaffolds.187 At 2 weeks, the
depth of the dense inflammatory cell band at DX-releasing and control porous scaffolds was
20–100 Vm and 100–150 Vm, respectively.187 At 4 weeks following insertion, DX-
releasing substrates had almost no cellular infiltration while control substrates exhibited a
cell infiltration depth of 100–150 Vm.187 DX-releasing glucose biosensors retained >50% of
their original sensitivity 2 weeks after implantation, the sensitivity of control membranes
dropped to 15–42% of their original levels.187 Mou et al. examined the effect of DX
delivery (while sampling interstitial fluid) on glucose recovery in a rat microdialysis
model.194 Microdialysis probes were perfused for 3 h every other day, which represented the
only time in which DX was delivered to tissue. Over a 10-d period, no significant
differences were reported in the dialysate glucose concentrations between control and DX-
perfused probes, even though a more fragile capsule was observed at DX-perfused probes,
preventing histological analysis. The lack of DX activity may have resulted from the
minimal and intermittent nature of DX delivery from the probes, further supporting the need
to constantly release this anti-inflammatory drug. Overall, these studies suggest that
decreased inflammation likely enhances long-term glucose biosensor functionality, though
the challenges of achieving long-term DX release while avoiding systemic effects remains.

5.6.2. Vascular endothelial growth factor—Vascular endothelial growth factor, or
VEGF, is a cytokine released by macrophages and keratinocytes during wound
reconstruction to promote angiogenesis.195–197 The expression of VEGF is induced in
response to other growth factors and/or tissue hypoxia, with VEGF ultimately binding to
tyrosine kinase receptors to stimulate angiogenesis.195,198 VEGF has also been referred to as
vascular permeability factor due to its ability to induce vascular leakage.199 A concern
regarding VEGF use is increased local inflammation because cell migration and
proliferation also correlate with angiogenesis.200–201 Nevertheless, the potential for greater
capillary densities via VEGF release have led researchers to evaluate the utility of this
strategy for improving in vivo glucose sensor performance.

Due to a relatively small sphere of influence in subcutaneous tissue, Ward et al. reported that
direct delivery of the cytokine to the damaged tissue (via sensor implantation) was necessary
to promote improved wound healing.202 An osmotic pump was implanted into rat
subcutaneous tissue to enable VEGF delivery at 0.45 Vg/day.202 While tissue 1 and 13 mm
from the perfusion site were shown to have enhanced vascularization, no statistical
difference between saline and VEGF-osmotic pumps 25 mm away was noted, indicating a
highly localized tissue response.202 A follow-up study evaluated the distance-dependence of
VEGF-osmotic pumps on implantable glucose sensor performance.203 Biosensors were
inserted 1, 13 and 25 mm from the same osmotic pumps in rat subcutaneous tissue.203 The
functional lifetime of the sensors near the pump was 63 days whereas control (saline)
sensors stopped working accurately at 34 days.203 Both the sensor lag time and the mean
absolute relative difference (MARD) for glucose analysis increased with distance away from
the VEGF-releasing pumps. However, control (saline) pumps resulted in similar
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performance.203 Clarke Error Grid Analysis indicated that only sensors 1 mm from the
VEGF-eluting pumps showed accuracy improvements versus controls. These results are
surprising since the histological analysis revealed increased vascularization in tissue up to
13 mm away from the pumps.202–203 The authors attributed the lack of significant glucose
sensor performance improvements to VEGF-induced pro-inflammatory effects.203

Klueh and coworkers also examined the effect of VEGF-induced vascularization on glucose
sensor performance in a chick chorioallantoic membrane model.204 To achieve enhanced
vascularization, sensors were coated with VEGF-transfected cells prior to implantation.
Enhanced vascularization and sensor sensitivity were observed in the tissue adjacent to
sensors with the VEGF-transfected cells, although the amount of VEGF release was not
confirmed. Furthermore, significant inflammation and the development of FBGCs were
reported for VEGF-“producing” biosensors.204 Such inflammatory response would certainly
lead to sensor performance issues over time.

While the previous studies indicate possible improvements in glucose sensor performance,
implementation of VEGF release is not readily accomplished using osmotic pumps or
transfected cells. VEGF storage on appropriate materials has thus been pursued to facilitate
simpler release mechanisms. For example, PLGA microspheres were loaded with VEGF
using an oil-in-water emulsion/solvent evaporation technique,189,205 similar to the DX work
described above. These particles are then easily doped into sensor membranes. In this
manner, Norton and associates examined the release of VEGF from a hydrogel copolymer of
2-hydroxyethyl methacrylate (HEMA), 1-vinyl-2-pyrrolidinone (VP), and polyethylene
glycol acrylate (PEG).206 VEGF release directly from hydrogels loaded with just VEGF was
rapid, with almost all release occurring within 1 day.206 The use of PLGA microspheres
containing VEGF allowed for much longer release up to ~28 d, demonstrating the ability to
extend VEGF release from a sensor surface. Of note, the authors did not attempt to tune the
VEGF release (e.g., >1 day or <28 days), suggesting the delivery is less than controllable.206

Others have also reported the benefit of using VEGF-releasing PLGA microspheres to
improve vascularization in subcutaneous tissue. Patil et al. implanted VEGF-releasing
PLGA/PVA hydrogel composites into rat subcutaneous tissue and noted through histology
that capillary density was significantly increased at 3 and 4 weeks after implantation versus
controls (PVA hydrogels).189 Ultimately, local inflammation was 2–4 fold greater near the
VEGF-releasing materials relative to control substrates over the entire four-week study.189

Similarly, Norton et al. fabricated VEGF-containing PLGA microspheres-doped hydrogels
coated onto microdialysis probes, examining tissue histology at 2 and 6 weeks after
implanting the probes into rat subcutaneous tissue.191 Vascularity at 2 weeks was reported to
be ~300% higher than hydrogel control coatings, though no differences were observed at 6
weeks. Similar to the study by Patil et al.,189 a significant increase in inflammation was
observed at 2 weeks relative to controls.191 Sung et al. later characterized the tissue response
to VEGF-releasing materials in an avian chorioallantoic membrane model to fully
understand neovascularization and inflammation.190 After 8 days of implantation,
vascularization was increased by four-fold while inflammation was 50% greater relative to
controls. While these studies indicate the potential of VEGF to strongly influence the
vasculature adjacent to implanted materials, the corresponding increase in inflammation is
particularly troublesome and would likely diminish glucose sensor performance.

5.6.3. Dual DX/VEGF delivery—A dual DX/VEGF release strategy was pursued to limit
inflammation and take advantage of the wound healing properties of each. To date, DX has
been associated with poor revascularization when applied to wounds. Conversely, VEGF
acts to increase local capillary density. The combined use of these factors was thus
hypothesized to decrease inflammation and enhance vascularization. Indeed, initial
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experiments examining the simultaneous delivery of VEGF and DX from PLGA particles
showed enhanced tissue integration, decreased inflammation, and increased vascularization
in a rat model.189 Following an initial burst of ~20% of the total DX/VEGF storage
capacity, the remaining DX and VEGF was released following roughly zero-order kinetics
over 4 weeks at rates of 123 ng/day and 21 pg/day, respectively.189 When released
separately in vivo over an identical period, the DX reduced the inflammatory response (i.e.,
cell density) while VEGF enhanced vascularity of the surrounding tissue as expected.189

Histology surrounding PLGA particle-containing hydrogels with combined DX and VEGF
release revealed a 50% reduction in inflammation after the first week, similar to that of DX
release alone, though inflammation at weeks 2–4 was still greater than DX alone.189

Combined DX and VEGF release also resulted in an enhancement in tissue revascularization
compared to DX-releasing and control surfaces, equivalent to the tissue response observed
by VEGF release alone.189

While the study by Patil et al. suggests that the improved response/integration may improve
in vivo glucose sensor performance, these drugs may still act in an antagonistic manner in
vivo. Indeed, glucocorticoids including DX have been shown to decrease the in vivo activity
of VEGF.207–209 Norton et al. carefully examined the tissue response to VEGF-, DX-, and
VEGF/DX-releasing hydrogels in a rat subcutaneous model,191 observing the expected
increase in vascularization due to VEGF but no decrease in local inflammation from DX
release. More troubling with respect to the validity of earlier studies, the release of DX and
VEGF resulted in no benefit in vascularization or inflammation in the surrounding tissue. In
contrast, Sung et al. reported that simultaneous VEGF/DX delivery did not decrease
inflammation in an avian chorioallantoic model, but the tissue adjacent to the implant had
greater capillary density relative to controls.190 To avoid possible antagonistic behavior
between the drugs, DX (1 Vg in 500 VL) was injected prior to implanting the VEGF-
releasing substrates. The initial DX treatment and subsequent VEGF release was reported to
enhance vascularization and inhibit inflammation.190 The level of decreased inflammation
was similar to that achieved by DX injection alone, but the vascularization was lower than
VEGF only controls.190 Unfortunately, the above studies contrast significantly with respect
to the delivery methods, materials, and animal models, and thus the significance of VEGF/
DX dual delivery for tissue reconstruction remains questionable. Furthermore, studies
evaluating the benefits of VEGF-, DX-, or VEGF/DX-release on the analytical performance
of glucose biosensors have not been evaluated.

5.6.4. Nitric oxide—Since nitric oxide (NO) was identified as the endothelial-derived
relaxation factor (EDRF) in 1986, much research has unraveled other key functions of NO in
the body.210 Nitric oxide is an endogenously produced free radical synthesized from L-
arginine by one of three isoforms of nitric oxide synthase (NOS): neuronal NOS (nNOS),
endothelial NOS (eNOS), and inducible NOS (iNOS).211 The nNOS isoform is present in
many tissues outside the brain including skeletal muscle and islet cells while eNOS is
present almost exclusively in the endothelium.212 These two isoforms create low
concentrations (i.e., nM) of NO. Inducible NOS is expressed in multiple cells upon exposure
to certain cytokines or lipopolysaccharide (LPS). Macrophages in particular respond to
pathogens and foreign objects by synthesizing VM concentrations of NO.212

While the mechanisms have not been completely elucidated, NO influences the FBR in
ways that may affect in vivo glucose sensor performance. Multiple reports indicate that NO
serves as an angiogenic signaling model, up-regulating VEGF production and increasing
blood vessel growth.213–214 VEGF also acts to up-regulate eNOS expression thus inducing
vasodilation. The angiogenic behavior exhibited by NO may thus prove helpful for avoiding
the avascular encapsulation that plagues glucose sensor performance. Furthermore, NO is
also believed to control inflammatory cell recruitment in the early stages of the FBR.215
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Localized NO may down-regulate pro-inflammatory cytokine expression (e.g., macrophage
chemoattractant protein-1), by nitrosating certain proteins. Carreau et al. reported reduced
leukocyte adhesion at elevated NO concentrations, suggesting NO could reduce localization
of inflammatory cells at the device-tissue interface.216 Fewer leukocytes may result in
reduced inflammation and subsequent FBR. Nitric oxide may therefore be able to
accomplish the hypothesized actions of dual DX/VEGF while avoiding the antagonistic
behavior between the drugs.

Given NO’s roles in the immune response, favorable tissue reactions to NO-releasing
substrates would be expected in vivo.217 However, direct delivery of NO is not
straightforward due to NO’s reactivity and gaseous nature. To achieve in vivo release, NO
donors have been synthesized as a method to store NO until breakdown of the donor upon
some trigger.218–219 The most common NO donors to date include N-diazeniumdiolates and
S-nitrosothiols (Figure 3). N-diazeniumdiolates are formed on secondary amines upon
exposure to NO gas in basic solution.220 In the presence of a proton source (e.g., water), the
N-diazeniumdiolate breaks down to release two molecules of NO and the amine
precursor.220 The rate of NO release from this class of donor is highly dependent on the pH,
ionic strength, and surrounding chemical environment.220–221 S-nitrosothiols are formed on
thiols upon reaction with nitrosating agents (e.g., acidified nitrite), and degrade when
exposed to light, copper (I), or heat, releasing one NO molecule per thiol.222 Similar to N-
diazeniumdiolates, the NO-release kinetics from S-nitrosothiols are dependent on the
structure of the NO donor. The concept of NO release materials for improving the
biocompatibility of a material was initially investigated by incorporating low molecular
weight (LMW) NO donors into polymer membranes to enable controlled release.223–225 In
addition to limited NO release durations and payloads, the LMW NO donors were shown to
leach from such coatings with potential cytotoxic effects. Significant effort has focused on
the synthesis of specialized macromolecular NO donors to improve NO payloads, durations,
and safety.226–237

Silica-based xerogels and particles have been implemented to investigate the influence of
polymeric NO release on tissue biocompatibility. In a seminal study, Hetrick et al. coated
40% (v/v) N-(6-aminohexyl)aminopropyltrimethoxysilane (AHAP3) balance
isobutyltrimethoxysilane (BTMOS) xerogels onto medical grade silicone rubber squares and
chemically modified them to store NO (via N-diazeniumdiolates).238 The NO payload of
these substrates was 1.3 Vmol cm−2 over 3 d. A rat subcutaneous tissue model was used to
evaluate the effects of the NO on tissue surrounding the implant after 1, 3, or 6 weeks. In
addition to reduced collagen encapsulation (~20–25% vs. controls) observed at 3 and 6
weeks, the NO mitigated inflammation (determined by reduced inflammatory cells near the
implant) and appeared to enhance vascular density at 1 and 3 weeks.238 Overall, the results
indicated a possible benefit for long-term glucose sensor performance.

Subsequent microdialysis studies were employed in the subcutaneous space of rats to
investigate the effects of NO on glucose recovery (i.e., resistance to mass transfer).239

Polyarylethersulfone (PAES) microdialysis probes were perfused with saturated NO
solutions for 8 h per day over 14 d to enable consistently high, though intermittent, NO
release.239 Using this methodology, zero-order kinetics were achieved during the 8 h
perfusion period with a daily NO payload of 4.6 Vmol cm−2. The NO-releasing probes after
7 d were reported to recover larger glucose concentrations compared to controls (Figure 4),
indicating lower resistance to mass transfer in the surrounding tissue. Histological analysis
of the tissue surrounding the implant after 14 d revealed reduced capsule thickness and
inflammatory cell density. The authors concluded that the mitigated FBR by NO release was
thus at least partially responsible for the superior glucose recovery.
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Only one report to date has appeared evaluating the effect of NO release on in vivo glucose
sensor performance. Gifford et al. doped (Z)-1-[N-methyl-N-[6-
(Nbutylammoniohexyl)amino]]-diazen-1-ium-1,2-diolate (DBHD/NO) into a polyurethane/
polydimethylsiloxane glucose sensor membrane.103 The NO release was fully expired after
only 18 h. Nevertheless, the analytical performance of percutaneous NO-releasing sensors in
rats was improved by 2.4 and 2.1% (Clarke Error Grid Analysis) for the NO-releasing
sensors relative to controls on days 1 and 3, respectively. Histological analysis of the tissue
adjacent to the sensors revealed decreased inflammation at 24 but not 48 h.103 The anti-
inflammation correlated with the NO-release duration indicating that the observed benefits
may only persist as long as the interface is releasing NO, in contrast to observations by
Hetrick et al. where long-term reduction in inflammation were observed after cessation of
NO release.103,238 This work suggests that NO release may represent an important strategy
for improving in vivo glucose sensor performance.

While these studies highlight the effect of NO release on the FBR and its potential to
improve glucose sensor performance, research to date is still in early stages with respect to
NO storage and release, and combining the chemistry of NO release with enzymatic glucose
sensing. Work by Nichols et al. examined the influence of NO-release duration and payload
ranging from 6 h to 14 d and 2.7 to 9.3 Vmol cm−2, respectively, on the FBR using 316L
stainless steel wires as model sensors (with respect to size) coated with different NO release
formulations.240 Collagen encapsulation was reduced at 3 and 6 weeks, and the greatest
effect was observed for the largest payloads and longest release. In contrast to the capsule
thickness, inflammation was only affected by substrates still actively releasing NO at time of
explants. These results indicate that the short-term benefits reported by Gifford et al. may be
further enhanced with a greater and more sustained NO release profile.103,240 Based on
studies to date, the anti-inflammatory influence by localized (i.e., surface) NO release persist
only during the release event. Although further study is required, such results stress the need
to develop long-term NO-releasing materials.

6. Conclusions
Continuous glucose monitoring devices would dramatically alter the treatment of diabetes
and the quality of life of those afflicted by this disease. Unfortunately, the development of
analytically accurate in vivo sensors that function for extended (i.e., at least weeks) periods
remains a shortcoming and insurmountable challenge due to the FBR. Recent insights
regarding specific in vivo impediments to sensor function have helped form strategies to
reduce inflammation and improve tissue integration of sensor materials, particularly the
outer sensor membrane that serves to protect the enzyme, tune response, and ultimately is
responsible for the magnitude of the FBR. New strategies for directing rather than avoiding
the FBR by the active release of drugs and/or the body’s own signaling mediators of wound
healing have created a unique path to alter the natural host response. Eventually such
research should result in improved in vivo sensor performance. Old and new researchers in
this area must first appreciate traditional biosensor designs, the inherent and often complex
FBR concomitant with sensor insertion into native tissue, and the requirement that any
alterations to the outer sensor membrane must be carried out with special attention to sensor
design requirements with respect to both analytical merits and in vivo performance/utility.
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Figure 1.
Sensor design of percutaneous (left) and fully implantable subcutaneous (right)
electrochemical glucose biosensors.
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Figure 2.
The foreign body response to a percutaneous glucose sensor upon tissue implantation.
Arrows in the magnified area show diffusion of glucose from blood vessels towards the
sensor through native tissue (e.g., adipocytes), the collagen capsule, localized inflammatory
cells, and biofouling layer near the sensor surface. As illustrated, glucose may be consumed
by native tissue or inflammatory cells prior to reaching the sensor.
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Figure 3.
N-diazeniumdiolate and S-nitrosothiol nitric oxide (NO) donors with decomposition
pathways. Decomposition kinetics are dependent on the chemical structure of the NO donor,
pH, temperature, and/or presence of other biological milieu.
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Figure 4.
Glucose recovery at nitric oxide (NO)-releasing and control polyarylethersulfone (PAES)
microdialysis probes implanted into rat subcutaneous tissue for up to 14 d. Nitric oxide
release was accomplished daily by perfusing saturated NO solutions for 8 h at a flow rate of
2 VL/min resulting in 4.6 Vmol of NO release daily. Significant differences (*) in glucose
recovery were observed after 7 d. Reprinted with permission from ref 229. Copyright 2011
by American Chemical Society.

Nichols et al. Page 38

Chem Rev. Author manuscript; available in PMC 2014 April 10.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Scheme 1.
The enzymatic oxidation of glucose to gluconolactone by glucose oxidase (GOx) with
subsequent electrochemical detection of oxygen depletion and/or hydrogen peroxide
formation.
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Table 3

List of potential electrochemical interfering species problematic to amperometric enzyme-based glucose
biosensors.a

interfering species test concentration recommended
(μmol/L)

therapeutic (or biological)
concentration (μmol/L)b

exogenous drugs or drug metabolites acetaminophen 1324 66 – 200

dopamine 5.87 1.96

ibuprofen 2425 48.5 – 340

methyldopa 71 4.73 – 35.5

salicylic acid 4340 720 – 2170

tetracycline 34 4.5 – 11.3

tolbutamide 2370 200 – 400

endogenous species L-ascorbic acid 170 23 – 85

bilirubin (unconjugated) 342 5 – 21

cholesterol 13000 2950 – 5200

creatinine 442 53 – 115

galactose <280 840

triglycerides 37000 340 – 3700

urea 42900 1100 – 14300

uric acid 1400 150 – 476

a
From CLSI Document EP7-A2.55

b
Recommended by CLSI.54
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