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SUMMARY

The outcome-dependent sampling (ODS) design, which allows observation of exposure variable to depend
on the outcome, has been shown to be cost efficient. In this article, we propose a new statistical inference
method, an estimated penalized likelihood method, for a partial linear model in the setting of a 2-stage
ODS with a continuous outcome. We develop the asymptotic properties and conduct simulation studies
to demonstrate the performance of the proposed estimator. A real environmental study data set is used to
illustrate the proposed method.
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1. INTRODUCTION

Two-stage design has been widely recognized as an efficient study design for epidemiological studies.
For the discrete outcome,White (1982) proposed a 2-stage case–control design for a rare disease and
exposure scenario, where a large simple random sample (SRS) sample is drawn in the first stage, and
further subsamples with additional potential confounding variables are drawn in the second stage from
the strata identified based on the disease status and the exposure from the first-stage sample. Greater
efficiency can be obtained through the 2-stage sampling design (e.g.,Breslow and Cain, 1988; Zhao and
Lipsitz, 1992; Langholz and Borgan, 1995; Breslowand others, 2003).

For the continuous case,Weaver and Zhou(2005) considered a 2-stage outcome-dependent sampling
(ODS) design, where in the second stage, in addition to an SRS sample, some supplemental samples
were collected in the second stage via an ODS way, that is, the subsamples were drawn from the strata
identified by the outcome from the first stage. The ODS design has attracted much attention in the last
several decades since it is a cost-effective way to improve study efficiency. For example, the case–control

∗To whom correspondence should be addressed.

c© The Author 2010. Published by Oxford University Press. All rights reserved. For permissions, please e-mail: journals.permissions@oup.com.

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Carolina Digital Repository

https://core.ac.uk/display/345203599?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


Partial linear inference for a 2-stage ODS design 507

study is a well-known ODS design with a binary outcome variable. One can ignore the sampling scheme
when the underlying model is logistic. However, this is not true for other link function or the nonbinary
outcomes. For inference of the data from ODS design with a continuous response, the usual methods
will be not appropriate since the ODS is a biased sampling scheme. There are several methods that are
developed to inference the data from ODS design, for example, the weighted estimating equation methods
by Horvitz and Thompson(1952), the semiparametric empirical likelihood method proposed byZhouand
others(2002), the pseudoscore estimation methods byChatterjeeand others(2003), and the estimated
likelihood method proposed byWeaver and Zhou(2005).

A recent epidemiological study (Grayand others, 2005) employed the 2-stage ODS design of Weaver
and Zhou. In this study, the investigators were interested in how the children’s intelligence quotient (IQ)
at 7 years of age is related to an environmental pollutant, polychlorinated biphenyls (PCBs). The study
subjects are children who were born into the Collaborative Perinatal Project (CPP) which is a prospective
cohort designed to provide precise data for studies of a wide variety of neuropsychological outcomes and
birth defects (Niswander and Gordon, 1972). Since it is expensive to obtain the PCB measurement for
all the first-stage sample, the investigators decided to obtain the PCB measurement for a sample that was
sampled in an ODS way from the first-stage sample based on the observed IQ scores (Grayand others,
2005). Then the ODS sample with measured PCBs consists of the second-stage sample. The literature
on the ODS (Zhou and others, 2002; Weaver and Zhou, 2005) generally assumes that the effect on the
outcome of the exposure is linear, which is chosen mainly for its mathematically convenience. However,
in practice, the true relation between them is usually unknown. For this CPP data, significant relation
between the children’s IQ and PCB was not found in the framework of linear model although the efficient
ODS design was adopted (e.g.,Zhouand others, 2002; Weaver, 2001).

The partial linear model (PLM) for continuous outcomes (Zeger and Diggle, 1994; He and others,
2002), where the outcome is assumed to depend on some covariateW nonparametrically and some other
covariatesZ parametrically, is an important inference tool and has been widely applied in many fields. It
would be a particular advantage in the study ofGray and others(2005) to have a more flexible PLM
approach to investigate the relation of low-level PCB exposure and childrens cognitive development.
Motivated by the CPP study, in this article, we studied the inference of a PLM in a 2-stage ODS de-
sign with a continuous outcome, where the first-stage data are an SRS, but the second-stage data are
collected via an ODS design. The softwares to fit the generalized additive model (GAM) (Ruppertand
others, 2003) were generally developed based on methods that assume SRS design, and consequently the
likelihood composition would not handle the complex data structures of ODS design. Hence, they cannot
be directly applied to the proposed 2-stage ODS design nor a minor modification to softwares for GAM
can accomplished the task.

In our simulation study, we compared the proposed estimator, denoted by the P estimator, with 3
competing methods: the semiparametric empirical likelihood estimator incorporating the P-spline method
based on the second-stage sample denoted by the SEPLE-ODS estimator, which is an extension ofZhou
and others(2002), the penalized inverse-probability weighted estimator denoted by the IPW estimator,
which is the extension ofHorvitz and Thompson(1952) and defined as the maximizer of the following
penalized weighted likelihood function:

K∑

k=1

pk

∑

i ∈Vk

f (Yi |Xi ; θ)−
1

2
NλθT9θ, (1.1)

wherepk = 1
n0/N+nk/Nk

and the penalized maximum likelihood method based on the SRS sample with
the sample size equal to the second-stage sample, denoted by the PMLE-SRS estimator. Compared with
the SEPLE-ODS method, the proposed method incorporates the outcome information of the first-stage
sample. Compared with the PMLE-SRS method, a more efficient ODS design, than the SRS design, is
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used to sample second-stage data. Further more outcome information of the first-stage sample are also
used for inference. The proposed method is preferred to the IPW method because we utilize the actual
observation of the outcome variable, while the IPW method only uses the strata proportion.

The rest of this article is organized as follows. In Section2, we describe the 2-stage ODS design and
the PLM. The penalized likelihood is proposed. The inference method and main asymptotic results of the
proposed estimator will be given in Section3. In Section4, we present simulation studies to investigate the
performance of the proposed method. In Section5, we illustrate our proposed method with the analysis of
the CPP data set. We conclude with a brief discussion in Section6.

2. DATA STRUCTURE, MODEL, AND THE PENALIZED LOG-LIKELIHOOD

2.1 Two-stage ODS design, data structure, and model

Let Y denote a continuous outcome variable. Assume that the domain ofY is a union ofK mutually
exclusive intervals:Ck = (ck−1, ck], k = 1, . . . , K , with ck being some known constants such that
−∞ = c0 < c1 < c2 < ∙ ∙ ∙ < ck = ∞. Thus, the collection of intervals{Ck, k = 1, . . . , K } partition the
study population intoK strata. We consider a 2-stage ODS design as follows. In the first stage, an SRS
sample is drawn from the underlying population of interests with sample sizeN. It is assumed that the
outcome variable for theN individuals is observed. In the second stage, an ODS sample is drawn from
the N individuals, which consists of an overall SRS of sizen0 and stratified random samples from these
K strata (Supplemental samples) with sizenk for the supplemental sample from thekth stratum. Both the
outcome and the covariates will be observed for the individuals who are selected in the second stage, that
is, the ODS sample, whereas the covariates will not be observed for those not selected in the second stage.

To fix notations, letnV =
∑K

k=0 nk be the total size of the second-stage sample for which we observe
both the outcome and covariates, and letnV̄ = N − nV be the number of individuals in the population
for whom only the outcome variable is observed but the covariates are not observed. We refer to the
nV complete observations as the second-stage sample and thenV̄ incomplete observations as the incom-
plete first-stage sample. LetV denote the index set of all observations in the second-stage sample andV̄
denote the index set of all observations in the incomplete first-stage sample. Furthermore, let theVk and
V̄k denote the index sets for the observations in the second-stage sample and incomplete first-stage sample
from thekth stratum.

We denoteX as the covariates, then the data structure can be summarized as
Stage 1:{Yi }, for i = 1, . . . , N;
Stage 2: SRS sample:{Yi , Xi }, for i = 1, . . . , n0;

Supplemental sample:{Yi , Xi |Yi ∈ Ck, k = 1, . . . , K }, for i = n0 + 1, . . . , nV .
We assume that the conditional mean of the outcome is related to covariatesX = (WT , ZT )T as

E(Y|W, Z) = g(W)+ ZTγ, (2.1)

where g(∙) is an unknown nonparametric function of the exposure variableW and γ is a vector of
p-dimensional regression coefficients. Our goal in this article is to inferenceg(∙) andγ in model (2.1).

To further introduce additional notations: letFX denote the distribution function ofX, f (Y|X; θ) and
fY(Y|θ) denote the conditional and marginal density functions ofY.

2.2 Penalized log-likelihood function

Several nonparametric smoothing methods can be adopted to estimate the nonparametric functiong(∙). An
incomplete list of publications include:Lin and Carroll(2001), Yu and Ruppert(2002), Huangand others
(2007), andZhu and others(2008). As in Yu and Ruppert(2002) who studied the estimation of partially
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linear single-index model, we adopt penalized splines (P-spline) to estimate the nonparametric function
g(∙). P-spline is an extension of smoothing spline allowing more flexible choice of knots and penalty. The
penalty is used to achieve a smooth fit of the nonparametric function. FollowingYu and Ruppert(2002),
under the working assumption thatg(∙) is ar th degree spline function withT fixed knotst1, . . . , tT , we
then haveg(w) = πT (w)α, whereπ(w) = (1, w,w2, . . . , wr , (w− t1)r+, . . . , (w− tT )r+)

T is ar -degree
truncated power spline basis with knots{ti }T

i =1, (w)r+ = wr 1w>0 andα is ar +T +1-dimensional vector.
Thus, we have

g(Wi )+ ZT
i γ = πT (Wi )α + ZT

i γ = DT
i θ, (2.2)

whereDi = (πT (Wi ), ZT
i )

T andθ = (αT , γ T )T .
For the second-stage sample, the likelihood is

L(θ, FX) = [5i ∈V f (Yi |Xi ; θ)][5i ∈V dFX(Xi )][5
K
k=1πk(θ, FX)

−nk ], (2.3)

whereπk(θ, FX) =
∫
ψk(x; θ)dFX(x), ψk(x; θ) =

∫
Ck

f (y|x; θ)dy.
The likelihood for the incomplete first-stage sample is

5K
k=15 j ∈V̄k

fY(Yj ; θ)

πk(θ, FX)
. (2.4)

Finally, note that the stratum size for the incomplete first-stage samplenV̄,k = Nk − n0,k − nk, k =
1, . . . , K follows a multinomial law such that

Pr({nV̄,k}) =
(N − n0)!

5K
k=1(Nk − n0,k)!

5K
k=1[πk(θ, FX)]

Nk−n0,k , (2.5)

wheren0,k is a random variable representing the number of observation in the SRS that belong to thekth
stratum.

As noted byWeaver and Zhou(2005), by combining (2.3–2.5), the full information likelihood of both
the first- and the second-stage samples is shown proportional to

L(θ, FX) =

[
∏

i ∈V

f (Yi |Xi ; θ)

]


∏

j ∈V̄

fY(Yj ; θ)



 . (2.6)

To achieve a smooth fit, we introduce a penalized term into the log-likelihood, and our penalized
log-likelihood is expressed as follows:

pl(θ, FX; λ) =
∑

i ∈V

log[ f (Yi |Xi ; θ)] +
∑

j ∈V̄

log fY(Yj ; θ)−
1

2
NλθT9θ, (2.7)

where9 = diag{(0T
(r +1)×1, 1

T
T×1, 0

T
p×1)

T }, θT9θ is a common quadratic penalty function andλ is the
smoothing parameter. Some discussion on the selection of knots and smoothing parameter are provided
in Section2 of the supplementary material available atBiostatisticsonline.

3. MAXIMUM ESTIMATED PENALIZED LIKELIHOOD ESTIMATION

The penalized log-likelihood (2.7) involves an unspecified marginal distribution function ofx, FX(x).
Inference ofθ will depend on how one handlesFX(x). A commonly used idea is to replace theFX(x) in
the likelihood with a consistent estimator and this will lead to an estimated likelihood. Such idea has been
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widely used in the statistical literature, for example,Pepe and Fleming(1991), Reilly and Pepe(1995,
1997), Lawlessand others(1999), Zhou and Pepe(1995); Zhou and Wang(2000), andWeaver and Zhou
(2005).

We adopt the following estimator, which is proposed byWeaver and Zhou(2005) to specially accom-
modate the ODS sampling nature in the second stage, as our estimator ofFX(x):

F̂X(x) =
K∑

k=1

Nk

N
F̂k(x), (3.1)

where

F̂k(x) =
∑

i ∈Vk

I {Xi 6 x}

nk + n0,k
(3.2)

is the empirical cumulative distribution function for the covariates based on all sampled observations from
thekth stratum. Note that theXi is a vector representing the covariates{Wi , Zi }. The value ofI {Xi 6 x}
in (3.2) is equal to 1 if each component ofXi is less than or equal to the corresponding component ofx,
otherwiseI {Xi 6 x} = 0.

Using (3.1), we can obtain a consistent estimate of the marginal distribution ofY as

f̂Y(Yj ; θ) =
∫

fY(Yj |X; θ)dF̂X(X)

=
K∑

k=1

Nk

N(nk + n0,k)

∑

i ∈Vk

f (Yj |Xi ; θ), (3.3)

assuming thatnk + n0,k > 0 for all k = 1, . . . , K .
Substituting (3.3) into (2.7), we obtain the following estimated penalized log-likelihood function

for θ :

p̂l(θ; λ) =
∑

i ∈V

log f (Yi |Xi ; θ)+
∑

j ∈V̄

log






K∑

k=1

Nk

N(nk + n0,k)

∑

i ∈Vk

f (Yj |Xi ; θ)






−
1

2
NλθT9θ . (3.4)

We define the maximum estimated penalized likelihood estimatorθ̂ to be the maximizer for the estimated
penalized likelihood functions, and it can be obtained by invoking the Newton–Raphson procedure.

3.1 Asymptotic properties of̂θ

Under some regularity conditions, the asymptotic property ofθ̂ is summarized in the following theorem.

THEOREM 3.1 (i) If the smoothing parameterλ = o(1), θ̂ converges toθ0 with probability one. (ii)
If the smoothing parameterλ = o(1/

√
N), the maximizerθ̂ is asymptotically distributed as a normal

distribution
√

N(θ̂ − θ0) → N(0, 6), where

6(θ) = I −1(θ)+
K∑

l=1

π2
k

ρkρV + πkρ0ρV
I −1(θ)6k(θ)I

−1(θ),
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with πk =
∫
ψk(x; θ)dFX(x) andψk(x; θ) =

∫
Ck

f (y|x; θ)dy,

I (θ) = −ρ0ρV E

[
∂2log f (Y|X; θ)

∂θ∂θT

]

−
K∑

k=1

{

ρkρV Ek

[
∂2log f (Y|X; θ)

∂θ∂θT

]

+[πk(1 − ρ0ρV )− ρkρV ]Ek

[
∂2log fY(Y; θ)

∂θ∂θT

]}

with Ek denote expectation conditional onY ∈ Ck, and

6k(θ) = varX|Y∈Ck

{
K∑

l=1

[πl (1 − ρ0ρV )− ρkρV ]EY|Y∈Cl [MX(Y; θ)]

}

with

MX(Y; θ) =
f (Y|X; θ)

fY(Y; θ)
−

∂ fY(Y; θ)

[ fY(Y; θ)]2
f (Y|X; θ).

All the quantities involved are evaluated at the true parameter valueθ0.

The regularity conditions and a brief proof for Theorem3.1 is provided in Section1 of the supple-
mentary material available atBiostatisticsonline. A consistent estimator̂6 of the covariance matrix6 is

6̂ = Î −1(θ̂; λ) Î (θ) Î −1(θ̂; λ)+
K∑

k=1

(Nk/N)2

(nk + n0,k)/N
Î −1(θ̂; λ)6̂k(θ̂) Î

−1(θ̂; λ), (3.5)

where Î (θ; λ) = − 1
N
∂2 p̂l(θ;λ)
∂θ∂θT , Î (θ) = − 1

N
∂2l̂ (θ)
∂θ∂θT , l̂ (θ) = p̂l(θ; λ) + 1

2 NλθT9θ and 6̂k(θ) =

v̂arXi ;i ∈Vk

{∑K
l=1

nV̄,l
N

ˆ̄MXi ,l (θ)
}
, with ˆ̄MXi ,l (θ) =

∑
j ∈V̄l

{
∂ f (Yj |Xi ;θ)/∂θ

f̂Y(Yj ;θ)
−

f (Yj |Xi ;θ)∂ f̂Y(Yj ;θ)/∂θ

[ f̂Y(Yj ;θ)]2

}
/nV̄,l .

REMARK 3.2 One can make inference on the nonparametric function and the regression coefficients using
Theorem3.1. In particular, one can construct joint confidence region and test hypotheses. For example, if
we want to test the null hypothesisH0: Bθ0 − s0 = 0 whereB is ad1 × d(d = T + r + 1 + p) matrix
with full rank d1 6 d, then the test can be implemented by using the Wald test, with the test statistic
U = (Bθ̂ − s0)

T (B6̂BT )−1(Bθ̂ − s0), that has an asymptotic chi-square distribution withd1 degree of
freedom.

REMARK 3.3 Particular interest of the Wald test is that one can use it to test if the nonparametric function
describing the relation between an exposure variableW and a responseY is linear, that is, whether a linear
model is enough to model the relation betweenY andW. To do so, we repress theT + r + 1-dimensional
vectorα as(αT

1 , α
T
2 ), whereα1 = (α11, α12)

T is a 2D vector andα2 is aT +r −1-dimensional vector. We
are interested in testing the following null hypothesis:α2 = α0

2 = (0, . . . , 0)T . Under this null hypothesis,
we haveg(W) = α11+α12W, that is, the exposure variableW is related to responseY in a linear fashion.

4. SIMULATION STUDIES

In this section, we use simulated data to evaluate the performance of our proposed estimator. We compare
the proposed estimator, denoted by the P estimator, with 3 competing methods: the semiparametric em-
pirical likelihood estimator incorporating the P-spline method based on the second-stage sample denoted
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by the SEPLE-ODS estimator, the penalized inverse-probability weighted estimator denoted by the IPW
estimator,which is the extension of theHorvitz and Thompson(1952) and defined as the maximizer of the
following penalized weighted likelihood function:

K∑

k=1

pk

∑

i ∈Vk

f (Yi |Xi ; θ)−
1

2
NλθT9θ,

wherepk = 1
n0/N+nk/Nk

and the penalized maximum likelihood method based on the SRS sample with the
sample size equal to the second-stage sample, denoted by the PMLE-SRS estimator. For all simulations,
we generate 1000 simulated data sets. We consider 2 PLMs with different nonparametric functions. One
is a monotonic function, while the other is a unimode function in threshold regions. We adopt a 3-degree
truncated power spline basis and choose 10 fixed knots selected as the sample quantiles.

Study 1.The data were generated according to the following partial linear mixed model,

Y = g1(W)+ Zγ + e,

whereg1(W) = 38(3.2W) is a standard normal distribution function,W denotes a continuous exposure
variable of interest ande ∼ N(0, σ 2

0 ). We assumed thatW ∼ N(0, 0.252) andZ ∼ N(0, 0.32). We fixed
γ = 1 andσ 2

0 = 0.4. In all the simulation presented here, we allowedY to be observed for the entire study
population but assumed that bothW andZ were observed only for the second-stage sample. The size of
the first-stage sample was set to beN = 2000, and the second-stage sample fraction was set toρ = 0.20,
that is, the size of the second-stage sample is 400= 2000× 0.20.

The second-stage sample consists of an SRS sample (n0) supplemented with additional samples from
individuals withY values in the upper and lower tails of the marginal distribution (i.e.,n1 = n3 and
n2 = 0) with cut-pointsμY ± aσY, whereμY andσY represent the mean and standard deviation ofY and
a is taken to be 0.7 and 1.0, respectively. We considered 2 cases of the allocation of the sample sizes as
n0 = 300, n1 = n3 = 50, andn0 = 200, n1 = n3 = 100.

We computed the averages of the mean square error (MSE), the absolute value of the bias and the
Monte Carlo variance of the estimated nonparametric functiong1(x) over 401 equal spaced grid points in
[−0.75, 0.75] (the mean ofX minus and plus 3 times the standard deviation ofX) over 1000 replications.
The relative efficiency (REF) of the P estimator of nonparametric function over the the other 2 estimators
is also calculated. The REF is defined by AMSE(ĝM )/AMSE(ĝP) where M denote P, SEPLE-ODS,
IPW, and PMLE-SRS estimators. Moreover, we calculated mean, Monte Carlo standard error, estimated
standard error using large sample properties and coverage probability of 95% nominal confidence interval
for the estimator of regression coefficientγ .

The results are summarized in Table1. From Table1, we can find that the proposed estimator of
nonparametric function is most efficient with the smallest average mean square error (AMSE over 401
grid points) among all the estimators compared. For the estimation of the regression coefficientγ , the
proposed estimators are generally more efficient than the other 2 estimators with smaller variance. It
was also found that the nominal 95% confidence intervals based on the proposed standard errors for the
regression coefficientγ provide good coverage. The proposed estimator is more efficient than the SEPLE-
ODS estimator, which indicates that efficiency gain can be achieved by incorporating actual observation of
the outcome from the first stage. Moreover, the SEPLE-ODS estimator is more efficient than the PMLE-
SRS one, which means that the ODS design can achieve smaller standard errors of the interested estimates
using the same sample size as the SRS design. Therefore, the ODS design is a cost-effective way to
improve the study efficiency.

Figure1 presents curves of the true function and the average P-spline estimates ofg1 by P, SEPLE-
ODS, IPW, and PMLE-SRS estimators over 1000 simulation and gives the confidence bands obtained by
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Table 1. Simulation results over1000replications in Study1

a ĝ1 γ̂

Methods AMSE ABIAS AVAR EF MEAN SE ŜE CI

n0 = 200, n1 = n3 = 100, n2 = 0
0.7 P 0.015 0.033 0.013 1.000 0.994 0.095 0.099 0.969

ODS 0.019 0.032 0.017 1.267 0.998 0.098 0.101 0.965
IPW 0.021 0.033 0.020 1.400 1.005 0.109 0.111 0.964
SRS 0.022 0.032 0.020 1.467 1.007 0.107 0.105 0.957

1.0 P 0.016 0.033 0.014 1.000 0.994 0.096 0.099 0.960
ODS 0.019 0.032 0.017 1.188 0.993 0.099 0.100 0.952
IPW 0.022 0.034 0.020 1.375 1.000 0.111 0.116 0.959
SRS 0.022 0.032 0.020 1.375 1.009 0.108 0.105 0.947

n0 = 300, n1 = n3 = 50, n2 = 0
0.7 P 0.017 0.033 0.014 1.000 0.996 0.099 0.099 0.956

ODS 0.021 0.032 0.019 1.235 1.003 0.104 0.102 0.951
IPW 0.021 0.033 0.019 1.235 1.006 0.106 0.104 0.948
SRS 0.021 0.032 0.019 1.235 1.003 0.106 0.105 0.958

1.0 P 0.015 0.033 0.013 1.000 0.998 0.099 0.098 0.950
ODS 0.020 0.031 0.018 1.333 1.000 0.104 0.100 0.937
IPW 0.020 0.032 0.018 1.333 1.003 0.107 0.105 0.946
SRS 0.023 0.033 0.021 1.533 1.003 0.102 0.105 0.969

Note: P: proposed estimator; ODS: the semiparametric empirical penalized likelihood estimator based on the second-stage sample
(SEPLE-ODS estimator); IPW: inverse-probability weighted method;SRS: penalized maximum likelihood estimator based on the
SRS sample with the sample size equal to the second stage sample; AMSE: average of the mean square error (MSE) of the estimator
ĝ over 451 grid points; ABIAS: average of the absolute bias ofĝ over 451 grid points; AVAR: average of variance ofĝ over 451 grid
points ;EF: ratio of AMSEs over those of P estimators; MEAN: mean ofγ̂ ; SE: standard error of̂γ ; ŜE: estimated standard error of
γ̂ ; CI: coverage probability of 95% nominal confidence interval.

the P, SEPLE-ODS, IPW, and PMLE-SRS estimators for comparison. The confidence bands are based on
a normal approximation using the Monte Carlo standard error and the cut-point equal to 0.7 and 1.0. In
Figure1, we can find that the confidence bands by the SEPLE-ODS, IPW, and PMLE-SRS estimators
are obviously wider than those by the P estimator, specially obvious in the tail of the distribution ofX.
The reason is that the actual observation of the outcome from the first stage can provide more useful
information in efficiency improvement.

In addition, it appears that there exists some finite-sample bias (see Figure1). We conducted addi-
tional simulation with larger sample size and found that the bias will be reduced when the sample size
is increased. The additional simulation suggests that while the method delivers consistent estimates (as
n approaches infinity), there is a potential for appreciable finite-sample bias. The additional simulation
results are presented in Section4 of the supplementary material available atBiostatisticsonline.

Study 2.The data were generated according to the following PLM,

Y = g2(W)+ Zγ + e,

whereg2(W) = 1.5sin(1.5W), W denotes a continuous exposure variable of interest.e ∼ N(0, σ 2
0 ). We

assumed thatW ∼ N(1, 0.52) andZ ∼ N(0, 0.32). Then we fixedγ andσ 2
0 the same value as those in

Study 1.
The averages of the MSE, the absolute value of the bias and the Monte Carlo variance of the estimated

nonparametric functiong2(x) were also calculated over 401 equal spaced grid points in [−0.5, 2.5] (the
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Fig. 1. Confidence band comparison in Study 1. The plots from the first and second lines correspond to cut point
a = 0.7 and 1.0, respectively. In each plot, the thicker dotted curve in the middle is the true function. The solid, dashed,
dot-dashed, and dotted curves in the middle are the average P-spline fits over 1000 simulation, respectively, by the
proposed estimator (P), the semiparametric empirical penalized likelihood estimator based on the second-stage sample
(SEPLE-ODS), the inverse-probability weighted estimator (IPW), and the penalized maximum likelihood estimator
based on the SRS sample with sample size equal to the second-stage sample (PMLE-SRS). For the confidence bands,
the solid, dashed, dot-dashed, and dotted curves are the confidence bands obtained by P, SEPLE-ODS, IPW, and
PMLE-SRS estimators, respectively.

mean ofX minus and plus 3 times the standard deviation ofX) over 1000 replications. We also plotted the
average P-spline estimate ofg2 by P, SEPLE-ODS, IPW, and PMLE-SRS estimators over 1000 replicates,
and the confidence bands obtained by these estimators. The corresponding results including the table and
figure are presented in Section3 of the supplementary material available atBiostatisticsonline, and the
conclusions are similar to Study 1.

5. ANALYSIS OF THE COLLABORATIVE PERINATAL PROJECT DATA SET

The proposed method is applied to CPP data set to assess the relationship between maternal pregnancy
serum level of PCBs and children’s subsequent IQ test performance. We use the Weschler Intelligence
Scales for children at 7 years of age (IQ) as outcome variable and the PCBs level as the exposure variable.
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We are mainly interested in the effect of PCB on IQ measurement. In addition to PCB, other covariates
include socioeconomic status of the child’s family (SES), the gender (SEX) and race (RACE) of the child,
and the parents eduction (EDU).

There are 38 709 subjects consisting of the first-stage sample with completely observed variables IQ,
SES, SEX, RACE, and EDU. In the second stage, an ODS design was conducted based on the first-
stage sample with the sample size of 1038. The samples obtained by the ODS design are the completely
observed samples with additional measured exposure variable of interest PCB. The second-stage sample
consists of an SRS of 849 subjects and 2 supplemental subgroups which are defined by children’s IQ
scores that are one standard deviation (14) above and below the mean (96) of the population IQ scores,
with 81 subjects in the low-IQ group and 108 subjects in the high-IQ group. LetY denote IQ,W denote
PCB, andZ denote (SES, SEX, RACE, and EDU). Then the CPP data structure can be summarized as

Stage 1:{Yi , Zi }, N = 38 709;
Stage 2: SRS sample:{Yi , Xi , Zi }, n0 = 849;

Supplemental sample:
1) {Yi , Xi , Zi |Yi < 96.06− 14.29}, n1 = 81;
2) n2 = 0;
3) {Yi , Xi , Zi |Yi > 96.06+ 14.29}, n3 = 108.

A statistical description for the study variables is presented in Table2.
Zhou and others(2002) analyzed the validation sample of the CPP data in the framework of linear

model. We consider a PLM using a nonparametric function to describe the relation between PCB and IQ as

IQ = g(PCB)+ β1EDU + β2SES+ β3RACE+ β4SEX+ e,

wheree is a normal error with zero mean. To estimate the nonparametric functiong(.), we here adopt a
2-degree truncated power function basis with 10 fixed knots. Then the above model can be rewritten as
IQ = πT (PCB)α+β1EDU+β2SES+β3RACE+β4SEX+e, whereα = (α1, . . . , α13)

T . We first made
the lack of fit test for the considered PLM using the SRS sample and found that theP value of the test is
0.29 which indicates that the PLM is suitable. Then we adopt our proposed method to fit this model. The
estimates of the regression coefficient is given in Table3, and the estimate of nonparametric function is
presented in Figure2.

Table 2. Description of the variables in CPPdata

MEAN STD 25% 75% MIN MAX

Population (N= 38709)
IQ 96.06 14.29 86.00 106.00 56.00 153.00
EDU 10.67 2.45 9.00 12.00 0.00 18.00
SES 4.67 2.16 3.00 6.30 0.00 9.50
RACE 0.50 0.50 0.00 1.00 0.00 1.00
SEX 0.50 0.50 0.00 1.00 0.00 1.00

ODS (nV = 1038)
IQ 96.23 16.09 84.00 108.00 56.00 145.00
EDU 10.86 2.44 9.00 12.00 1.00 18.00
SES 4.84 2.20 3.30 6.30 0.30 9.30
RACE 0.49 0.50 0.00 1.00 0.00 1.00
SEX 0.50 0.50 0.00 1.00 0.00 1.00
PCB 3.16 1.93 1.88 3.86 0.25 17.61

Note: MEAN= mean of the variable; STD= standard deviation of the variable; 25%= 25% percentile of the variable; 75%= 75%
percentile of the variable; MIN= minimum value of the variable; MAX= maximum value of the variable.
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Fig. 2. The estimated functiong on PCB for CPP data. Thicker solid, dashed, and dot-dashed curves correspond to
estimates obtained by the Proposed, SEPLE-ODS, and IPW methods, respectively. And the solid dashed and dot-
dashed curves correspond to estimated confidence bands obtained by the Proposed, SEPLE-ODS, and IPW methods,
respectively.

We further conduct the proposed the Wald test to test whether the nonparametric function is a linear
function or a quadratic function as follows:

Test 1: H0 : α3 = α4 = ∙ ∙ ∙ = α13 = 0 vs H1: at least anαi 6= 0 for somei > 3.

The H0 can be also written asg(PCB) = α1 + α2PCB. The Wald test statisticW = 30.85 >
χ2

0.05(11) = 19.68,P-value= 0.0012. Therefore, the linear relation (H0) is rejected at the 5% level
of significance.

Test 2: H0 : α4 = α5 = ∙ ∙ ∙ = α13 = 0 vs H1: at least oneαi 6= 0 for somei > 4.

TheH0 can be also written asg(PCB) = α1+α2PCB+α3PCB2. The Wald test statisticW = 21.83>
χ2

0.05(10) = 18.31,P-value= 0.0160. Therefore, the quadratic relation (H0) is rejected at the 5% level of
significance, and we can conclude that a simple quadratic function is not enough to describe the relation
between the IQ and the PCB.

The estimated curve in Figure2 detects the nonlinear relation between the IQ score and the PCB level.
At first, the IQ score increases with the increased PCB level but when the PCB level is higher than 7.32
(according to the nonparametric estimate by the proposed estimator), the IQ score begins to decrease. In
addition, it can be found that the proposed estimator (P estimator) provides more precise confidence bands
than those obtained by the SEPLE-ODS and IPW estimators.

While the results in Figure 3 may suggest a positive relation of IQ and PCB intake in lower PCB
level. We caution not to overinterpret this result as this is likely due to that the effect of low level of
PCBs may reflect beneficial aspects of lifestyle not captured by other covariates. For example, fish intake
during pregnancy is related to both higher IQ in offspring (Danielsand others, 2004) and to higher levels
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of serum PCBs (Halldorssonand others, 2008). Thus, finding the positive slope at the lower range of
exposure alerts us to the possibility of confounding of the PCB coefficient.

From Table3, the P, SEPLE-ODS, and IPW estimates are similar and the variance estimates for
the proposed P estimators are the smallest. All the estimates confirm that the socioeconomic status and
education of the parents have a positive impact on the IQ of the children, while there is no evidence that
the gender has any effect on the IQ.

6. DISCUSSION

In this article, we considered a PLM in the setting of a 2-stage ODS design with a continuous outcome.
Compared withZhou and others(2002) in which only the ODS sample (the second-stage sample in
this article) is used to make inference, the first-stage sample is incorporated into the proposed method
for efficiency improvement. The inference of the PLM is different from the usual method because the
ODS is a biased sampling scheme. We proposed an estimated penalized likelihood method to achieve the
inference of PLM. Our simulation results demonstrate the efficiency improvement of the proposed method
over some alternative methods can be used in these situations, such as the SEPLE-DOS method and the
traditional PMLE-SRS method.

The IPW method is built on the completely observed data (those with(Yi , Xi ) observed, see for-
mula (1.1)). For those observation with missingX, they are reflected in the IPW method through a
weight that is proportional to the missing proportion. The real value ofY for those with missingX is
not used, while our proposed method utilizes the actual observation ofY whatever its corresponding
X is observed or not. Therefore, the proposed method performs better than the IPW method as more
information of the data is used. Our method do rely on the specification off (Y|X) to be known. Choos-
ing the error distribution as normal is a common practice in linear model analysis. Generally speak-
ing, IPW method and empirical likelihood (EL) method do not requiref (Y|X) to be known but only
need to specify the conditional expectationE(Y|X). However, the IPW estimator compared in our pa-
per relies on the specification off (Y|X) because it is really a weighted likelihood estimator and not
the usual semiparametric IPW estimator. Likewise, the semiparametric EL estimator compared in our
paper requiresf (Y|X) to be known because it is also based on the likelihood and the semiparametric
EL inference procedure is used to deal with the unknown distribution of the covariates involved in the
likelihood, which is treated as a nuisance parameter. The efficiency gain of the proposed method over
SEPLE-ODS is due to the inclusion of individuals in the nonvalidation set (those with missingX) in the
inference.

All the covariates were completely unobserved for the individuals of the incomplete first-stage
sample through the article. However, in practice, some important covariates are easy and cheap to
measure, so they can be observed for every individual of the population. How to incorporate the in-
formation into the inference is interesting. More details about this issue are referred toWeaver and Zhou
(2005).

Some issues on the design of ODS such as the optimal size for the second-stage ODS sample, the
optimal allocation of the cut points, and the optimal allocation of the second-stage ODS sample across
different strata are deserved further investigation in the future study. Moreover, there are several interesting
topics on the PLM for the ODS design that deserve further study in the future. For example, how to apply
the doubly robust estimation method to our case and how to conduct the lack of fit test for the PLM in the
ODS design.

SUPPLEMENTARY MATERIAL

Supplementary material is available athttp://www.biostatistics.oxfordjournals.org.

http://www.biostatistics.oxfordjournals.org
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