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ABSTRACT

Matthew DiSalvo: Automation of Microraft Arrays for Stem Cell Analysis and Sorting 

(Under the Direction of Nancy L. Allbritton) 

 

 Induced pluripotent stem cells (iPSCs) are reprogrammed somatic cells with the potential 

to revolutionize personalized medicine, disease modeling, and tissue engineering. Emerging 

therapies based upon human iPSCs (hiPSCs) are already under development for degenerative 

diseases such as age-related macular degeneration (AMD). Despite the ready availability of 

hiPSCs, their enormous clinical and research potential is limited by the need to purify the cells 

during generation, genetic editing, and differentiation using tedious manual methodologies. This 

dissertation describes the automation and further development of microraft arrays to perform the 

isolation and splitting of hiPSCs colonies, which is the primary bottleneck in hiPSC purification 

pipelines.  

 Microraft arrays are elastomeric microwell arrays with releasable magnetic cell culture and 

transfer elements, or “microrafts,” held within each microwell. Microraft arrays enable the 

identification of cells by imaging cytometry and the isolation of cells and their associated 

microrafts by dislodgement from the microarray, followed by magnetic manipulation into 

secondary vessels. The microraft array platform has been previously shown to be automatable and 

able to sort cells with exceptional viability and efficiencies. However, previous platforms have 

lacked the speed and robustness to perform large-scale microraft releases. Furthermore, previous 

microraft array designs were not designed to culture isolated microcolonies of hiPSCs. 
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 In this dissertation, microraft arrays were redesigned to isolate hundreds of microcolonies 

of cells, each within a nested grid of microrafts. Novel microarray microfabrication and 

computational modeling methods were developed to enable automated and robust imaging of 

microraft arrays. Image acquisition and analysis software was created to perform label-free 

detection of hiPSC microcolonies on microraft arrays and, in a separate application, to monitor 

colonic organoids. Additionally, a high-throughput automated microraft release and collection 

platform was developed that, for the first time, made used of real-time imaging to intelligently 

maximize the robustness and speed of microraft releases. This platform was utilized to isolate, 

culture, monitor, and successfully split hundreds of hiPSC microcolonies, thus demonstrating its 

utility for hiPSC purification.   
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CHAPTER 1: INTRODUCTION 

1.1 Induced Pluripotent Stem Cells 

 Induced pluripotent stem cells (iPSCs) were first reported in 2006, when the transduction 

of the “Yamanaka factors” Oct4, Sox2, Klf4 and c-Myc induced a state of cellular reprogramming 

in somatic cells.1–3 Under specific conditions, pluripotent cells are capable of rapid self-renewal 

and differentiation into the mesoderm, ectoderm, and endoderm.4–8 The ability to derive iPSCs 

from somatic cells such as dermal fibroblasts or peripheral blood mononuclear cells (PBMCs) is a 

distinguishing advantage of iPSCs over embryonic stem cells.9,10 Human iPSCs (hiPSCs) have 

enormous potential to advance human health. Patient-specific hiPSCs can be differentiated to 

provide disease-specific allogenic cells for personalized regenerative medicine and drug 

screening.11–17 Previously unobtainable cells, now readily generated using iPSCs, have been 

utilized for the study of a variety of currently incurable diseases such as Alzheimer’s disease, 

Huntington’s disease, and Duchenne muscular dystrophy.18–30,8,31–33 Furthermore, the rapid 

renewal and pluripotency of iPSCs have enabled researchers to create unprecedented quantities of 

cells for tissue engineering.34,35   

 Despite the rapid advances in hiPSC research over the past decade, several obstacles 

impede clinical and research applications of hiPSCs. Current challenges for hiPSCs include the 

safety risks of hiPSCs for clinical application, high culture costs, and lack of standardization across 

methodologies.10,36–42 At the root of these challenges lies the inherent inefficiencies of hiPSC 

generation, gene-editing, and differentiation. Despite recent advances, somatic cell 

reprogramming, hiPSC gene-editing, and hiPSC differentiation processes typically yield less than 
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1% appropriately modified cells.43–48 Furthermore, these cells must be purified from contaminating 

cells that are often only distinguishable by means of cell-destructive assays. HiPSC purification 

must be extensive; in clinical applications, as few as 2 unpurified stem cells are capable of forming 

a teratoma.10,36,49 Virtually all hiPSC purification requires tedious manual picking of colonies, 

followed by the expansion, splitting, and cell-destructive assay of each colony to ultimately 

identify the cells of interest for continued culture. HiPSC purification by current methods is a 

costly and labor-intensive endeavor, often non-specific, and requires extended culture and repeated 

chemical dissociation of hiPSCs during which the cells can develop chromosomal instability, 

differentiate into an unwanted cell type, or undergo dissociation-induced apoptosis.42,50–52 Recent 

approaches to automate the isolation and splitting of hiPSCs are still limited by the use of cellular 

labeling, extended culture times, frequent chemical dissociation, or low hiPSC viability after 

colony splitting.53–57 A detailed discussion of current methods and emerging technologies for 

splitting hiPSCs and their limitations is presented in Section 3.1. Overall, there is a need for high-

throughput technology to quickly and effectively purify hiPSCs with minimal perturbation of the 

cells. An idealized technology for hiPSC purification would: 

(1) Isolate several hundred hiPSC colonies 

(2) Split each hiPSC colony into at least 2 fractions 

(3) From each colony, route one fraction for destructive assay and, contingent on the results, 

route another fraction for continued culture 

(4) Perform (1) – (3) at the microcolony level to minimize culture time and reagent 

consumption 

(5) Perform (1) – (3) quickly with minimal cost and labor  
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The focus of this dissertation is to develop an automated system to culture and split hiPSC 

microcolonies in preparation for downstream cell-destructive assays, thus satisfying criteria (1), 

(2), (4), and (5) stated above (Figure 1.1). The feasibility of Criterion (3) is established in chapter 

3 and can be satisfied in the future by encoding the identities of microcolonies and their split 

fractions such that the results of destructive assays performed on split fractions can be related back 

to their mother microcolonies. The technology developed in this research would improve the 

speed, consistency, cost, and scalability of hiPSC purification and thus greatly facilitate research 

and clinical applications of the cells.  

1.2 Microraft arrays 

1.2.1 Introduction to microraft arrays 

 Microraft arrays are a microwell technology developed by the Allbritton lab, originally as 

a cost-effective device for imaging cytometry and sorting adherent cells.58,59 Microraft arrays were 

microfabricated by photo- and soft- lithography methods. Standard photolithography was used to 

generate a micropillar array of photoresist on glass: substrate preparation, photoresist layering, soft 

baking, ultraviolet (UV) light exposure, post expose bake, development, and hard baking. 

Polydimethylsiloxane (PDMS) microwell arrays were molded from the silanized, hard baked 

template. The PDMS microwell arrays were dipcoated in a solution of poly(styrene-co-acrylic 

acid) (PS-AA) in γ-butyrolactone (GBL) containing dispersed γFe2O3 nanoparticles. 

Discontinuous dewetting of the microarray surface left a droplet of solution within each microwell, 

which formed a solid, micromolded microraft after evaporation of the solvent.60 The microraft 

array was then attached to culture chambers, plasma treated, and sterilized before use.  

 The key distinguishing factor between microraft arrays and other microwell arrays is the 

ability to selectively isolate individual culture elements and associated cells from the microarray 
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grid. The micromolded magnetic polystyrene cell culture elements, or “microrafts”, are 

individually seated within an elastomeric microwell. Cells in culture on the arrays adhere to the 

microraft surface and can be identified by imaging cytometry. Once a target microraft and cell(s) 

have been identified, a microneedle can be used to pierce the microarray and dislodge the microraft 

and associated cell(s). Ejected microrafts with cellular loads can then be magnetically manipulated 

into secondary vessels for downstream applications. The resealability of PDMS prevents the 

formation of leaks during repeated microneedle punctures. 

 Prior to this dissertation, variations on the design and use of microraft arrays have been 

developed. Circular microrafts were used to efficiently capture single HeLa cells.61 Microarrays 

with biodegradable microrafts were used for selective implantation of cells into patient-derived 

xenograft mice.62 Microraft arrays with deep, cup-shaped microrafts were used during the capture 

of nonadherent cells.63,64 Microraft isolation has been performed by gravitational collection, 

magnetic collection into petri dishes oriented above the microarray, magnetic wand collection and 

transfer into well plates or PCR tubes, and collection into well plates using magnetic arrays.58,59,63–

66 Recently, the release process was automated using a motorized microneedle, microscope, and 

magnetic wand. This system was applied for semi- and fully- automatic isolation of microrafts of 

cytotoxic T lymphocytes and lymphoblast cells.63,64 This system successfully isolated more 

microrafts and their associated cells than can be done feasibly using manual methods; however, a 

more rapid and precise approach to microraft collection was needed for applications requiring 

hundreds of releases or more.  

1.2.2 Considerations for colony culture on microraft arrays 

 The use of microrafts for colony-based applications represents a significant deviation from 

previous approaches and warrants a re-evaluation of microraft design parameters. Prior to this 
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dissertation, microrafts have only been used for sorting single cells or small colonies of cells. 

Overall, the size of the microrafts was a minor design parameter, typically adjusted between 50 

and 200 µm simply to provide the desired number of microrafts in a given area while also providing 

a large enough target for microneedle release. However, microraft size represents a much more 

critical design parameter for colony splitting. The size of the microrafts used for colony culture 

and splitting dictates the amount of cells in each microcolony and in each split. Especially for 

delicate mammalian cells such as iPSCs, the microraft size requires optimization to present enough 

surface area to facilitate the consistent survival of adhered colonies. In the work presented in 

Chapter 3, microrafts of 200 × 200 µm lateral dimensions were used to support a cellular load of 

50-100 hiPSCs, depending on colony density. These quantities were sufficient for consistent 

expansion of colonies from microraft biopsies. 

 Microraft array design and culture protocols must be optimized to enable HiPSCs on the 

microdevices to expand into microcolonies without cross-contamination. The density of 

microrafts, culture duration, and seeding density are all contributing factors to the cross-

contamination of adjacent cell colonies on microraft arrays. While the initial locations of cells 

seeded on microraft arrays follows the Poisson distribution, it can be difficult to predict the final 

distribution of mature colonies on microraft arrays due to the culture times required to grow 

microcolonies, during which cells migrate across the array. Generally, to minimize cross 

contamination between colonies, thus maximizing colony purity, the number of seeded cells 

should be decreased, or the number of microrafts increased. As discussed in Chapter 3, the 

additional of a physical barrier between groups of microrafts is one approach to isolate hiPSC 

microcolonies. Another potentially effective approach may be to selectively modify the surface of 
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microraft arrays, for instance by using micro-contact printing (UCP) to pattern biomolecules on 

the array.67  

1.3 Automation of microraft arrays  

1.3.1 Automated Image Acquisition 

 Automated imaging of cells and microscale features benefits from detectors capable of 

quickly obtaining images from a large region of interest with high sensitivity and resolution. In 

general, microscope stage translation speed, shuttering, objective changes, and light path changes 

can also be determinants of overall image acquisition speed. As discussed in detail in Chapter 2, 

the shape of the sample can also limit automation speeds if automated autofocusing methods are 

required to refocus upon regions of the sample. For Chapters 2 and 4, a Photometrics CoolSnap 

HQ2 (a 1.4 Megapixel CCD with 6.45 µm pixel pitch, frame readout of 90 ms, and 60% quantum 

efficiency) was used. However, for Chapter 3, high-speed, real time image acquisition was 

imperative to devising an automated system that used microscopy data to guide the microraft 

release process. The Hamamatsu Flash 4.0 V2 was selected for this application. Its 3× larger sensor 

area, 9× faster frame readout, and up 82% quantum efficiency enabled rapid imaging of microrafts 

during the release process.  

1.3.2 User interfaces for image acquisition 

 Successful automation aims to reduce or eliminate human interaction for tedious or 

repetitive tasks while simultaneously providing user control over the processes. Scripted 

algorithms can very effectively eliminate human interaction during the operation of automated 

systems. However, the sequential coordination of multiple scripts quickly becomes impractical as 

the number of scripts and process complexity increase. In addition, some processes are impractical 

to automate or pre-script and require some level of user input. Software graphical user interfaces 
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(GUIs) address the above challenges to enable smooth operation of automated systems.68 GUIs are 

frontends consisting of buttons, textboxes, images, and other visual features that can query user 

input and while also outputting information about the status of the backend automated process. 

Ideally, GUIs use features such as pop-up windows, collapsible panes, and tab panels to organize 

information in a digestible fashion.69 For the automated systems described in this dissertation, 

GUIs were designed and executed using MATLAB’s GUI Layout Toolbox (File Exchange 

#47982). This toolbox simplified the design of modular, resizable GUIs (Figure 1.2). 

1.3.3 Automated image analysis 

 Extremely precise and specialized strategies exist to analyze microscopy data. For 

example, the morphological complexity of hiPSC has been probed by methods capable of 

quantifying such metrics as the nucleus:cytoplasm ratio, nucleoli prominence, cell compaction, 

colony edge definition, and colony layering.70–76 These methods typically used supervised machine 

learning algorithms, which when implemented with careful calibration and optimization can be 

amazingly powerful. However, the automation developed for this dissertation required, above all, 

exceptionally robust image analysis methods that can be executed in real-time. As a result, this 

dissertation has focused on the application of simple but accurate methods to locate various tissues, 

cells, and microfeatures. The below automated image analysis challenges were addressed as a part 

of this dissertation: 

1. Nuclear detection: Section 2.2.6 

2. Microraft detection: Section 3.3.2 

3. HiPSC microcolony detection: Section 3.3.5 

4. Organoid segmentation: Section 4.3.7 

 



8 

 

1.4 Screening experiments: High content data analysis 

 Automated imaging of biological samples is a powerful tool for high content data analysis. 

The hardware and software for automated image acquisition, automated image analysis, and 

screening analysis described in Chapters 2-4 have been used for characterization of parathyroid 

adenoma tissue, screening of pancreatic cells for selective RNA sequencing and screening of 

dietary compounds on various in vitro murine colon models in addition to the work described in 

this dissertation.65,77,78 Motorized microscopes and sensitive scientific cameras can enable rapid 

image-based assay of samples to acquire valuable data at tissue, cellular, and subcellular scales. In 

particular, automation technologies enable large-scale screening experiments. Automated 

microscopy provides levels of precision and consistencies to imaging that are impractical to 

achieve using manual methods. In particular, reduced labor requirements provided by automated 

systems allow the design of experiments of greater scales than could be previously considered. 

 However, methods of sample preparation, microscopy, and data analysis often translate 

poorly when applied in automated pipelines. Careful experimental design and optimization are 

required to best exploit the obvious advantages of automated imaging for screening. Sample 

preparation should be optimized for consistency and optical clarity. Notably, ensuring that the 

sample lies along a flat plane greatly facilitates automated imaging because automated 

autofocusing for curved or warped samples requires extensive, sample specific optimization. 

Sample substrates that provide sufficient optical clarity to draw qualitative conclusions from image 

data are not necessarily optimized to enable high signal-to-noise ratios for automated screening. 

The use of low background thin glass or cyclic olefin copolymer (COC) surfaces can enable 

automated measurement of quantitative and statistically relevant readouts. Additional sample 

concerns such as sample desiccation due to evaporation or photobleaching due to prolonged or 
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secondary exposures should be evaluated, especially for extended duration screening sessions 

within incubated systems, to determine if incubated microscopes or stages and opaque sample 

plates may be required.  

 When using well plates, the ordering and position of samples across wells and plates can 

be optimized to minimize the substantial inter- and intra- plate variances present in commercial 

plates.79,80 Random ordering of samples within and across well plates, avoidance of evaporation-

prone border wells, and the use of experimental, technical, and/or biological replicates are effective 

strategies to improve screening accuracy. The size of each sample to be screened is an important 

parameter determining not only reagent consumption, but also the accuracy of the screen readout 

depending on the heterogeneity of the biological samples. 

 Appropriate data storage and analysis pipelines are required to handle the large scales of 

data generated by automated imaging, which typically range from 109 – 1012 bytes per experiment. 

Although a thorough discussion of large scale data analysis is outside the scope of this work, two 

data analysis paradigms can be identified for high throughput screening data: 1) the use of 

statistical analyses to identify hits and 2) the application of machine learning and artificial 

intelligence.81–84,79 As described in Chapter 4, dimensionality reduction with principle component 

analysis (PCA) combined with clustering analyses have proved a particularly effective method to 

identify patterns from complex, multidimensional data. With appropriate sample preparation, 

experimental design, and data handling, high-throughput image-based screening is an effective 

tool for probing biological samples. 

1.5 Overview of this dissertation 

 The primary focus of this work was the development of an automated microraft array 

system to culture and split hiPSC microcolonies. A secondary, simultaneous focus was to apply 
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automated imaging and analysis for high-throughput bioassays of primary colonic tissue. Chapter 

2 describes the development of microfabrication, mathematical modeling, and automated 

microscopy approaches to enable automated, well-focused microscopy imaging of microraft 

arrays. The work in Chapter 2 has been published in the journal Analytical Chemistry.85 Chapter 3 

details research into the detection, culture and biopsy of hiPSCs using an automated microraft 

array platform. The work in Chapter 3 is in preparation to be submitted as a manuscript. Chapter 

4 focuses on applying automated imaging and analysis for high-throughput screening of colonic 

organoid tissue. The work in Chapter 4 has been published in the journal Analytical Chemistry.86 
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1.6 Figures 

 

Figure 1.1 Microraft arrays for colony splitting. (A) Schematic of microraft ejection. 

Superparamagnetic microrafts bearing cells of interest are released from the microarray using a 

microneedle. Red: microrafts; blue: PDMS; yellow: cells; green: cell of interest. (B) Schematic of 

colony splitting using microrafts. Cells seeded on microrafts (top) that expand into microcolonies 

(middle) can be split by ejection of an underlying microraft from the array (bottom). (C) Schematic 

of microraft hiPSC colony splitting goals. A microraft array is used to quickly reformat hiPSCs 

into many colony splits with minimal labor and cell perturbations.  
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Figure 1.2 Screenshot of a MATLAB graphical user interface for automated microraft imaging 

and release. The left-hand side of the GUI accepts various user input, including (from top to 

bottom): hardware initialization, autofocusing and focus scanning, stage positioning, image 

acquisition and analysis, and microraft release. Image of the sample with overlays of real-time 

analyses, a textual summary of previously executed commands, image intensity histograms, and a 

map of the sample are maximized within the remaining space to provide clear and concise feedback 

to the user. 
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CHAPTER 2: CHARACTERIZATION OF TENSIONED PDMS MEMBRANES FOR 

IMAGING CYTOMETRY ON MICRORAFT ARRAYS1 

2.1 Introduction 

Thin membranes are critical components in physical sensors, bioanalytical devices, and 

micro-electromechanical systems (MEMS) devices, often exhibiting unique properties that depend 

on their material composition and geometry. Microscale elastomeric membranes, specifically 

those made from polydimethylsiloxane (PDMS), have been widely adopted for their desirable 

properties since PDMS is gas permeable, optically clear, and biocompatible. Additionally, PDMS 

is able to undergo large reversible deformations, reseal naturally after punctures, and be rapidly 

prototyped. PDMS membranes are found as central components for many devices in diverse roles 

including adaptive lenses, soft cell culture surfaces, selective gas separators, and tunable optical 

gratings.1–4 For microdevices, specifically, PDMS membranes have been used as biocompatible 

coatings, observation windows, and microfiltration interfaces.5–8 Thin PDMS membranes have 

also become established as substrates for microarrays, since they are readily paired with optical 

assays and various cell types.9,10 The beneficial properties of PDMS membranes enables them to 

act as critical design elements in a remarkably wide range of applications.   

One drawback shared by most thin films and membranes, including PDMS membranes, is 

their low mechanical rigidity that limits their durability and makes control over their spatial 

orientation challenging. Membrane design and performance have been recognized to be device- 

                                                 
1 Reprinted with permission from Anal. Chem., 2018, 90 (7), pp 4792–4800, 

DOI:10.1021/acs.analchem.8b00176. Copyright 2018 American Chemical Society. 
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and application- dependent.11 Some strategies adopted to address the deflection of PDMS 

microarrays and membranes include thickening the membrane or otherwise incorporating solid 

substrates or support beams.6,9 However, these strategies come with tradeoffs: thicker membranes 

have poorer imaging and gas transport properties, and it is not always possible to include auxiliary 

supports to the membranes without reducing the functionality of the membrane. For optical 

applications, in particular, there is a need to use exceptionally thin substrates that maintain flatness. 

For example, Raman microscopy of cells relies on the detection of inherently weak spectra and 

benefits from situating samples on thin substrates to enable the use of low working distance, high 

numerical aperture objectives that improve the signal-to-noise ratio.12 Yet, the deformation of such 

thin PDMS substrates would make the focused acquisition of signals from multiple positions on 

the membrane practically infeasible. Overall, it is challenging to control PDMS membrane 

deflection without imposing limitations on the desired function of the membrane. 

Microraft arrays are specialized microarrays with applications in cytometry and cell 

sorting.13,14 These arrays are particularly sensitive to deformation because they rely on a thin, free-

standing PDMS membrane as a substrate. Microraft arrays are uniquely capable of efficiently 

sorting of cells based on complex spatiotemporal phenotypes without impacting cell viability.15,16 

The arrays also have applications in sorting small sample sizes or extremely rare cells as well as 

fragile cell types such as primary cells.17,18  Microraft arrays contain ≥103 microscale magnetic 

polystyrene, cell-culture elements called “microrafts,” each situated within a square microwell in 

a thin PDMS membrane. However, the PDMS microarray membrane – which is 80 times as wide 

as it is thin – experiences deflection under the load of cell culture media and the resulting curved 

microarray surface poses significant challenges for microscopy imaging, cytometry, and cell 

sorting (Figure 2.1). Microraft arrays can function as cell sorting devices but only if the bottom of 
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the membrane is freely accessible by the microneedle used to isolate individual microrafts (Figure 

2.1C). Thus, the use of support structures or the addition of pressurization below the membrane to 

oppose the deflection are not viable options. Previous approaches to compensate for the deflection 

have included manual refocusing of the array during imaging, using low numerical aperture (NA) 

and magnification objectives for imaging, using cyclic olefic copolymer (COC) as the array 

substrate, and using glass supports; yet these approaches have not been universally effective.  

Few options exist to reduce the deformation of thin membranes. Examples include 

increasing the thickness/length ratio of the membrane, increasing material stiffness, or introducing 

tension to the membrane; however, for many microdevices, including microraft arrays, the 

membrane geometry and membrane material choice are tightly constrained design parameters. 

Herein is described a method to flatten thin membranes by storing thermal energy within the 

membrane during fabrication. Additionally, an analytical model was developed describing the 

deflection of square microarray membranes under a static load and was used to develop minimally 

deflecting microarrays. This tension model was used to guide materials selection and geometric 

and fabrication parameters for microraft arrays. The theoretical model was extensively validated 

against experimental measurements of microarrays fabricated on a variety of thin PDMS 

membranes. Finally, the tension model was incorporated into automated microscopy imaging of 

cells arrayed on a thin membrane substrate, enabling rapid and accurate focusing for automated 

cytometry. The fabrication method for membranes with thermally induced tension and the 

modeling approach for pre-tensioned membranes have wide applicability to the fabrication and 

optimization of microdevices using vulcanizable thin films, particularly when paired with optical-

based assays.  
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2.2 Materials and Methods 

2.2.1 Materials 

 Sylgard 184 PDMS was prepared from a silicone elastomer kit (Dow Corning, Midland, 

MI). EPON Resin 1002-F was purchased from Hexion, Inc. (Columbus, OH). Octyltrichlorosilane 

(97%) was purchased from Sigma-Aldrich (St. Louis, MO). 30-kDa polyacrylic acid was 

purchased from Polysciences, Inc. (Warrington, PA). Wild-type H1299 cells originally from 

ATCC (Manassas, VA) were altered to stably express green fluorescent protein (GFP) in previous 

work.19 RPMI-1640 culture media, fetal bovine serum (FBS), and penicillin/streptomycin were 

obtained from Thermo Fisher Scientific (Waltham, MA). 

2.2.2 Microraft Array Fabrication 

  Microraft arrays utilizing a sacrificial glass backing to transfer the array membrane onto a 

media chamber were fabricated as reported previously.18 1002-F negative photoresist master 

templates consisting of 100 µm tall, 200×200 µm pillars on glass separated by 30 µm were 

fabricated and covalently modified with octyltrichlorosilane to reduce adhesion. Sacrificial rigid 

substrates for the microarrays were prepared by spin coating a thin layer of polyacrylic acid onto 

glass slides at 1500 rpm for 30 seconds. PDMS was poured into the master template and degassed 

before a sandwich was formed with the sacrificial rigid backing. The assembly was cured at ≥95 

°C for 40 minutes. Demolding the glass-backed PDMS from the silanized template resulted in a 

microwell array, which was then dip-coated in magnetic polystyrene solution consisting of 18% 

mass/mass poly(styrene-co-acrylic acid) doped with Fe2O3 nanoparticles in gamma butyrolactone. 

Beads of polystyrene left in each well by discontinuous de-wetting from the hydrophobic PDMS 

formed microrafts after baking off the solvent at 95 °C. The microraft arrays were oxygen plasma 

treated (Harrick Plasma) for 3 minutes prior to being secured to polycarbonate cassettes using 
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PDMS glue, cured at 70 °C for 3 hours or room temperature for 48 hours. The sacrificial glass 

backings were removed by soaking the backing in DI water at 70 °C overnight or for 24 hours at 

room temperature to dissolve the PAA.  

 Control “non-transferred” microraft arrays were fabricated without the use of a sacrificial 

rigid substrate, i.e. the array was maintained as a freestanding membrane throughout the 

microfabrication process as previously reported.14 Briefly, after degassing Sylgard 184 over 1002-

F master templates, the PDMS was spin coated to the desired thickness and then cured, demolded, 

dip coated, baked, and secured to media chambers as described above. 

2.2.3 Deformation Measurements 

 Deformation measurements of the microraft array were taken using an image-based 

“shape-from-focus” (SFF) routine on a motorized Olympus IX81 inverted microscope (4× 

objective, N.A. of 0.13, Olympus UPlanFLN). SFF aims to determine the shape of the surface of 

an object by estimating the best-focused depth of images on a surface.20 For microraft arrays, the 

correct focus can be derived using the defined edges of the microwell and microraft features as 

focal markers. Image-based SFF was performed by autofocusing on images of the microarray at 

each position of a (x,y) coordinate grid spanning the array. The software autofocus was 

implemented as a bounded maximization of the image gray-level variance as a function of focal 

position using MATLAB’s fminbnd function (Optimization Toolbox).21 SFF autofocusing scans 

were automated by MATLAB scripts harnessing the open-source Micromanager API for control 

of microscopy hardware. Deformation measurements were acquired at 0, 3, and/or 6 mL media 

loading within a controlled 60% humidity environment to minimize evaporation. With use of a 2.2 

× 1.7 mm FOV, point clouds consisting of 23 ×14 spatial positions spanning the whole microraft 

array were recorded within 30 minutes with a measurement standard deviation of 7.2 µm along the 
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focal (Z) axis. For higher magnifications, the SFF measurement time and measurement error may 

limit the accuracy of the method. Modifications to reduce measurement noise, such as 

measurement averaging, may be required. 

2.2.4 Tensile testing 

 Tensiometry of bulk PDMS was performed according to ASTM D 412 – 06a standards, 

with the exception of the shape of the dogbone samples, which was rectilinear. The dogbone shape 

consisted of an 8 mm long, 2 mm wide strip with 10 mm long, 12 mm wide gripping regions at 

either end. Bulk 3 mm PDMS was die-cut into dogbones and loaded into an EnduraTEC ELF 3200 

load frame (Bose). PDMS dogbones underwent 20% strain at 1% s-1 rate without pre-loading or 

fatigue testing. The Young’s modulus was calculated from the linear slope of the engineering stress 

as a function of strain. All Young’s modulus measurements were taken at room temperature using 

at least 9 measurements per condition, which included between 2-4 technical and 2-3 experimental 

replicates.  

2.2.5 Cell Culture and Staining 

 Microraft arrays were prepared for cell culture by air plasma treatment for 5 minutes and 

sterilization with 75% ethanol. H1299 non-small cell lung carcinoma cells previously transfected 

with eGFP (H1299-GFP) were seeded on microraft arrays at approximately 2,000 cells/cm2 and 

cultured for 5 days in 1:1 fresh:conditioned RPMI media with 10% fetal bovine serum and 1% 

penicillin/streptomycin until the cells reached a density of approximately 5-10 per microraft. 

Chemical fixation was performed by rinsing the arrays twice with 1× PBS and incubating them 

with 1 mL 4% paraformaldehyde at room temperature for 20 minutes. The arrays with fixed cells 

were rinsed three times with 1× PBS, incubated with 1:250 Hoechst 33342 at room temperature 
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for 15 minutes, and then rinsed three times with PBS. Arrays with fixed and stained cells were 

stored and imaged in 1× PBS with 0.1% sodium azide. 

2.2.6 Automated image acquisition and analysis 

 Microrafts arrays were scanned using custom MATLAB microscopy automation software 

controlling a motorized inverted IX81 microscope with open-source Micro-manager drivers. 

Fluorescence imaging of EGFP and Hoechst 33342 was performed using FITC (Semrock FITC-

3540B) and DAPI (Chroma ET-DAPI 49000) filter sets. Microrafts and cells were segmented from 

brightfield and fluorescence images using a combination of intensity thresholding and 

morphological filtering. Cell nuclei were counted using peak finding (“Fast 2D peak finder” 

MATLAB File Exchange File # 37388) on images of Hoechst 33342 fluorescence intensity. This 

function performs 2D median filtering to reduce salt-and-pepper noise followed by smoothing, 

such that there is a high probability there will be only one pixel in each peak that will correspond 

to a true local intensity maximum. 

2.2.7 Statistics 

 Measurements are reported as the average ± 1 sample standard deviation unless otherwise 

noted. All statistical tests were performed at the 5% significance level. 

2.3 Results and Discussion 

2.3.1 Membrane-based microarray deformation properties under an external load 

 The deformation of microraft array membranes under cell culture media poses a substantial 

barrier to imaging cytometry since different regions of the array will reside in different focal planes 

(Figure 2.2A,B). To investigate the extent of microraft array deformation, microarrays were 

fabricated using two previously reported microfabrication strategies and subjected to deformation 

tests.18,22 In the first fabrication strategy, PDMS pre-polymer was spin-coated on the surface of a 
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micropost array template (Figure 2.2Ci). After curing, the PDMS mold with imprinted microwells 

was removed from the template (Figure 2.2Cii). To form the rafts or elements within the 

microwells on the PDMS membrane, the arrays were dipcoated into a polystyrene solution, and 

baked overnight (Figure 2.2Ciii). The completed microraft array was attached to a plastic media 

chamber with PDMS glue and aqueous solution was placed onto the array (Figure 2.2Civ,v). In a 

second strategy, the PDMS pre-polymer was spin-coated on the surface of a micropost array 

template but prior to curing, a glass slide with a surface coating of a sacrificial layer (polyacrylic 

acid) was placed onto the exposed PDMS (Figure 2.2Ci). The assembly was then cured with the 

sacrificial layer in contact with the PDMS (Figure 2.2Cii). After curing, the microwell-imprinted 

PDMS was removed from the micropost template but remained in contact with the PAA-coated 

slide (Figure 2.2Ciii). A media chamber was attached to the PDMS surface and then the sacrificial 

PAA layer was removed by immersing the assembly in an aqueous solution to dissolve the PAA 

(Figure 2.2Civ,v). Microarrays fabricated without the sacrificial layer (“non-transferred arrays”) 

demonstrated a maximal transverse deformation of 1722 ± 89 µm (± 1 standard deviation, N=3) 

under an aqueous load (3 mL over a 24×24 cm2 area). However, microarrays transferred to media 

chambers using the sacrificial substrate (“transferred arrays”) exhibited significantly lower 

deformations with a maximal transverse deformation of 143 ± 10 µm (N=3, p<10-5 by unpaired 

two-tailed t-test). Curing the arrays with identical geometry and comprised of an identical material 

(PDMS) over a sacrificial layer on a glass slide led to a substantial flattening of the array. 

2.3.2 Thermally-induced mechanical tension as a mechanism for microraft array bending 

resistance 

 It was hypothesized that mechanical tension stored within the PDMS membrane during 

curing on the glass slide might account for the more than 10-fold reduction in deformation for the 
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transferred membranes compared to that of the non-transferred membranes. The reduction in 

deformation in transferred membranes was independent of microraft or microwell features. No 

statistically significant difference was observed between the deformation of transferred featureless 

PDMS membranes, transferred PDMS microwell arrays, and transferred microraft arrays 

(deformations: 129 ± 2 µm, 160 ± 22 µm, and 143 ± 10 µm, respectively, N=3, p>0.08 by one-

way ANOVA). To assess the presence of stored tension in transferred microarrays, transferred 

microarray membranes were peeled from their media cassette and then the membrane and cassette 

were re-glued. The average deformation of the “peel-and-replace” microarrays increased 

significantly after releasing and replacing them onto their media chambers (from 143 ± 10 µm to 

1085 ± 103 µm, N=3 per condition, p<0.005 by paired two-tailed t-test). A similar increase in 

deformation was observed in membranes that were released from their solid substrates during 

microfabrication and then re-transferred to cassettes (deformation of 1293 ± 301 µm, N=3, 

p<0.003 by unpaired two-tailed t-test). In contrast, the deformation of non-transferred microarrays 

was unaltered when peeled and replaced (from 603 ± 45 µm to 511 ± 112 µm, N=3, p>0.14 by 

paired two-tailed t-test). Taken together, these experiments indicate that tension is stored within 

transferred membranes and that this tension is stored prior to membrane transfer onto cassettes. 

Additionally, attachment to the cassette prior to release from the glass slide is critical to retain the 

stored tension.  

 Hypothetically, mechanical tension results from the thermal expansion of the PDMS array 

during microfabrication, and this tension is stored in the membrane of the transferred arrays but 

not in the non-transferred arrays. If so, tension would be introduced specifically during the thermal 

curing of the polydimethylsiloxane (PDMS) microarray (Figure 2.2Cii). As the liquid PDMS pre-

polymer heats on a mold, the material thermally expands until it gels, at which point the solid 
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PDMS microarray is held in an expanded state by adhesion to the sacrificial glass backing. Once 

cooled, tension is stored within the microarray while adhered to its substrate. After the microarray 

is transferred to a media chamber and the sacrificial substrate is removed, the tension continues to 

be stored within the membrane.  

2.3.3 Development of a thermal-tension model for thin microarray deflection 

 The proposed mechanism of thermal expansion-driven tension generation and storage in 

transferred arrays was mathematically modeled using linear membrane theory. The internal tension 

of the membrane, caused by residual thermal stresses from the manufacturing process, resists the 

deformation induced by the hydrostatic loading from the media (Figure 2.3A). The transverse 

deflection of membranes, plates, and shells has been well studied.23,24 Governing equations and 

solutions are known for both steady state and non-steady-state deflection phenomena with a variety 

of model geometries, loading types, and boundary conditions.25 For thin membranes undergoing 

small strains, three potential physical bending regimes have been described extensively: 1) no pre-

tension, with deformation consistent with plate theory, 2) large pre-tension, with deformation 

consistent with linear membrane theory, or 3) negligible pre-tension, with deformation consistent 

with nonlinear solutions.23 In the case of microraft arrays, pre-tension in the membrane is the 

dominant component of transverse bending resistance. The deflection of microraft arrays is 

resisted by both a material bending resistance and resistance due to thermally induced mechanical 

tension within the membrane. From plate bending theory, small deflection of thin rectangular 

plates can be generally modeled by combining the Germain-Lagrange and 2D Poisson equations. 

The transverse displacement 𝑍𝑚(𝑥, 𝑦) of the membrane under tension 𝑇 with flexural rigidity 𝐷 

subject to a constant downward pressure with magnitude 𝑃 thus satisfies the partial differential 

equation 
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  (2.1)  𝑇 (
𝜕2𝑍𝑚

𝜕𝑥2
 +

𝜕2𝑍𝑚

𝜕𝑦2
) +  𝐷 (

𝜕4𝑍𝑚

𝜕𝑥4
 +

𝜕4𝑍𝑚

𝜕𝑦2𝜕𝑦2
+

𝜕4𝑍𝑚

𝜕𝑦4
) = −𝑃.  

Assuming that the material parameters are independent of temperature for the experiments, the 

membrane tension term can be estimated using the relationship 

  (2.2) 𝑇 =
𝐸ℎ𝛼∆

1−𝜈
 .  

where ∆ is the difference between the membrane cure temperature and its temperature during 

deformation measurements, E is the elastic modulus of PDMS, and 𝜈 is Poisson’s ratio of PDMS. 

ℎ is the geometrically averaged thickness of the PDMS membrane, which for square microwells 

of side length s, depth d into the membrane of thickness t, and distance between adjacent 

microwells w is given by: 

  (2.3) ℎ =
(𝑡−𝑑)(𝑠)2+𝑡((𝑠+𝑤)2−(𝑠)2)

(𝑠+𝑤)2 . 

The flexural rigidity term is given by 

  (2.4) 𝐷 =
𝐸ℎ3

12(1−𝜈2)
. 

Mathematically, tension dominates flexural rigidity when 
𝑇𝐿2

𝐷
≫ 1, where the nondimensionalizing 

factor L is the width of the array. Substituting for D and T, 

  (2.5) 
𝑇𝐿2

𝐷
=

12𝛼∆(1+𝜈)𝐿2

ℎ2
∝ (

𝐿

ℎ
)

2

.      

Microraft array membranes are very thin relative to their width (
𝐿

ℎ
≈ 80, 

𝑇𝐿2

𝐷
≈ 2300). Thus, the 

flexural rigidity of the membrane was neglected and the transverse displacement 𝑍𝑚(𝑥, 𝑦) of the 

membrane under tension 𝑇 subject to a constant downward pressure with magnitude 𝑃 thus 

satisfies the linear partial differential equation 

  (2.6) 𝑇 (
𝜕2𝑍𝑚

𝜕𝑥2  +
𝜕2𝑍𝑚

𝜕𝑦2 ) = −𝑃 
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with homogeneous Dirichlet (no-displacement) boundary conditions at the edges of the square 

membrane with side length L, which are 𝑍𝑚(0, 𝑦) = 𝑍𝑚(𝐿, 𝑦) = 𝑍𝑚(𝑥, 0) = 𝑍𝑚(𝑥, 𝐿) = 0. The 

average hydrostatic loading pressure due to the media of volume 𝑉 was estimated as 

  (2.7) 𝑃 =
𝜌𝑔𝑉

𝐿2   

where 𝜌 is the density of the loading liquid and 𝑔 is the acceleration due to gravity. The partial 

differential equation (2.6) with boundary conditions was solved using the standard separation of 

variables technique resulting in the double Fourier series solution for the displacement field 

  (2.8) 𝑍𝑚(𝑥, 𝑦) = −
16𝑃𝐿2

𝑇𝜋4
∑ ∑

sin(
𝑛𝜋𝑥

𝐿
) sin(

𝑚𝜋𝑦

𝐿
)

𝑚𝑛(𝑚2+𝑛2)
∞
𝑚 𝑜𝑑𝑑

∞
𝑛 𝑜𝑑𝑑   . 

The infinite sums (over the positive odd integers only) converge rapidly and thus only a finite 

number of terms are needed for high accuracy.  The spatial structure of the deflection is dictated 

solely by the infinite sum, whereas the overall amplitude is determined a multiplicative pre-factor 

depending on the experimental conditions. Using equation (2.8), the maximum displacement is 

predicted to occur at the center of the membrane:  

  (2.9) 𝑍𝑚(0.5𝐿, 0.5𝐿) = 𝑊 ≈ −0.0737
𝑃𝐿2

𝑇
= −0.0737

𝜌𝑔𝑉(1−𝜐)

𝐸ℎ𝛼∆
. 

Equations (2.8-2.9) are expected to be accurate for small deflections of dominantly pre-tensioned 

PDMS membranes with small and shallow microfeatures relative to the membrane thickness. It 

should be noted that for thin (h ≤ 300 µm) microarrays under high load (V ≥ 6 mL of media), the 

membrane deformation is greater than the array thickness and the use of linear membrane theory 

for modeling these arrays may produce significant errors. For a given loading, the maximal 

deflection was predicted to be reduced linearly by increasing the membrane’s curing temperature, 

thickness, or Young’s modulus. The full solution describing the deformation of pre-tensioned 

membranes was also linear, with a multiplicative pre-factor. The linearity of the solution makes it 
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highly tractable for modeling, because only one parameter needs to be fitted to fully describe the 

shape of the microarray under various conditions. 

2.3.4 Modeling parameters 

 Since the Poisson’s ratio and linear thermal coefficient of expansion (CTE) of Sylgard 184 

PDMS have been shown to be relatively constant, a Poisson’s ratio of 0.5 and CTE of 265 ppm/°C 

were used for modeling all microarray membranes.26,27 In contrast, the Young’s modulus of PDMS 

varies with the crosslinker concentration and cure temperature.28–31 PDMS cure extent was 

controlled experimentally by fully curing the PDMS in all conditions with 40-minute cure times. 

Tensile load testing was used to measure the Young’s modulus of bulk 10:1 and 5:1 PDMS cured 

at 95 °C. The measurements of Young’s modulus, 1.88 ± 0.21 MPa for 10:1 PDMS and 1.47 ± 

0.12 MPa for 5:1 PDMS, agree well with literature reports from similarly cured PDMS.29,32 

Additional measurements of the Young’s modulus of 10:1 PDMS cured at 150 °C and 10:1 PDMS 

cured for 48 hours at 95 °C (2.09 ± 0.11 MPa and 1.91 ± 0.24 MPa respectively) were not 

statistically different from that of 10:1 PDMS cured for 40 minutes at 95 °C, indicating that the 

PDMS in this study was fully cured.   

2.3.5 Discussion of modeling uncertainty 

 Uncertainty in the material and geometric parameters of microraft arrays exists due to the 

nature of the microfabrication methods used to make microraft arrays as well as the measurement 

methods utilized to probe these parameters. The derived equation predicting the maximal 

membrane deflection of microraft arrays, equation (2.9) relies on several uncertain parameters. 

Some are known with high certainty; values for the loading liquid density ρ, gravitational constant 

g, PDMS Poisson ratio ν, and PDMS coefficient of thermal expansion α are relatively precise in 

the literature. Others, such as the measured equivalent membrane thickness h had significant 
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variation. A summary of parameter uncertainty is presented in Table 2.1. An estimated propagation 

of uncertainty was performed under the assumption of no correlation between parameters and that 

all parameters are constant except E and h: 

  (2.10) 𝜎𝑍𝑚
≈ √|

𝜕𝑍𝑚

𝜕𝐸
| 𝜎𝐸

2 + |
𝜕𝑍𝑚

𝜕ℎ
| 𝜎ℎ

2.   

2.3.6 Validation of physical model of microraft array deflection 

 The proposed linear model of thermally tensioned microarray deflection was validated by 

a measurement of the deformation of microraft arrays under different fabrication, material, and 

loading conditions (Table 2.2). The first condition consisted of microarrays made using standard 

conditions: PDMS at the standard 10:1 base:crosslinker ratio, molded into 300 µm thick 

membranes and cured at 95 °C. The remaining conditions increased the crosslinker concentration, 

membrane thickness, and/or cure temperature. Grids of positional data of the surfaces of microraft 

arrays in Condition 1-8 were measured using automated microscopy (Figure 2.3B, C, Figure 2.4).  

In these experiments, the standard transferred microraft arrays exhibited a maximal deflection of 

153 ± 24 µm (3 mL of media load, curing at 95 °C, Condition 1, Table 2.2). Array deformation 

was further reduced to 94 ± 2 µm in microarrays cured at 120 °C (Condition 2) and to 52 ± 5 µm 

for 1 mm thick microarrays (Condition 4). Membrane cure temperature was confirmed as a 

parameter influencing the deformation of transferred membranes. 

The shape of all measured microraft array deflections were highly consistent with model 

predictions (Figure 2.3C). For all 25 tested microarrays, the deflection increased by a factor of 

2.00 ± 0.18 as the media load doubled from 3 mL to 6 mL, validating the predicted linear load-

deflection relationship in equation (2.8). Linear changes in microarray deformation were also 

observed with effective membrane thickness as predicted (Figure 2.5A). Furthermore, the 

magnitude of microraft array deflection was highly consistent with that predicted by the model for 
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arrays made with 10:1 PDMS cured at temperatures below 150 °C (Figure 2.3D) using 

experimental and literature parameter values. For these 12 arrays, the average % absolute 

difference between measured and predicted maximal deflection was relatively low: 14% and 15% 

for 3 and 6 mL loading, or an absolute difference of 15 and 30 µm. For comparison, the estimated 

uncertainty in a prediction of maximal deformation was 19 and 37 µm for Condition 1 arrays under 

3 and 6 mL liquid loads (Table 2.1).  

In contrast, microarrays cured at temperatures at or above 150 °C or made from 5:1 PDMS 

deviated significantly from model predictions (Figure 2.3E). The average % absolute difference 

between measured and predicted deflection for these arrays (Conditions 6 -8) was 72% and 74%, 

or 73 and 151 µm, for 3 mL and 6 mL loading, respectively. Transferred microarrays cured at 

temperatures at 150 °C or 175 °C showed diminished returns in deflection resistance as 

temperature increased, which was not predicted by the model (Figure 2.5B). One likely 

explanation is that the PDMS membranes cured at high temperatures began to solidify before 

reaching the desired cure temperature so that they effectively cured at a lower temperature and 

stored proportionally less tension. Liquid Sylgard 184 PDMS sets (defined by 67% gelation) 

exponentially faster with increasing temperature, with previous reports indicating that similar 

PDMS membranes cured at 130 °C or lower when cured within a 150 °C environment.33 Finite-

element-modeling could potentially be used to compute effective thermal expansion temperatures. 

However, at cure temperature of 175 °C or greater, thermal degradation and stress defects in PDMS 

membranes were observed that might have further reduced the accuracy of the model under these 

conditions. 

 The deformation of PDMS microarrays with increased crosslinker (<5:1 base:crosslinker) 

was less than that predicted by the model. Increasing the crosslinker concentration to more than 1 
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part in 10 is not recommended by the manufacturer, and it has been suggested that at higher 

crosslinker concentrations, the crosslinker saturates the polymerization sites and forms void spaces 

within the PDMS which may cause tensile measurements of material stiffness to underestimate 

the effective material stiffness.34,35 Indeed, the measured tensile modulus of bulk 5:1 PDMS was 

reproducibly and consistently lower than that of 10:1 PDMS in agreement with literature 

reports.28,36–38 Yet, reports of PDMS modulus measured by other methods such as nanoindentation, 

compression, and buckling that are less sensitive to polymer orientation than tensile tests indicate 

a higher effective modulus.38,39 In this scenario, it is likely that the strength of thin PDMS 

membranes lies in in the polymer network strength, and tensile measurements of Young’s modulus 

are not always accurate predictors of holistic polymer network strength. Given the undefined 

nature of high-crosslinker PDMS, these microarrays were not modelled further. 

Overall, the above validations demonstrate that the deformation of transferred microraft 

arrays was reduced in all cases by increasing the microarray thickness, cure temperature, or 

crosslinker concentration and that the deformation was accurately predicted for transferred 

membranes with 10:1 PDMS cured at or below 120 °C. It should be noted that changing the cure 

temperature of PDMS membranes has been shown to alter the crosslinking density and gas 

permeability through the material.40 The optimal permeability of PDMS membranes to CH4, N2, 

and CO2 has been shown to occur at cure temperature of 75 °C, with greater than 50% decreases 

in permeability at 150 °C. Nevertheless, for applications that do not require optimal gas transport, 

increasing the cure temperature of PDMS membranes while adopting a transferred membrane 

microfabrication method is an accessible way to reduce membrane deflection. 
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2.3.7 Reductions to microraft array deformation facilitate automated cytometry 

 To demonstrate the impact of large reductions in membrane deflection on automated image 

acquisition and analysis under realistic conditions, a deflection-resistant microraft array 

(Condition 9, Table 2.2) was seeded with H1299-GFP cells and subsequently imaged along a 

planar focal surface (Figure 2.6). The array exhibited a maximal deflection of 72 µm under the 

load of 6 mL of culture media. The appearance of images acquired along a planar surface from the 

deformation resistant array ranged from focused to visibly de-focused, with an average absolute 

defocusing of 43.5 µm. Quantitative image analysis successfully identified 85.5% of microrafts 

and exhibited a relative error of -2.7% in quantifying total cell nuclei compared to ground truth. In 

contrast, a control non-transferred array fabricated without stored tension deflected 1,427 µm 

resulting in an average absolute de-focusing of 400.0 µm when imaged along a flat plane, which 

allowed only 67.9% of microrafts to be identified. Of the in-focus microrafts on the non-transferred 

array, the total nuclear count was quantified with -62.0% error relative to ground truth. Overall, in 

these single-sample experiments the transferred membrane fabrication method reduced microraft 

array deformation by a factor of 19, resulting in a 23-fold improvement in the accuracy of basic 

cellular cytometry using automated imaging.  However, even when paired with a high depth of 

field objective (4× magnification, NA = 0.13, depth of field (DOF) ≈ 40 µm), neither microarray 

had deformations small enough for microfeatures or adhered cells to be visualized in focus 

throughout the entire array along one focal plane. 

2.3.8 Fitting deformation models to membrane shape data 

 While the deflection of microraft arrays can be significantly reduced with alterations to the 

material, geometric, and fabrication parameters, the minimum possible deflection magnitudes 

(around 50 µm) are still greater than the depth of focus of even the lowest magnification objectives 



40 

 

that are useful for image-based cell cytometry. A method capable of imaging along the curved 

focal plane of microraft arrays would improve the quality of the images. It is possible to determine 

the focal surface of microraft arrays by autofocusing at every imaging position. However, this 

tactic becomes unfeasible at magnifications above 4× due to the time required to autofocus with 

typical autofocus routines and microscopy hardware. With a focusing translation speed of 2 mm/s, 

stage translation speed of 7 mm/s, and image acquisition speed of 10 s-1, the imaging times required 

to focus throughout a single 1 sq. inch microraft array at 4×, 10×, and 20× magnification are 

estimated at 0.4, 2.5, and 9.5 hours, respectively. Over these timescales, the media above the 

PDMS microarrays evaporates altering the load on the array. Not only does this prevent accurate 

deformation measurements but also leads to cell toxicity from the increased media osmolarity as 

the media evaporates over the prolonged analysis times. Thus a method was developed based on 

the physically-motivated tension model of deformation to rapidly predict focal positions 

throughout microraft arrays. 

 A series of parameters were added to the physical model describing membrane deflection 

in equation (2.8) to enable fitting to real-world microarray data. In practice, the precise material 

and geometric parameters of a given microarray is seldom known exactly. Furthermore, in optical 

assays, arrays are typically placed with small tilts and focal offsets relative to the measurement 

coordinate system of microscope stages. Essentially, sample measurements were fit to a deflection 

model with constraints placed upon the orientation of the microarray in space. A lumped-parameter 

approach describing the transverse displacement of microraft arrays was adopted to account for 

unknown material and/or geometric microarray parameters:   

  (2.11) 𝑍𝑚
𝑙𝑢𝑚𝑝𝑒𝑑(𝑥, 𝑦, 𝐴) = 𝐴 ∑ ∑

sin(
𝑛𝜋𝑥

𝐿
) sin(
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where the aggregate parameter A is a linear scale factor. Membrane tilts and offsets relative to the 

coordinate system of the microscope stage were compensated for by modifying equation (2.11) 

with a uniform planar offset to form the fitting equation 

  (2.12)  

𝑍𝑚
∗ (𝑥, 𝑦, 𝐴, 𝑥0, 𝑦0, 𝑧0, 𝑎, 𝑏)

= 𝑍𝑚
𝑙𝑢𝑚𝑝𝑒𝑑(𝑥 − 𝑥0, 𝑦 − 𝑦0, 𝐴) + (𝑧0 + 𝑎 × (𝑥 − 𝑥0) + 𝑏 × (𝑦 − 𝑦0)),  

where fit parameters x0 and y0 are the translations in x and y required to center the array and z0, a, 

and b are the coefficients of a flat plane that de-trends the membrane onto the X-Y plane of the 

microscope stage. By considering membranes under no media load as flat planes, measured focal 

points Zm
measured(x,y) on the membrane of the microarray were fit to equation (2.12) in a least-

squares manner:  

  (2.13) min
𝐴,𝑥0,𝑦0,𝑧0,𝑎,𝑏

∑ (𝑍𝑚
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑(𝑥, 𝑦) − 𝑍𝑚

∗ (𝑥, 𝑦𝑥,𝑦 , 𝐴, 𝑥0, 𝑦0, 𝑧0, 𝑎, 𝑏))2.  

The fitting minimization in equation (2.13) was implemented as an unconstrained multivariate 

minimization using MATLAB’s fminsearch function.41 Initial guesses of the fit parameters were 

x0 = y0 = 0, z0 = max(Zm
measured(x,y)). Guesses for microraft array tilt angles a and b were produced 

from a least squares fit of a flat plane to the measured transverse displacement (Zm
measured), and the 

initial guess for the deformation scale (A) was the range of tilt-corrected displacements (Zm
*). The 

rapidly converging infinite sum in equation (2.11) was implemented using odd m and n from 1 to 

25. The search tolerances were 0.001 µm2 and 0.1 for the function value and fitting parameters, 

respectively. 

 A priori information about the microraft array spatial orientation can be incorporated into 

equation (2.13) to improve fitting robustness. The orientation information included array focal 

height on the microscope stage, array tilt angles, and the coordinate of the center of microraft array 
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deformation. When these parameters, symbolized as z0, a, b, x0, and y0, respectively, were treated 

as constants in equation (2.13), the fitting equation was simplified to reducing the fit to a univariate 

minimization for the array deformation A: 

  (2.14) min
𝐴

∑ (𝑍𝑚
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑(𝑥, 𝑦) − 𝑍𝑚

∗ (𝑥, 𝑦𝑥,𝑦 , 𝐴))2.  

The fitting minimization in equation (2.14) was implemented as a bounded minimization using 

MATLAB’s fminbnd function.21 

The measured, unfitted maximal deflection of the microraft arrays was estimated from 

focal point data as the difference between the highest and lowest point of de-trended measurements 

of the array surface position. The 95th percentile was used to estimate the highest and lowest 

positions in order to minimize the effect of for measurement noise on the estimate of maximal 

deflection. 

2.3.9 Optimization of membrane shape data measurement density 

 The location and number of deflection measurements that are necessary to obtain an 

accurate prediction of deflection at all locations of a microarray membrane using equation (2.13) 

were investigated. A training set of microarray shapes was generated by measuring the 

deformations of four transferred microraft arrays (Condition 1) under 3 and 6 mL liquid load using 

a 23×14 measurement grid (approximately 0.6 measurements/mm2). This training set was 

subsampled from 23×14 down to various measurements resolutions and patterns ranging from 9 

to 57 points in size (Figure 2.7). Each subsampled pattern of measurements was fit to a deformation 

model using equations (2.11-2.13), and the resulting model was then used to predict the original 

23×14 grid of microarray surface positions. The mean absolute difference between the original 

and interpolated data varied with the number and patterning of measurement points (Figure 2.7A). 

Averaging over 4 arrays with average maximal deflection of 330 µm, the difference between the 
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original and interpolated reached a minimum of 3.4% with 25 or more measurement points. A 

measurement pattern of 19 points, or 6% of the original 23×14 grid, was selected as an optimal 

tradeoff between speed and accuracy (Figure 2.8A “Pattern 1”). 

 A disadvantage of the above approach is that the measurement pattern requires focal 

measurements spanning the entire microarray, and acquiring these measurements becomes more 

time-inefficient as the arrays scale in size. For the 2.3×2.3 cm microraft arrays in this study, about 

13% of the time spent determining a focal surface was used translating the microscope stage 

between the 19 imaging points, which were on average 6.7 mm away from each other. This fraction 

of time would increase to ~40% for a hypothetical 10×10 cm array. Thus, more concentrated 

patterns of measurements were also of interest (Figure 2.8A “Pattern 2” and “Pattern 3”). Overall, 

in silico testing revealed diminishing returns on prediction accuracy with increased numbers of 

focal measurements.   

2.3.10 Rapid determination of microarray imaging surfaces using the physical model 

 To assess the performance of this focal prediction method, automated microscopy and 

image analysis were used to acquire and analyze images of a microraft array that was scanned at 

focal positions predicted using three different focal measurement patterns (Figure 2.8). The first 

measurement pattern consisted of 19 points spanning the entire array (“Pattern 1”). The second 

and third patterns each consisted of a 5×5 grid of points concentrated at the center (“Pattern 2”) or 

edge (“Pattern 3”). There was a 13-fold reduction in the time required to determine the focal 

positions for imaging of the microraft array using Patterns 1-3, compared to the time taken to run 

an autofocus routine for each of the 312 images prior to imaging (“ground truth” method). The 

median absolute focal differences were 12, 14, and 20 µm when imaging at focuses calculated 

from Pattern 1, 2, or 3 measurements, respectively, compared to imaging to the ground truth 
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method. Focus predictions using Pattern 1 measurements were the most precise, with 88% and 

99.6% of the focusing errors less than 40 µm (1× DOF) and 80 µm (2× DOF), respectively (Figure 

2.9). In all cases, the focal differences were small relative to the array’s maximal deflection of 282 

µm.  

 Automated image analysis was used to quantify the differences in the acquired images 

(Figure 2.10). 100% of the microrafts that could be identified in ground truth autofocused images 

could also be identified in images acquired at modeled focal planes based off Patterns 1-3. The 

median relative differences in individual microraft nuclear and cytoplasmic fluorescence areas 

between modeled and ground truth approaches were less than 4% for Patterns 1-3. A summary of 

the quantitative impact of modeling focal surfaces on cytometric analysis is presented in Table 2.3. 

For Pattern 1, the cell count per microraft was accurate for 80% of microrafts and <5% of 

microrafts erred by more than 1 count when on average there were 6.1 cells per microraft. Overall, 

accurate imaging cytometry was achieved on the arrays.  

2.3.11 Rapid determination of microarray imaging surfaces using other shape models 

 The performance of other shape modeling approaches to enable cytometric microscopy in 

combination with transferred microrarrays was compared to that of the tension shape model. Thin 

plate splines, cubic interpolants, and biharmonic interpolants were used to calculate the focal 

planes for microscopic cytometry of the same array tested by the pre-tension shape model. Of 

these, only thin plate splines were able to fit data from Patterns 1-3 without massive prediction 

errors of focal positions outside the 10 mm working distance of the objective. Imaging using thin 

plate splines to predict focal points from Pattern 1-3 measurements resulted in 2-3 fold more error 

in cytoplasmic or nuclear area quantification and up to 3 fold more microrafts with errors in cell 

count greater than 1 cell compared to the tension model (Figure 2.11, Table 2.4).  The use of 



45 

 

various interpolating splines to predict focal planes did not enable quantitative cytometry of cells 

on the microraft arrays, with accurate nuclear counts obtained for less than half the microrafts 

when using Pattern 3 and thin-plate splines.  

2.4 Conclusions 

 Few options are available to modulate the deformations of membranes – especially in the 

case of microraft array membranes whose membrane thickness and material strength cannot be 

substantially modified while maintaining the microarray’s functionality as a cytometry and cell 

sorting surface. Microfabrication methods can imbue thermal pre-tension into membranes, and 

storing this tension drastically reduced the deflection of microraft arrays. Thermal stress has been 

reported as problematic for microdevices in the contexts of membrane shrinkage and in warpage 

of thin electronics.42,43 Instead, with membrane-transfer microfabrication, thermal membrane 

stress can be positively harnessed to consistently generate membranes with ≥10 fold more 

resistance to small loads of cell culture media. Using the membrane transfer microfabrication 

method, membrane curing temperature was demonstrated to become a novel parameter to linearly 

reduce deformation of pre-tensioned membranes. The linearity of the mathematical model 

facilitated computational fitting of theoretical deformation models to real-world shape data from 

membranes. The modeling approach was sufficiently accurate that microscopy images of 

thermally pre-tensioned microarrays acquired along the curved focal plane predicted by the model 

were well focused qualitatively and quantitatively.  Storage of thermally induced tension in PDMS 

membranes does not impose changes to the membrane design geometry. The combination of 1) 

modeling the deformation of microarrays, and 2) microfabrication methods to store tension in 

membranes is of wide utility and extends to a variety of microdevices, sensors, and MEMS devices 

utilizing freestanding thin membranes.  
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2.5 Figures 

 

Figure 2.1 Introduction to microraft arrays. (A) Photograph of a freestanding microraft array 

membrane (left) and a finalized microraft array attached to a media chamber cassette (total ruler 

length shown = 11 cm). (B) Isometric view (top) and cut-away view (bottom) of a simplified 

schematic of a microraft array device (not drawn to scale). Approximately 12,000 microrafts, each 

200×200×70 µm in size, are molded into a thin 24×24×0.3 mm PDMS membrane, which spans a 

square chamber. Microrafts: red; PDMS: blue; media chamber: grey. (C) The PDMS membrane 

deforms under the load of liquid media (pink). The two main functions of the microarray are 

microscopic cytometry (i) and cellular isolation (ii), which require access to the bottom of the 

membrane to position an objective near the array for imaging (i) or actuate a microneedle to 

dislodge microrafts for isolation (ii). 
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Figure 2.2 Deformability of non-transferred and transferred microraft arrays. (A-B) Transmitted 

light microscopy images of microraft arrays made from non-transferred (A) and transferred (B) 

arrays. The arrays were imaged in a single microscopy focal plane (4× magnification, NA = 0.13, 

DOF ≈ 40 µm). Red borders mark images visually judged to be out of focus while green borders 

mark images that were judged as in focus. (C) Schematic of non-transferred and transferred 

microraft arrays. i: PDMS (blue, darker shades indicate cured PDMS) is shaped with a micromold 

(orange). A glass slide (white) with a sacrificial coating (purple) is pressed onto the uncured PDMS 

for the transferred array fabrication strategy. ii: PDMS thermally expands prior to solidification, 

then shrinks after cooling (non-transferred) or remains expanded after cooling (transferred). iii: 

Microrafts (red) are microfabricated. iv: A media chamber (black) is glued to the array and for 

transferred membranes, the solid support is then removed. v: Aqueous media (pink) is placed onto 

the array. 
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Figure 2.3 Validation of physical model of transferred microraft array deflection. (A) Free-body 

diagram of transferred microraft arrays (not to scale). Transferred microraft arrays were modeled 

as simply supported plates of side length L of homogenous thickness h under thermally-induced 

tension T with uniformly distributed load P. (B) Visualization of the predicted and measured shape 

of transferred microraft arrays. For visualization purposes, the X, Y, and Z dimensions were scaled 

to unit distances. (C) Measured and predicted cross-section of microarrays (N = 23 arrays). The 

grey-shaded region represents a single standard deviation of the experimental data. (D) 

Comparison of the predicted and measured magnitudes of maximal microraft deflection of 

microraft arrays for conditions 1-4 of Table 2.2. (E) Comparison of the predicted and measured 
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magnitudes of maximal microraft deflection of microraft arrays fabricated under conditions 5-7 of 

Table 2.2. The paired data points indicate paired deformation measurements recorded at 3 mL and 

6 mL loading. 
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Figure 2.4 Example focal plane measurements of the microraft array surface. A microraft array 

was imaged in an initial plane (plane 1) in bright-field. The grayscale pixel intensity standard 

deviation (“Focus Score”) was measured and then Brent’s algorithm was used to determine the 

next plane for imaging.21 This process continued iteratively until a maximal focal score was 

obtained at plane 6 when using a tolerance, or smallest allowable iteration step, of 2 µm. (A) Focal 

score vs the imaged plane is shown for an example autofocus process. The Y axis of 7400-8000 

m is the measured distance from the lowest position available to the microscope objective (0 m). 

A high-resolution set of focus measurements taken every 4 microns is included for visualization 

purposes (blue ground truth trace). (B) A representative bright-field microscopy field of view 
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during focusing. Scale bar is 1 mm. (C) Cropped images at intermediate focal planes as well as the 

best focus plane showing 4 microrafts. Scale bar is 200 µm.  
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Figure 2.5 Modeling of the microarray deflection at various array thickness and cure temperatures. 

(A) Fold-difference between experimental and predicted microraft array deflection as a function 

of PDMS cure temperature for conditions 1-4 and 6-8 of Table 2.2. The dotted line represents 

agreement between measured and predicted array deformations. (B) Measured and predicted 

maximal microarray deflection as a function of PDMS thickness and volume of media placed onto 

the array for conditions 1, 3, and 4 of Table 2.2. 
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Figure 2.6 Comparison between transferred and non-transferred microraft arrays. (Left panels) 

Deflection (red) and imaging plane generated from a 1st order polynomial surface fit to the 

deflection (blue) of microraft arrays. (Middle panel) Widefield view of the microraft array. (Right 

panels) Bright-field and fluorescence microscopy of H1299 cells adhered to microrafts. Green: 

Visually judged to be in-focus; red: de-focused; blue: nuclear Hoechst 33342 fluorescence.  
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Figure 2.7 Determination of optimal number and pattern of measurements for surface modeling of 

microraft arrays. (A) The theoretical convergence to minimum error of shape fitting (Y axis) using 

a variety of patterns and different numbers of measured focal planes (X axis). The mean 

convergence percent is indicated by the red curve while the shaded error bars represent 1 standard 

deviation over n=4 datasets. (B) Representative patterns using 17, 19, and 25 measured focal 

planes are shown. Measurement points are in red, microraft array edges are in black, and the small 

black points represent all focal plane measurements contained in the datasets from (A).  
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Figure 2.8 Fitting performance using different patterns of focal plane measurement. (A) Three 

measurement patterns for shape fitting, as well as a 322-point measurement used as ground truth. 

(B) 3D visualizations of shape models fit to the data and the ground-truth point clouds of focal 

measurements. (C) X-Z cross-sectional views of the shape fit (blue curve) though the array center.  

The black dots on each graph depict the ground truth focal measurement. (D) Differences, in 

microns, between the ground truth focal measurements and focal predictions using the thermal 

tension model. Dashed line represents 40 µm, 1× depth of field of the microscope objective. 
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Figure 2.9 Fitting residuals. Shown are the residuals as a function of distance from the microarray 

center using Pattern 1 focal measurements to predict a 312-point grid of focus locations throughout 

a microraft array. 
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Figure 2.10 Application of physical model to automated cytometry. (A) Whole-array stitched 

bright-field image of a microraft array seeded with H1299-EGFP cells. (B-D) Images from select 

regions of the array as indicated in panel A. Close-up bright-field (top row) and composite 

fluorescence (middle row) images of representative individual microrafts are shown at the three 

locations. Green: cytoplasmic EGFP fluorescence. Blue: nuclear Hoechst 33342 fluorescence.  

Also shown are visualizations of identified microrafts (white outline), cell cytoplasm (green) and 

nuclei (blue) (bottom row) after analysis of the bright-field and fluorescence images.  
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Figure 2.11 Application of gold-standard thin plate spline model to automated imaging. (A) 

Whole-array stitched bright-field images of a microraft array seeded with H1299-EGFP cells. (B-

D) Images from select regions of the array as indicated in panel A. Close-up bright-field (top row) 

and composite fluorescence (middle row) images of representative individual microrafts are shown 

at the three locations. Green: cytoplasmic EGFP fluorescence. Blue: nuclear Hoechst 33342 
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fluorescence. Also shown are visualizations of identified microrafts (white outline), cell cytoplasm 

(green) and nuclei (blue) (bottom row) after analysis of the bright-field and fluorescence images. 
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2.6 Tables 

Table 2.1 Uncertainty in modeling parameters. 

Parameter Value* 
Standard 

Uncertainty 

Relative Standard 

Uncertainty (%) 

E 1.88 MPa 0.21 MPa 11% 

h 264 µm 22 µm 8% 

∆ 58 °C 2 °C 3% 

V 3 mL 0.005 mL 0.2% 

α 265 ppm/°C ~ ~ 

ν 0.50 ~ ~ 

ρ 1000 kg/m3 ~ ~ 

g 9.80665 m/s2 ~ ~ 

*For a representative transferred array (Condition 1, Table 2.2)  
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Table 2.2 Transferred microraft array experimental conditions. 

Condition Description   

Nominal 

PDMS 

Thickness 

(µm) 

Temperature 

Difference 

(°C)* 

PDMS 

Base:Cross

-linker 

Maximal  

Deformation**  

(µm) 

1 Standard Conditions 300 58 10:1 153 ± 24  

2 120°C Cure 300 83 10:1 94 ± 2  

3 2× Thickness 600 58 10:1 72 ± 21 

4 3× Thickness 1000 58 10:1 52 ± 5  

5 2× Crosslinker 300 58 5:1 84 ± 6  

6 150°C Cure 300 113 10:1 122 ± 32 (N=4) 

7 175°C Cure 300 138 10:1 116 ± 72 

8 
150°C Cure, 2× 

Thickness  
600 113 10:1 89 ± 23 

9 
2× Thickness and 

Crosslinker, 120°C Cure 
600 83 5:1 72 (6 mL, N=1) 

10 4× Crosslinker 300 58 2.5:1 111 ± 31  

11 Non-transferred Array 300 58 10:1 1722 ± 89  

*Difference between fabrication temperature and experimental temperature (37 °C) 

**Mean ± standard deviation, N=3 and liquid load V=3 mL unless otherwise noted in parentheses 
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Table 2.3 Comparison of cytometry performance. 

Focusing 

Pattern 

Modeling 

Time (s) 

Median Relative Absolute Error (%) 
Microraft 

Analysis  

Efficiency (%) 

Correct 

Cell 

Counts (%) 

Incorrect* 

Cell 

Counts 

(%) 

Microraft 

Area 

Cytoplasmic 

Area 

Nuclear 

Area 

Cell 

Count 

Ground Truth 1336.4 0.0 0.0 0.0 0.0 100.0 100.0 0.0 

Pattern 1 101.3 0.5 1.1 2.0 0.0 100.7 79.7 15.7 

Pattern 2 116.0 0.8 1.7 3.0 0.0 100.8 78.0 16.3 

Pattern 3 109.0 0.9 2.2 3.4 0.0 100.4 73.2 19.8 

*Error of 1 cell 
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Table 2.4 Comparison of cytometry performance using thin-plate spline modeling. 

Focusing  

Pattern 

Modeling 

Time (s) 

Median Relative Absolute Error (%) 
Microraft 

Analysis  

Efficiency (%) 

Correct 

Cell 

Counts (%) 

Incorrect* 

Cell 

Counts 

(%) 

Microraft 

Area 

Cytoplasmic 

Area 

Nuclear 

Area 

Cell 

Count 

Ground Truth 1336.4 0.0 0.0 0.0 0.0 100.0 100.0 0.0 

Pattern 1 101.3 0.8 2.7 3.1 0.0 101.5 74.6 18.7 

Pattern 2 116.0 1.6 4.4 5.9 0.0 100.2 53.1 25.3 

Pattern 3 109.0 1.6 6.8 9.0 12.5 93.5 43.2 24.6 

*Error of 1 cell 
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CHAPTER 3: AUTOMATED SENSING AND BIOPSY OF HUMAN INDUCED 

PLURIPOTENT STEM CELL COLONIES ON MICRORAFT ARRAY

3.1 Introduction 

 Induced pluripotent stem cells (iPSCs) are adherent cells that are of significant interest due 

to their potential to revolutionize research in disease modeling, drug screening, tissue engineering, 

and personalized medicine. In vitro iPSC generation, maintenance, and assay greatly rely upon the 

ability to sense the microscale location, growth, morphology, and health of adherent cells. 

Generally, this information is acquired optically with detectors varying from the human eye to 

scientific cameras and photomultiplier tubes (PMTs), and sensing modalities such as transmitted 

light, fluorescence, phase contrast, and differential interference contrast (DIC) microscopy. Most 

protocols recommend that daily transmitted or phase microscopy images of the iPSCs be obtained, 

from which an experienced individual can observe nuclear-to-cytoplasmic ratios, colony border 

definition, cellular compaction, apoptotic cells, and other morphologies.1 In broad terms, these 

observations are used to assess the effects of experimental conditions and infer biological cell 

pluripotency and viability. Regular optical monitoring of iPSCs is key even in optimized culture 

conditions, because differentiated cells have the capability to cause a differentiation cascade in 

pluripotent cells and should be identified for removal at the earliest stage to maintain high-quality 

cultures.2 Accuracy in iPSC sensing is critical, not only to ensure safety in clinical applications, 

but also to prevent failed cultures and reduce the costs of culture optimization.3,4 Thus, detecting 

and characterizing iPSCs using optical data is crucial at all stages of iPSC culture. 
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 A major challenge for iPSC applications is the inconsistency of iPSC cultures.5,6 The lack 

of standardized protocols for iPSC culture and handling is a key source of inconsistencies and is 

due, in part, to the subjectivity of the interpretation of biological image data between individuals. 

Individual bias can arise when inferring holistic iPSC culture health from individual high 

magnification images. Furthermore, the expertise, labor, and time requirements are a barrier to 

continual monitoring of iPSCs. The inconsistencies in iPSC culture introduced by qualitative 

optical evaluation of iPSCs can be compounded by the use of commonly used iPSC splitting 

methods. Currently, chemical, enzymatic, or mechanical dissociation of a colony followed by the 

re-plating of each colony fragment into separate culture vessels, remains the gold-standard method 

for most iPSC applications. While chemical or enzymatic dissociation are generally quick and 

effective methods to generate fractions of a cellular population, these methods can perturb cells, 

can result in cytotoxicity or chromosomal abnormalities, and are unable to isolate fractions of cells 

with spatial and size specificity. 7–10 In contrast, cells can be mechanically dissociated from 

surfaces using cutting, scraping, and aspirating instruments with high cell viability and the ability 

to biopsy specific colony sections for isolation. However, even in experienced hands, mechanical 

dissociation methods are time intensive, low-throughput, and inconsistent. 

 Automated cell handling technologies coupled with computer vision can address the 

limitations of manual culture and colony splitting methods. Automated systems have the potential 

to vastly improve the throughput, precision, and consistency of iPSC sensing and handling while 

eliminating human bias. Computerized analysis enables precise and unambiguous analysis of 

microscopy data of biological samples.11,12 Recently, methods have been reported to detect and 

classify patches of iPSCs from transmitted light microscopy data.13,14 While these methods are 

sensitive to minute differences in colony shapes and textures, their robustness remains unexplored. 
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To date, various automated systems making use of image analysis have been reported for iPSC 

handling, such as tissue choppers, liquid handlers, laser micro-dissectors, and suction aspirators.15–

19 Yet, these systems generally rely on the use of phase contrast or fluorescence intensity-based 

methods to approximate the location of large iPSC colonies, and no system has demonstrated long-

term label-free culture and handling of human iPSCs (hiPSCs).20 With the dramatically increasing 

number of studies involving hiPSCs for clinical applications, there is a need for automated, 

unbiased approaches to the maintenance and handling of the cells. 

 One path for improvement for handling hiPSCs involves automated microtechnologies.21,22 

Microtechnologies have numerous advantages: low sample volumes, optical clarity, opportunity 

for control over in vitro culture environment, and wide customizability in design. Various 

microdevices have been developed for the propagation, differentiation, and analysis of stem 

cells.23–26 One viable approach to splitting cells is to discretize the culture surface into individual, 

releasable elements. For example, micropallet arrays have been reported for several colony-

splitting applications.27–29 However, they require complex microfabrication, expensive lasers, and 

materials with unknown hiPSC compatibility and fluorescent labeling of cells. Overall, a method 

of performing large scale, gentle, automated hiPSC splitting with high efficiency, without the use 

of exogenous cellular labels, and with accessible technologies has not been demonstrated. In 

particular, microtechnologies for hiPSCs lack robust label-free automated sensing methods to track 

colony growth of cells adhered to microfeatures. The identification of colonies is a necessary and 

important precursor to automated colony biopsy.  

 Herein is described the development of a colony tracking method that is robust even with 

uneven backgrounds and shifts in sample position between time-lapse points. To demonstrate 

utility, this computer vision approach was applied to monitor hiPSC colonies in culture on 
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microraft arrays. Microraft arrays are microwell arrays with individually addressable, 

micromolded releasable magnetic culture elements.30 Microraft arrays have previously been 

automated for the isolation of rare non-adherent cells.31,32 An automated system was developed to 

detect and excise biopsies of hiPSC microcolonies growing on quad microraft arrays. Quad 

microraft arrays are specialized microraft arrays in which each microraft has been discretized into 

a 2×2 colony culture and biopsy site.33 The main advances of the automated system involve the 

use of: 1) automated bright-field image analysis to guide the ejection of microrafts with adhered 

cells from the array; 2) quad microrafts to control colony spreading; and 3) the application of small 

forces to break cell-cell adhesions to split adhered colonies. The automation of this system was 

optimized for speed, accuracy, and robustness to be capable of performing 683 microraft releases 

(without cells) with >99% efficiency and 100% accuracy within 2 hours. With expanding colonies 

on the microrafts the system dislodged 231 colony biopsies in under 80 minutes with 97.5% 

efficiency which were subsequently harvested from the microarray for cell culture of highly viable 

colonies. This novel approach to sensing hiPSC microcolonies and automating microraft arrays 

extends to the sensing and biopsy on other microarrays. 

3.2 Methods and Materials 

3.2.1 Microraft array microfabrication 

 Microraft arrays with a cluster (‘quads’) of 4 microrafts per cluster were fabricated as 

previously reported.33 Briefly, two-layered photolithography was employed to fabricate an array 

template. PDMS molds off the template produced microwell arrays, which were dip-coated in 9% 

m/m magnetic polystyrene and cured to form microraft arrays. The arrays were plasma treated for 

5 min before being attached to polystyrene cassettes using PDMS glue. All arrays were transferred 

to the cassettes using the membrane transfer strategy previously reported. 
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3.2.2 Stem cell culture 

 HiPSCs (SC102A, System Biosciences) were cultured on tissue culture-treated cultureware 

coated with HESC-qualified Matrigel (Corning) according to the manufacturer’s instructions. 

MTeSR-1 (StemCell Technologies) was used as the culture medium and was replaced daily for all 

cultures. Cells were passaged as multicellular clumps by dissociation with EDTA (Corning) at 500 

µM or ReLeSR for 3-4 minutes at 37oC. When culturing low numbers of cells (<10 cells/mm2) on 

microraft arrays, up to 1:1 conditioned media:fresh media was used to enhance cell survival. 

Karyotype analysis of cells from the manufacturer indicated an impurity of about 10% female 

hiPSCs of unknown identity; thus, all hiPSCs used in this work were maintained under 10 passages 

from the manufacturer to ensure stability and reproducibility throughout the duration of the 

experiments. The SC102A cell line has since been discontinued.  

3.2.3 Immunostaining 

Cell viability was assessed by incubating cells in culture medium (30 min, 37oC) with 0.16 

µM Hoechst 33342 counterstain (Thermo Scientific) and 8 µM CellEvent Caspase-3/7 Green 

(Invitrogen) to stain apoptotic cells. Cell samples assessed for pluripotency were fixed with 4% 

paraformaldehyde (Sigma) pH 7.4 for 15 min and washed with 3% bovine serum albumin (BSA, 

Fisher Bioreagents). Cells were permeabilized using 0.5% TritonX-100 (Fisher Bioreagents) for 

20 min and washed with 3% BSA followed by 7.5% glycine (Sigma) to ensure quenching of the 

fixative. Permeabilized cells were blocked with an immunofluorescence buffer [IFB; comprised 

of 0.05% Tween-20 (Sigma), 0.2% Triton-X 100, 1% BSA, and 0.05% NaN3 (VWR)]. After 90 

min, cells were incubated with 1:200 primary antibodies:IFB overnight at 4oC. The primary 

antibodies included a human anti-Oct4 rabbit polyclonal and human anti-Tra-1-60 mouse 

monoclonal antibody (Abcam). After overnight incubation, cells were washed with IFB and 
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incubated with 1:500 secondary antibodies:IFB for 45 min. Secondary antibodies used included 

Alexa Fluor 647 anti-rabbit (Jackson ImmunoResearch) and Alexa Fluor 488 anti-mouse (Thermo 

Fisher). The cells were washed with 1× phosphate buffered saline (PBS, Gibco) and incubated 

with 0.16 µM Hoechst 33342 for 15 min. Stained cells were stored in 0.1% NaN3 at 4oC prior to 

imaging. Unless otherwise specified, solutions were prepared v/v in 1X PBS and incubation steps 

were performed at room temperature (25 oC). 

3.2.4 Microscopy  

 Imaging was performed using a motorized Olympus IX81 microscope with motorized stage 

(ASI MS-2000), motorized focus drive (Olympus), and camera (Hamamatsu Flash 4.0 V2). The 

microscope was situated within a plexiglass incubator that maintained a temperature of 37 oC, with 

60% humidity and 5% CO2. All microscopy was automated using a MATLAB GUI that interfaced 

with the automated components using Micromanager’s MMCore Java API. 

3.2.5 Automated microraft release 

 A motorized microneedle device was utilized to dislodge microrafts as previously reported. 

The device used a stainless steel microneedle (8 mm total length, 100 µm sheath diameter, 500 µm 

taper length, and approximately 5 µm tip diameter) seated with epoxy in an acrylic window. The 

window was incorporated onto a cantilever that was actuated up and down by means of a stepper 

motor (Hayden Kirk). The mobile needle assembly was placed on an objective sleeve fitted to 

Olympus microscopes (24 mm diameter). The microneedle device was controlled using an 

Arduino Uno integrated circuit with a motorshield attachment (Adafruit) and was automated by 

MATLAB code using the Arduino software package to communicate to the Arduino by serial 

commands over USB.  
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 For automated microraft release experiments, a 2” diameter, ½” thick N52 disk magnet 

(K&J Magnetics) was used to collect all biopsies. To illuminate the array during biopsy, an 

electroluminescent sheet (EL Luminates Inc.) powered by an inverter was used. MATLAB code 

was used for all hardware automation. 

3.2.6 Manual Biopsy 

A 30G ½ hypodermic needle was used to engrave grid lines into hiPSC colonies viewed 

under an inspective microscope. A 20 µL micropipette was used to aspirate sections of the colonies 

and transfer the biopsies to new culture vessels.  

3.3 Results and Discussion 

3.3.1 Development of a cell-growth array to support automated colony sensing and biopsy 

on a microscale format 

 Quad microraft arrays were fabricated that discretized colony growth sites into four 200 

µm × 200 µm microraft surfaces (Figure 3.1). The microrafts were cup-shaped – flat and highly 

transparent in the middle but with steep rising walls at the edges (Figure 3.1 B-C). The microraft 

surface had a slope of 59.2 degrees from horizontal at the steepest, as measured from confocal 

microscopy cross-sections of rhodamine-doped microrafts. Due to their shape, these microrafts 

had high contrast at their edges under brightfield imaging, a feature with the potential to facilitate 

their automatic detection and the subsequent tracking of adhered cells. To encourage colony 

expansion within quads but delay growth outside of a quad, each of the microraft subunits within 

a quad were minimally separated by a 30 µm PDMS barrier and each quad was separated from 

others by 50 µm tall, 100 µm wide barriers (Figure 3.1 D-E). 
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3.3.2 Colony Growth Sensing and Tracking 

  The specific detection of adherent cells in brightfield microscopy images is inherently 

challenging. In contrast to fluorescence microscopy, transmitted light microscopy can have a 

significant, non-homogeneous background signal. When in focus, adherent cells have very low 

contrast due to their flatness on their culture surface; partially out of focus cells are bordered by a 

halo of signal. Adherent hiPSCs were detected from brightfield images using a combination of 

brightfield detection techniques (Figure 3.2).34,35 First, the uneven microraft background was 

estimated and removed from each image. Second, a standard deviation projection was performed 

using background-subtracted images acquired from three different focal planes. The resulting 

images had high signal where cells were located, which allowed texture filters to identify cellular 

locations. 

 Microraft arrays are an inherently uneven background under transmitted light microscopy 

due to the dark borders of the microfeatures, well edges, cellular and material debris, defects, 

bubbles, and bulb variations. Large-scale variations in array illumination were estimated by 1) 

dividing the images into 200 × 200 µm segments, 2) setting all pixel intensities within each 

segment to the mean intensity of all the pixels within their segment, and 3) smoothing the result 

using a Gaussian filter with a smoothing kernel of 8 µm standard deviation. An illumination-

corrected image was generated by normalizing each image by its Gaussian background and 

matching the mean intensity to a reference image (i.e. the initial time point image). 

 Each image of the microraft array was registered translationally and rotationally to its 

position- and focus- matched initial timepoint image using the single-step DFT algorithm 

(MATLAB File Exchange #18401) iterated over -0.5 to 0.5 degree angular rotations.36 The 

microarray background was estimated as the illumination-corrected and registered initial timepoint 
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image of the array prior to seeding. Alternatively, a microarray background could be estimated 

from the average projection of the illumination-corrected and registered images from multiple 

timepoints of the array after seeding. After a pixelwise subtraction of the background, a pixelwise 

standard deviation projection (SDP) was used to increase the specificity of the signal from the 

cells. A top-hat background subtraction using a linear structuring element of 33 microns was used 

to remove the non-specific signal from microrafts, which appeared as straight lines in SDP images. 

While the SDP sensitively showed the position of objects on the microarray, the signal did not 

label the entire cell and could not segment contiguous sheets of cells by intensity thresholding. 

However, areas of the array with cells had markedly high texture compared to bare areas, which 

exhibited a homogenous signal in the SDP images. To quantify colony area, cell-covered surfaces 

were differentiated from bare array surfaces using a local entropy texture filter on the SDP images. 

A local entropy filter calculates the average amount of information within a local neighborhood 

with pixel intensities i and intensity probability pi.  

  (3.1) − ∑ 𝑝𝑖 log 𝑝𝑖 

 To optimize this method, the three focal planes at which to image to acquire optimal SDP 

images were investigated. Brightfield images of hiPSCs were acquired at their plane of best focus 

and at 50 additional focal planes, spaced apart by 2 µm, above and below the surface. Each of the 

220 combinations of 3 focal planes separated by at least 20 µm were used to construct an SDP 

image. Colony segmentations derived from intensity-thresholding of these SDPs were compared 

against hand-drawn colony segmentations for pixelwise accuracy. The optimal focal planes were 

identified from the mean of the top 10 focal plane sets to be z = [-129.4, -48.8 -0.5] ± [16.8, 20.9, 

14.1] µm where z = 0 was the optimal focal plane of the brightfield image using a diagonal 

Laplacian focal method and negative values are downward.37 Three focal planes, one above, one 
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below, and the last at the same focal plane of the sample, provided the most accurate SDP signal. 

For consistency, z = [-115, -57.5, 0] were the focal planes used for all experiments. To validate the 

optimized method, brightfield segmentations were compared against segmentations obtained from 

fluorescence microscopy of stained cells. The brightfield segmentation method had a true positive 

rate (sensitivity) of 87.4%, true negative rate (specificity) of 98.8%, accuracy of 97.9%, and 

precision of 86.0%.   

 With the use of the brightfield detection method, various quantitative culture data were 

extracted from an image data of hiPSCs (Figure 3.3). An array seeded with fragments of hiPSC 

tissue (on average 4 cells per fragment) was cultured for 7 days (2 days with Y-27632 Rock 

inhibitor) and imaged daily (Figure 3.3 A-B). Initially, the cells clumps adhered randomly 

throughout the array, with 15.5% and 13.3% of the array covered on microrafts and PDMS borders 

regions, respectively. After the removal of Rock inhibitor from the medium, cells were no longer 

able to grow on PDMS, which was reflected by an 8-fold greater increase in cell coverage over 

microrafts in comparison to increase in coverage over the PDMS in subsequent days of culture. 

Furthermore, the removal of Rock inhibitor allowed colonies on microrafts to begin to resume 

their normal compactness, which caused a dramatic reduction in array coverage to 6.8% on 

microrafts and 0.4% on the PDMS (Figure 3.3 D). After one day recovering from the lack of Rock 

inhibitor with less than 15% increase in array coverage, the cells began to rapidly divide and 

expand over microrafts. The array coverage increased exponentially with a doubling time of 29 

hours. For culture days 4-7, >70% of the colony growth occurred on microrafts (as compared to 

the PDMS surface). Colonies that filled their microraft began to expand over the PDMS to adjacent 

quads. One day 5, 6, and 7 of culture, 5.8%, 23.8%, and 60.1% of microrafts with colonies had 

expanded outside of their quad. These colonies covered >90% of their underlying microraft 
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surfaces on average. HiPSC colonies expanded rapidly over the arrays and by 7 days of culture, 

the majority (57%, or 427 out of 745) of colonies spanned 2 or more microrafts (Figure 3.3 C).  

3.3.3 Evaluation of HiPSC Culture on Quad Microraft Arrays 

 The health of iPSCs in culture on quad microraft arrays was investigated as a prerequisite 

for effective colony biopsy. HiPSCs passaged as clumps of cells onto Matrigel-coated quad 

microraft arrays rapidly grew and expanded over microraft culture sites. HiPSCs on microraft 

arrays expressed Oct4 (97.8 ± 4.3%) and Tra-160 pluripotency markers (Figure 3.4 A). 3.6% of 

cells on the microarray were Caspase-3/7+ (a marker of early apoptosis) compared to cells on 

standard cultureware with 0.76 ± 0.20% (N = 3 biological replicates) of Caspase-3/7+ cells.  

3.3.4 Biopsy of HiPSCs using quad microraft arrays  

 Quad microrafts without adhered cells released similarly to previously reported microrafts 

when dislodged by a microneedle. On average, quad microrafts required 1.23 ± 0.57 (N=30) 

microneedle actuations to be fully dislodged compared to the 1.27 ± 0.45 actuations for previously 

reported, 200×200µm microrafts. One average, the quad microrafts traveled 4.1× more slowly 

towards a magnet which can be attributed to the small mass of quad microrafts compared to the 

previously reported standard (approximately 20 µm versus 40 µm). Nevertheless, however, there 

was a 100% efficiency in releasing quad microrafts from the array using a microneedle and 

subsequently collecting them using a magnetic wand. 

 Microrafts bearing cells were released using a motorized release device that was manually 

aimed at microrafts using a stage joystick. In all cases, microrafts were released from the array 

with its primary cell-load adhered to the microraft. Colonies were broken along microraft edges if 

their cells extended off the microraft (Figure 3.5 A). Microrafts with large sheets of outgrowing 

cells on multiple sides were difficult to release, and were largely impossible to remove without 
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dislodging adjacent microrafts and cells. To improve upon this, the array was incubated in EDTA 

for 4 minutes to diminish cell-cell adhesion prior to biopsy. Unexpectedly, the EDTA 

preferentially also weakened the cell-PDMS adhesions so that cells on the PDMS were detached 

from the array during this process. Cells on microrafts were not released suggesting that the 

adhesions to the Matrigel-coated polystyrene was significantly stronger that for PDMS. Based on 

these results, the possibility of removing the cells attached to the PDMS from the array prior to 

biopsy using EDTA was promising. To accomplish this, hiPSCs in culture on a microraft array at 

day 6 of culture were treated with EDTA for 6 min, followed by 3x flushing with DMEM/F12 

media or gentle scraping. Quantitatively, the cellular area was reduced by 60.4 ± 26.4% on the 

PDMS outer borders (N = 472 borders with >75% initial coverage), and 17.6 ± 31.8% on the 

microrafts (N = 1316 microrafts with >75% initial coverage).  

 The self-renewal, pluripotency, and viability of biopsies removed from arrays was 

investigated. Biopsies from the microrafts adhered to fresh Matrigel-coated polystyrene dishes and 

expanded rapidly with high yield and quality (Figure 3.5 C). Expanded and passaged colonies from 

microraft biopsies, expressed Oct4 and Tra-1-60 (Figure 3.5 D). Immediately after biopsy, a small 

quantity of caspase-3/7+ cells were found at the microraft periphery (2.99% +- 2.53%, N = 3), 

indicating a small amount of apoptotic cells at the biopsied edge (Figure 3.5 B). In comparison, 

when the hiPSCs were cut using a hypodermic needle, 7.56% ± 3.33% (N = 5) and 7.89% ± 1.35% 

(N = 6) of cells were caspase-3/7+ in the biopsy and mother colony, respectively, compared to a 

background of 1.90 ± 1.14% of unmanipulated cells within the same culture and 0.29% ± 0.25% 

of cells from unprocessed cultures (Figure 3.4 B). A two-way ANOVA with multiple comparison 

testing found that, overall, cells in the microraft biopsy group had statistically significant lower 

caspase-3/7+ cells than cells in the mechanical biopsy group (p<0.01). Specifically, the population 
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marginal mean caspase-3/7 staining was statistically significantly higher in both the mother and 

daughter colonies cut manually than in unmanipulated cells on the microraft array (p<0.01 for both 

comparisons). No other statistically significant differences were found between group. These 

results indicate that mechanical splitting of colonies induces cell apoptosis above background 

levels, whereas microraft biopsy resulted in low amounts of cell death and produced highly viable, 

pluripotent colony splits. 

3.3.5 Automated microraft isolation system 

 An automated system was developed consisting of a quad microraft array culture and 

biopsy platform arranged on the stage of a motorized microscope (Figure 3.6). To enable rapid 

microraft collections, ejected microrafts were collected into a capture plate situated directly above 

the array using a powerful disk magnet. To provide visual feedback to the automated system, an 

electroluminescent sheet was incorporated between the magnet and array to illuminate the array 

for image acquisition of microrafts during isolation. Lastly, a motorized microneedle was sleeved 

around the microscope objective for automated microraft release. 

 The automation began by determining the position of the microarray on the stage. Of 

utmost importance was determining the focal planes required for high-quality microscopy of the 

array. Thus, the system first rapidly generated a model of the microraft array shape using 

previously reported autofocus routines.38 Using this model, the system was able to effectively 

focus on all positions of the arrays using a 4× objective. Roughly every 15 minutes, the system 

acquired new focal data to update the model and compensate for drift microarray deformation (i.e. 

due to evaporative loss of media from the array). 

 Next, the system scanned the array under brightfield microscopy and located all visible 

quad culture sites on the microarray using automated segmentation. To maximize speed, microraft 



 

82 

 

segmentation was performed in parallel with image acquisition. Briefly, after Otsu’s intensity 

thresholding of the dark borders of microrafts, a series of morphological processing was performed 

on each image to remove cells, debris, and other anomalies from the microraft segmentation 

(Figure 3.7 A). 39 The individual microraft locations within a quad were inferred from the quad 

segmentations. The microraft segmentation was robust and was not significantly impaired by the 

presence of cell colonies, with >99.5% of microrafts detected even when overgrown with dense 

hiPSC colonies. Lastly, each microraft was assigned a unique ID number, in the form (Row#, 

Column#), to enable individual microraft tracking over different days. Since the microrafts are not 

situated in a perfect grid but rather a distorted one, an algorithm was developed to assign the 

identities to microrafts. The algorithm determines the angle of the array, and traces rows and 

columns across known microraft locations using morphological processing (Figure 3.7 B). The 

result is free from missing microrafts, and starting from the lop left coordinate, the grid is crawled 

through until all possible identities are assigned. To link identities despite shifts in the arrays 

coordinates, user feedback on the array offsets was queried by a GUI. To demonstrate the 

robustness of the identification process, fractions of the known microraft locations were removed 

randomly. The identifier with user input correctly assigned unique ID#s to >96% of microrafts 

with up to 56% of the rafts removed from the array.  

 With the 4-dimensional (X, Y, Z, and-time) coordinates of microrafts known, the system 

optimized the order of the targets to minimize the total travel distance. While this optimization has 

no deterministic solution, strategies exist to simply achieve relatively optimized paths. The nearest 

neighbor algorithm (NN), for example, provides a solution by iteratively determining and traveling 

to the closest target. While recently reported algorithms, such as genetic algorithms, can provide 

significantly more optimized paths, their computation time is approximately minutes to hours for 
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large datasets. Thus, a random nearest-neighbor search pattern (MATLAB File Exchange # 

35488), raster scan pattern, and random pattern were investigated in the context of microraft arrays 

(Figure 3.8). For a hypothetical microarray with a grid of 40 × 40 quad culture sites, random lists 

of target microrafts were chosen and the order of the list was optimized by each algorithm. When 

releasing a fraction of the microrafts on the array, the nearest neighbor algorithm was up to 4.03× 

shorter than raster and 7.79× shorter than random pathing. To release 1% (64 microrafts), total 

travel distances of 0.71, 0.46, and 0.15 meters was required, with a total traversal time of 103.94 

s, 80.42 s, and 31.86 s (stage linear translation speed of ~6 mm/s) (Figure 3.8 B-C). Thus, nearest-

neighbor ordering was utilized for all automated microraft release experiments. 

 The automated system next proceeded to aim a microneedle at each target microraft to 

attempt to dislodge it from the microarray (Figure 3.9). The microneedle release process was 

iterative: each attempt, the system re-located the microraft before repositioning the microneedle 

for release. The process continued until <20% of microraft material was detected within the 

microwell, or until 8 attempts were performed. Because the microraft array is based on a thin, 

flexible PDMS substrate, there was some play when puncturing the membrane. Thus, needle 

puncture depth was increased closer to the center of the array (Figure 3.9 A).  

3.3.6 System Characterization 

 To demonstrate the precision and throughput of the release process, 683 microrafts were 

released from an array in the pattern of university logos (Figure 3.10). There was >99% efficiency 

of correctly released microrafts, with 0% of off-target microrafts released. An average of 1.89 ± 

0.04 ejection attempts per microrafts were performed by the system. In total, 112 minutes were 

required from release, including software startup times (Table 3.1). The system measured and 

compensated for 2.5 ± 3.0 µm of displacement error in the stored microraft locations. 93.6% of the 
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microrafts were dislodged after 2 attempts. Image analysis of PDMS membranes punctured by the 

system indicate that there was little to no variation in microneedle puncture location across the 

microarray (13.9 ± 9.5 µm displacement with approximately 15 µm uncertainty in measurement 

method). Overall, the system was rapid, robust, and high throughput when releasing microrafts 

from quad microraft arrays. 

3.3.7 Automated HiPSC biopsy 

 A large variety of bioassays depend on the ability to split a sample of cells into two or more 

sections; one for consumption by a cell-destructive assay or for quality control, and the other to 

retain for continued culture or for biobanking. As a proof-of-concept of the automated system, it 

was applied to split daughter cells from microarrays while leaving intact mother cells on the array. 

Every quad colony site was considered for release as long as it contained > 1 microraft with more 

than 50% cell coverage, a criterion which was selected to maximize biopsy survival and outgrowth 

rate. For quads with multiple possible biopsy targets, the system selected the microraft with the 

least cellular outgrowth, with the assumption that these microrafts would be the most readily 

released microrafts. For hiPSC colony biopsy, it was found that applying force near the microraft 

edge at the middle of colonies was effective at breaking apart the colony. To accommodate this, 

the initial needle impact was automated such that it aimed 5 µm from the spot on the raft periphery 

with the most edge cells. Furthermore, the automation was set only to dislodge the microrafts 

outside of their microwells, which was detected by either >80% reduction in microraft material 

present, >33% change in microraft material detected outside of its well, or the centroid of the 

dislodged microraft being >70 µm away from its initial location.  

 An array seeded with hiPSCs was cultured for 5 days with daily imaging. After pre-

processing the array with EDTA, the automated system was set to attempt to dislodge one microraft 
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bearing cells from every quad containing two or more microrafts with cells. A total of 231 

microrafts were automatically identified as targets, with 140, 36, and 55 targets from colonies with 

cells spread over 2, 3, and 4 microrafts, respectively. Manual inspection confirmed 230 of these 

targets were accurately selected. The system effectively dislodged the target microrafts over a 

period of 77 minutes, with 97.5% or 225 targets dislodged from their microwell (Figure 3.11). On 

average, 4.2 ± 1.6 dislodgement attempts were made per sample. Despite releasing an additional 

0.48 adjacent microrafts per target, 73.6% or 170 of microraft targets were effectively biopsied 

while also leaving behind microrafts containing more mother cells. For 12% or 28 of targets, the 

entire targeted microcolony and adhered microrafts were removed. For the remaining 14.3% or 33 

targets, one microraft was removed from the array but peeled the colony off from the remaining 

microrafts in the quad, leaving no cells behind on the microarray. Although a proportion of 

microrafts were completed ejected from the array, gentle rinsing with media was necessary to 

completely dislodge the microrafts that were still attached to the array by strands of ECM or 

cellular adhesions. The dislodged biopsies were transferred to Matrigel-coated cultureware by 

serological pipette. Although washing was nearly 100% effective at dislodging the microrafts, a 

substantial loss (estimated at 40% of all released microrafts) was observed after using a pipette to 

transfer the biopsies. Regardless, the transferred microrafts were highly viable and rapidly spread 

off of their microraft carriers. After 5 days of culture, the colonies consisted of dense, rapidly 

dividing cells. In total there was a yield of 110 colonies and 48 empty microrafts.  

3.4 Conclusion 

 Microraft arrays are versatile tools for cytometry and cellular isolation. This work 

demonstrates the capabilities of microraft arrays for monitoring, maintaining, and isolating 

colonies of adherent cells, like hiPSCs. Specialized quad microraft arrays were designed to support 
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the culture of viable and pluripotent hiPSCs, as well as the spatial organization of cultured 

microcolonies for up to one week.  Additionally, the array design enables colonies of cells 

spanning multiple microraft subunits to be biopsied using the indirect force of a microneedle 

applied at the bottom of one of the microrafts. This approach to hiPSC colony biopsy generated 

viable, pluripotent colony fragments and resulted in less cell damage than well-established cutting 

approaches using hand-manipulated cutting instruments. 

The automated image analysis scheme developed for detecting hiPSC colonies was capable 

of locating microrafts and hiPSCs atop the 3D surface of the microrafts with high sensitivity and 

specificity. The automatic tracking of microrafts on the array over time allowed for the simple 

extraction of temporal metrics from thousands of microrafts per device. The hiPSC sensing 

method, which consisted of a background subtraction, standard deviation projection, and texture 

detection, is applicable to the robust brightfield detection of essentially any cell or colony type 

from images with arbitrary spatiotemporal backgrounds.  

To demonstrate the utility of hiPSC sensing and biopsy, an automated system was 

developed to perform microraft imaging, analysis, and release processes. The use of visual 

feedback in the form of transmitted light images throughout the microraft release process was 

critical to maximize the speed and robustness of the automated system. As a proof-of-concept, the 

quad microraft array-based automated system was used to successfully identify and biopsy >200 

mature hiPSC microcolonies for subsequent culture. Future research will focus on addressing the 

limitations of the technology by reducing the number of off-target microraft releases during 

splitting and eliminating manual liquid handling of the split colony fractions.  

 The ability to automate colony biopsy enables a wide range of automated bioassays. For 

example, automated microraft biopsy has the potential to act as an efficient front-end to cell-
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destructive assays such as PCR, RNA-seq, and intracellular immunohistochemical staining of the 

released or biopsied cells while still maintaining the living mother colony for other applications. 

In the context of hiPSCs, automated biopsy could be applied for biological quality control, pruning 

of differentiated colonies, and passaging. Of particularly high impact would be to apply the system 

for automated genetic sorting using colony biopsies by screening the released colonies for 

particular gene sequence. Automated genetic sorting of hiPSCs would be indispensable for 

purifying cells at various stages of clinical and research pipelines, including: somatic cell 

reprogramming, induction or repair of disease-causing mutations, and evaluation of differentiation 

potential. Future work will focus on ways to encode the identity of biopsies, such that genetic data 

acquired from biopsies can be related back to the mother colonies from which the biopsies were 

taken.   



 

88 

 

3.5 Figures 

 

Figure 3.1 Quad microraft array design. (A) Photograph of a quad microraft array. (B) ESEM of 

one quad culture site on a microraft array. One microraft subunit and a portion of the lower PDMS 

barriers have been removed. (C) Confocal cross-section of one microraft subunit of a quad colony 

site. (D) Schematic of the intended quad microarray function. Top: proliferating cells spread over 

the surface of quad culture sites, physically impeded from expanded outside of their culture site 

by tall PDMS barriers; Middle: microcolonies are biopsied by ejecting underlying microrafts from 

the microarray; Bottom: Biopsies and their microraft carriers are magnetically manipulated for 

downstream applications. (E) Dimensions of quad microraft culture sites. (F) Footprint of quad 

microraft arrays, consisting of a uniform rectilinear grid of 42 × 42 quads. 
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Figure 3.2 Automated brightfield detection of hiPSCs. (A) Illumination-, flat-field-, and 

registration- corrected brightfield images of a quad culture site with an adhered iPSC microcolony. 

(B) Corrected brightfield images were acquired at three focal planes. (C) Standard deviation 

intensity projection. (D) SDP image processed by a top-hat background subtraction. (E) Local 

entropy texture filtering of the background-subtracted SDP. (F) Result of a size-exclusion by 

reconstruction. (G) Intensity thresholded binary mask. (H) Colony segmentation after 

morphological processing of the binary mask.



 

90 

 

 

Figure 3.3 Cytometry of hiPSCs microcolonies on microraft arrays. (A) Timelapse brightfield 

microscopy of a representative hiPSC microcolony in culture on a quad microraft array. Microraft 

scale: 200 µm. (B) Detail of a brightfield image and overlaid segmentations (white) of microrafts, 

PDMS surfaces, and the hiPSC microcolony. Microraft scale: 200 µm. (C) Classification of 

microcolonies over time. Microcolonies spread over 1, 2, 3, or 4 microraft subunits of their 

associate quad culture site (“singlet”, “doublet”, “triplet”, or “quad” colonies, respectively). (D) 
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Progression of microcolony size over microraft and PDMS surfaces of the microarray. Arrow and 

dashed line: Removal of Rock inhibitor from the culture medium.  
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Figure 3.4 Pluripotency and viability of hiPSCs culture on quad microraft arrays. (A) Confocal 

average intensity projections of Oct4 and Tra-1-60 pluripotency markers compared to brightfield 

and Hoechst nuclear counterstain. (B) Quantitative comparison of cell apoptosis on mother 

colonies, biopsies, and unprocessed cells acquired using either microraft biopsy or manual 

mechanical cutting of hiPSCs.  
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Figure 3.5 HiPSC biopsy using quad microraft arrays. (A) Brightfield microscopy of a 

microcolony before and after microneedle ejection of the lower right microraft subunit. (B) 

Caspase-3/7 viability assay of hiPSCs split by microrafts. (C) Timelapse images of a representative 

colony biopsy. (D) Immunohistochemistry for markers of pluripotency. 
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Figure 3.6 Automated microraft release system. (A) Schematic of automated microraft release 

approach. Superparamagnetic microrafts (red) are positioned over a microneedle using a motorized 

X-Y stage, after which the microneedle is actuated to dislodge the microrafts from the PDMS 

microarray substrate (blue). Dislodged microrafts are pulled upwards through liquid media (pink) 

by a magnet (brown) placed above the microdevice. An electroluminescence panel (yellow) 

illuminates the microarray, enabling an inverted microscope to collect visual feedback about the 

location of microrafts throughout the process. (B) Motorized IX81 microscope, incubator, and PC 

setup. (C) From top to bottom: quad microraft array, neodymium disk magnet, electroluminescent 

light panel, and motorized microneedle device. (D) Assembly of hardware on the motorized 

microscope, in sequence from top to bottom. 
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Figure 3.7 Automated detection and identification of quad microrafts. (A) From left to right: 

Brightfield image of quad microrafts, intensity-thresholded binary mask, morphologically closed 

mask, and morphologically processed segmentation of microraft quads. Scale: 500 µm. (B) From 

left to right: Binary representation of the located microrafts in a quad microraft array with each 

quad represented by a white dot, morphological dilation using 0- and 90- degree linear structuring 

elements, and final adjusted microraft locations with interpolated microrafts. Scale: 10 mm.    
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Figure 3.8. Pathing optimization between microraft targets. (A) Illustrative comparison between 

nearest neighbor, raster, and random pathing algorithms. Gray: microrafts; Black: targets; Red: 

transit path. (B) Distance traversed per target as a function of the fraction of microrafts targeted. 

(B) Total travel distance as a function of the number of microrafts targeted. 
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Figure 3.9. Automated microneedle release of quad microrafts. (A) Schematic of microneedle 

actuation strategy, as seen in a cross-section through the device. During stage translation, the 

microneedle is held 3 mm from the microarray (dash-dotted line). During microneedle actuation 

(dotted outline), to compensate for the increased vertical play in the membrane, the microneedle 

is translated further (green curve) to dislodge microrafts at the center of the microarray than those 

at the edge. (B) EL-illuminated brightfield images of a microraft target during the automated 

release process. Green: detection of dislodged microraft material; Red: detection of undislodged 
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microraft material. (C) Compass plot distribution of microneedle puncture errors. Distance in 

microns. For scale, the size of a microraft is shown in red.  
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Figure 3.10 High-throughput automated release of quad microrafts. (A) Binary mask of university 

logos. (B) Photograph of the processed microarray. 
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Figure 3.11 Automated hiPSC biopsy using quad microraft arrays. Brightfield microscopy images of representative mother and daughter 

colonies after microcolony splitting.
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3.6 Tables 

  

Table 3.1 Temporal breakdown of automated microraft release 

 Total Time 

(min) 
Iterations 

Time per iteration 

(s) 

Microarray shape 

modeling 
   2.6       1 154.5 

Locating microrafts    1.7       1 103.8 

Identifying microrafts    1.0       1   59.4 

Autofocusing    6.9     28            14.8 ± 0.4 

Needle positioning    5.3   683              0.5 ± 0.2 

Needle actuation  37.4 1185                1.9 ± 0.04 

Image guidance  56.6 1185     2.9 

Total 111.5 
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CHAPTER 4: AUTOMATED IMAGING OF ARRAYED COLONIC ORGANOIDS FOR 

SCREENING OF SECRETAGOGUES ASSOCIATED WITH ENTEROTOXINS1

4.1 Introduction 

Infectious diarrheas caused by bacterial production of enterotoxins are common diseases 

worldwide. Enterotoxins, such as cholera toxin produced by the bacteria Vibrio cholerae, interact 

with intestinal epithelial cells to increase the movement of water and ions into the intestinal lumen, 

the consequence of which is severe diarrhea.1 Cholera toxin acts through a series of steps that 

include binding of the toxin to the surface of epithelial cells, endocytosis and a series of enzymatic 

reactions that result in the release of the cholera toxin A1 (CTA1) chain which binds to the 

intracellular protein ADP-ribosylation factor 6 (Arf6) resulting in CTA1 activation.2 Through an 

additional series of enzymatic steps, CTA1 increases the activity of the Gs alpha subunit (Gαs) 

proteins leading to increased adenylyl cyclase activity that results in an elevation in 3',5'-cyclic 

AMP (cAMP) concentration more than 100-fold higher than normal leading to increased activity 

of protein kinase A (PKA). Phosphorylation of the cystic fibrosis transmembrane conductance 

regulator (CFTR) chloride channel proteins by PKA then leads to ATP-mediated efflux of chloride 

ions resulting in the movement of H2O as well as sodium, potassium and bicarbonate ions into the 

intestinal lumen.1,3,4 The calcium activated chloride channel (CLCA) can also cause fluid 

migration in response to toxin-mediated increase in the concentration of intracellular Ca2+.5 Other 

enterotoxins also secreted by the Vibrio bacteria are known to activate the enteric nervous and 

                                                 
1 Reprinted with permission from Anal. Chem., 2018, 90 (3), pp 1941–1950, 

DOI:10.1021/acs.analchem.7b04032. Copyright 2017 American Chemical Society. 
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immune systems producing agonists such as prostaglandins, acetylcholine and histamine which 

can also participate in intestinal ion and water movement through intracellular cAMP or Ca2+ 

signaling.1 The synergistic impact of enterotoxin-mediated effects combine to increase intestinal 

secretion yielding rapid and cumulative fluid loss of up to 2 liters per hour into the intestine causing 

severe dehydration that may result in death.6 

To study intestinal ion secretion and fluid movement, tissue-cultured tumor cell lines are 

often used as surrogate intestinal cells. However, the genetic profile and functional properties of 

tumor cells do not match that of primary tissue.7 Intestinal organoids derived from primary cells 

offer a more accurate functional model of in vivo tissue physiology compared to that of tumor 

cells.8,9 Proliferative organoids are readily cultured from crypts or stem cells isolated from the 

intestine and are maintained by culture within a thick layer of hydrogel (typically Matrigel) in the 

presence of a medium rich in growth factors.10 The organoids possess all cell types of the intestine 

including stem/proliferative cells, enterocytes and goblet cells. These cells form a monolayer 

surrounding a central lumen and are polarized so that their luminal surface faces into the central 

cavity while the basal cell surface makes contacts with the extracellular matrix proteins within the 

surrounding hydrogel. This cell polarity enables the organoids to retain many physiologic 

functions such as the transport of ions across the monolayer.8,11 Contact between the basal, cell-

surface proteins and the extracellular matrix is thought to be required to provide the correct 

mechanical and chemical environment for proper organoid formation, monolayer polarity, and ion 

transport function.12,13,8  

Intestinal organoids have been used for nutrient14, P-glycoprotein (P-gp)15, and ion 

transport assays.11 When ions are secreted by the monolayer, water follows by a passive 

mechanism termed osmosis. When sufficient numbers of ions are secreted, the increase in luminal 
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volume due to water movement results in the swelling of these spheroidal structures and an 

increase in the organoid's cross-sectional area. This area increase can be measured directly16,11 or 

indirectly17 when imaged by microscopy. This phenomenon has enabled intestinal organoids to be 

used in the study of drug effects, genetic mutation impact, and toxin effect on ion secretion in the 

organoids.18–20,11,16 However, embedding the organoids fully within a hydrogel poses a number of 

challenges to increasing the assay throughput.21 The organoids cultured in a Petri dish or multiwell 

plate are typically positioned at random locations along the x, y, and z axes of the thick hydrogel 

layer leaving the organoids in varying image planes when viewed by microscopy. This creates two 

challenges that severely limit assay speed: organoids that are out of focus when using a single 

image plane and organoids that overlap in the x-y plane when viewed from above or below by 

standard microscopy. Strategies to mitigate these weaknesses would increase the numbers of 

organoids per well that are suitable for assay and increase experimental throughput. A second 

disadvantage is that compounds and drugs must diffuse through the hydrogel to access the 

organoid. Interactions of the molecules with the Matrigel can impose a time delay in compounds 

reaching the organoid or decrease the concentration of the compound at the organoid's location. 

Thus, the compound-Matrigel interactions represent an uncontrolled variable in organoid 

experiments.    

 Herein is described the development of a method to create a planar array of colonoids with 

the colonoids located on the surface of a hydrogel and compatible with automated image-based 

assays. The properties of the surface-positioned colonoids were compared to hydrogel-embedded 

organoids. Software to perform organoid segmentation and separation of nearby organoids as well 

as identification of the colonoid location was implemented. An automated analysis pipeline 

identified and quantified the properties of organoids over time and was compared to manual 
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identification and measurement. Colonoid swelling in response to forskolin, cholera toxin and 

physiologic molecules was assessed to characterize the extent and heterogeneity of swelling in a 

population of organoids as well as the rate of fluid movement across the organoid wall. This 

approach should enable efficient, large-scale screening of the impact of drugs, toxins and other 

compounds on colonoid physiology.  

4.2 Contributions to this work 

 This work was performed in equal contribution with Dr. Dulan Gunasekara, who 

performed the in vitro culture of cells, cell staining, and compound preparations, which are 

described primarily in Sections 4.3.1 – 4.3.5.  

4.3 Experimental Section 

4.3.1 Materials 

 Polystyrene 96-well plates were purchased from Denville Scientific, Inc, Holliston, MA. 

Transwells, Matrigel, EDTA, HEPES and gentamicin were purchased from Corning, NY. DMSO 

was acquired from Santa Cruz Biotechnology, Dallas, TX. Optimum cutting temperature (O.C.T.) 

formulation was obtained from Tissue-Tek®, Sakura Finetek USA, Inc. Torrance, CA. Na2HPO4, 

KH2PO4, NaCl, KCl, advanced DMEM/F-12 medium, dithiothreitol (DTT), GlutaMAX, penicillin 

and streptomycin were from Thermo Fisher Scientific, Waltham, MA. Epidermal growth factor 

(EGF), N-acetyl cysteine, sucrose, D-sorbitol, cholera toxin and subunit B, bradykinin, 

prostaglandin E2, adenosine, serotonin, acetylcholine and histamine were purchased from Sigma, 

St. Louis, MO. Vasoactive intestinal peptide was purchased from AnaSpec, Fremont, CA. Fetal 

bovine serum (FBS) was obtained from Atlanta Biologicals, Flowery Branch, GA. Collagenase 

Type iv was purchased from Worthington Biochemical Corporation, Lakewood, NJ. Information 

for staining and assay kits are provided in the relevant sections of the Experimental Section. 
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4.3.2 Isolation of crypts from mouse colon and initial culture 

 The cytomegalovirus enhancer plus chicken actin promoter (CAG)-DsRed mouse model 

in which all cells expressed the DsRed fluorescent protein, and wild-type (WT) mice were used 

for experiments.22,23 All experiments and animal usage were in compliance with the University of 

North Carolina animal care protocol and were approved by the Institutional Animal Care and Use 

Committee (IACUC). Mice heterozygous for DsRed expression were bred on a CD-1 background 

and WT mice were bred on a C57BL/6 background. Mice (male and female ages 6-10 months) 

were humanely euthanized by a lethal dose of isoflurane followed by cervical dislocation under 

the UNC IACUC-approved protocol #13-200. A detailed procedure for crypt isolation and culture 

was previously reported.24,25 Briefly, a colon was surgically extracted from a mouse following 

euthanasia. The colon was then opened longitudinally and incubated with EDTA (2 mM) and DTT 

(0.5 mM) in isolation buffer (5.6 mM Na2HPO4, 8.0 mM KH2PO4, 96.2 mM NaCl, 1.6 mM KCl, 

43.4 mM sucrose, 54.9 mM D-sorbitol at pH 7.4) for 75 min at room temperature prior to isolation 

of crypts. Then the tissue was vigorously shaken in a conical tube with isolation buffer to release 

the crypts from the underlying stroma. Released crypts were pelleted by centrifugation and mixed 

with Matrigel (2500 crypts in 100 μL of Matrigel) on ice (4 °C). 10 μL of this mix was plated in 

wells of a 24-well plate, and the plate was immediately inverted to prevent any contacts between 

tissue pieces and the polystyrene surface. The Matrigel was then cured at 37 °C in a cell culture 

incubator for 15 min. These cultures were subcultured up to 5 times. 

 Both embedded and arrayed cultures were grown in medium rich in growth factors termed 

stem cell medium (SM). SM was prepared by diluting Wnt 3A, R-spondin 2 and Noggin 

conditioned medium in advanced DMEM/F-12 basal medium and adding necessary nutrients and 

buffers. Final concentrations of each growth factor were Wnt 3A (80 ng/mL), R-spondin 2 (38 
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ng/mL), Noggin (36 ng/mL), GlutaMAX (1×), HEPES (10 mM), N-acetyl cysteine (1.25 mM), 

murine EGF (50 ng/mL), penicillin (100 unit/mL), streptomycin (100 µg/mL), and gentamicin (50 

µg/mL). The concentration of Wnt 3A was determined by Wnt 3A ELISA kit (LifeSpan 

BioSciences, Inc, Seattle, WA). R-spondin 2 and Noggin growth factor concentrations were 

measured as described previously.22 The assay medium contained the same nutrients and buffers 

in similar concentrations to SM except Wnt 3A (26 ng/mL), R-spondin 2 (30 ng/mL), and Noggin 

(56 ng/mL).  

4.3.3 Generation of arrayed colonoids 

 A planar biomimetic scaffold comprised of Matrigel (protein concentration 9.2 mg/mL) 

was prepared in a multiwell plate. For a 96-well plate, 75 μL of Matrigel was dispensed to each 

well, and for 12-well Transwells® 200 μL Matrigel was dispensed to produce a Matrigel layer 2.4 

mm thick. The plate was centrifuged for 1.5 min using 2000 rcf at 1 °C. The plate was transferred 

to a 37 °C cell culture incubator for 10 min for Matrigel gelation. To grow organoids on these 

surfaces, colonoids grown in a Matrigel patty were isolated by incubation with collagenase (Type 

IV, 500 U/mL) to break up the Matrigel. After release of the colonoids from the hydrogel, the 

colonoids were gently, mechanically dissociated. Fragmented colonoids (≤50 µm in diameter) 

containing cells derived from a WT or CAG Ds-Red mouse were added to the surface of a 

Matrigel-filled well as a suspension (120,000 cells) in SM. The number of cells in the isolated 

colonoids was calculated using CellTiter-Glo® luminescence cell viability assay (Promega US, 

Madison, WI) according to the manufacturer’s protocol.  Over the first 24 h in culture, colonoid 

fragments (≤50 µm diameter) were allowed to adhere to the Matrigel layer. Over the course of the 

subsequent 2-3 days, these fragments developed into colonoids ≥100 µm in diameter. Arrays were 

imaged using a Nikon Eclipse TE300 inverted epifluorescence microscope with an estimated 



 

113 

 

objective depth of field of >59 μm (N.A. 0.13) for comparison with 3D embedded cultures. The 

viability of colonoids after culturing 72 h on an array was measured using propidium iodide (PI) 

as a marker of cells death and Hoechst 33342 as a counterstain. After 72 h of culture 100% of the 

colonoids were viable.  

4.3.4 Colonoid characterization 

 Colonoids were grown on the surface of Matrigel layered onto the membrane of a 12-well 

Transwell® insert. After culturing the colonoids for 3-days, the array was fixed using 4% 

paraformaldehyde for 25 min. The array was incubated with 30% sucrose for 3 h and kept in O.C.T. 

formulation overnight. The membrane was cut out of the insert and the tissue was sectioned using 

a cryostat to obtain 10-μm thick slices. These slices were stained using fluorescently-labeled 

phalloidin for F-actin (ActinGreen™ 488, Molecular Probes, Thermo Fisher Scientific, Waltham, 

MA) and Hoechst 33342, then imaged by fluorescence microscopy. 

4.3.5 Cell lineages in arrayed colonoids 

 To mark S-phase cells, 5-ethynyl-2’-deoxyuridine (EdU, 10 μM in SM) was incubated on 

the arrays for 4 h. The arrays were then fixed in 4% paraformaldehyde for 20 min and incubated 

with 0.5% Triton X-100 for 20 min to facilitate diffusion of the labeling reagents into the cells. 

EdU-marked cells were then stained using Click-iT EdU Alexa Fluor 647 imaging kit (Thermo 

Fisher Scientific, Waltham, MA). Next the goblet cells were stained using rabbit anti-mucin2 (α-

Muc2, 1:200, Santa Cruz Biotechnology, Inc, Dallas, Texas, #sc-15334).26 A secondary antibody, 

Alexa Fluor 488 α-rabbit (1:500, Jackson Immunoresearch, West Grove, PA, # 711-545-152), was 

used to fluorescently label the primary antibody. Stained colonoids were imaged using a Nikon 

Eclipse TE300 inverted epifluorescence microscope with an estimated objective depth of field of 

>11 μm (N.A. 0.3). 
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4.3.6 Automated fluorescence imaging of arrayed colonoids 

 Automated imaging of arrayed colonoids was performed using an Olympus IX81 inverted 

epifluorescence microscope with a 4× objective (Olympus UPlanFL N, N.A. of 0.13 with an 

estimated objective depth of field of 40 µm) and a CoolSNAP HQ2 CCD camera (Photometrics, 

Tucson, AZ) or Hamamatsu Flash 4.0 VZ (Hamamatsu, Japan). Colonoids in this study were 

fluorescently labeled, either by labeling with Hoechst 33342 to stain DNA or by using colonoids 

derived from CAG-DsRed mouse model in which all cells expressed the DsRed fluorescent 

protein. For fluorescence imaging of DSRed and Hoechst 33342, a Chroma ET-YFP 49003, and 

Chroma ET-DAPI 49000 were used, respectively. The microscope was equipped with a humidified 

incubation chamber maintaining an environment at 5% CO2 and 37 °C. All automated image 

acquisition was controlled by a custom MATLAB program (MATLAB 2014b, The MathWorks, 

Inc., Natick, MA) harnessing Micro-Manager microscopy software. Individual wells within plates 

were imaged using overlapping fields of view (i.e. a 6 × 4 image tiling to covering a single well of 

a 96-well plate).  

Despite the curved shape of the Matrigel substrate (a concave meniscus measuring 595 ± 

84 µm from top to bottom over a 2 × 2 mm area, mean ± standard deviation, n=3), well-focused 

images of the colonoid arrays were obtained in an automated fashion. Two strategies were 

combined to compensate for any curvature of the Matrigel surface upon which the arrayed 

colonoids were cultured. First, prior to image acquisition, an autofocus scan of the colonoid array 

was performed to determine focal positions for each desired imaging region throughout the array. 

A software-based autofocus was used that maximized the standard deviation of the pixel intensity 

in fluorescence images of the colonoids. The image standard deviation was chosen as a more rapid 

and robust metric of fluorescence image sharpness than other, typically gradient-based, methods. 
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To further guarantee well-focused images, 40% image overlap was employed during mosaicking 

and only the highly focused, central non-overlapped portion of each image was used for subsequent 

analysis. Once the imaging positions were determined utilizing these approaches, a 15 mm2 area 

composed of 4 × 6 images with 40% overlap between fields was acquired for each well in 22 s. 

The 15 mm2 area was chosen to avoid imaging too close to the well walls (well area: 32 mm2 for 

96-well plates).  

4.3.7 Image analysis and assay metrics 

 All image analyses were performed using custom MATLAB scripts. The analyses began 

by forming full-well images by stitching together the well-focused central portions of the images 

from a well. Colonoids were identified by segmenting the Hoechst or DsRed fluorescent images 

using Otsu’s automatic intensity thresholding.27 For some colonoids the fluorescence labeling was 

dim, which interfered with basic intensity-thresholded segmentation. For these colonoids intensity 

thresholding did not detect the full colonoid boundary, and thus the segmentation was 

discontinuous when in reality the colonoids had an intact and continuous border. To compensate, 

a morphological closing operation using a disk of 19 µm radius (3 pixels) was applied. Objects 

below 100 µm in effective diameter were removed to eliminate debris, dead cells, and organoid 

fragments. Segmentation holes were filled and adjacent colonoids separated using a geometric 

watershed transform.28 Colonoid centroids, areas, and mean fluorescence intensities were 

automatically recorded within the colonoid boundaries identified in the final segmentation masks.  

In order to track colonoid properties over time, an algorithm was constructed to match the 

colonoids in the images acquired at different time points. Every identified colonoid's centroid was 

measured at each time point. When tracking colonoids over time, colonoids whose centroids varied 

less than 100 µm along the plane of the array and whose areas varied by less than 25% between 
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time-points were considered to be the same colonoid. In the event of temporal gaps in the tracking 

of a colonoid, the algorithm linearly interpolated colonoid measurements for up to 2 time points. 

Colonoids with 3 or more untracked time points were excluded from analysis. 

Several metrics were used to quantify changes in colonoid size over time. The magnitude 

of the change in a colonoid’s area was measured as the percent area increase relative to the initial 

area (∆A expressed as a %) or maximal value of ∆A during the assay time (∆Amax expressed as a 

%). The initial rate of size increase of colonoids was quantified as the slope of a linear fit (R2>0.85) 

of area as a function of time. By assuming colonoids are spherical and swell isotropically, area 

rates of change could be converted into net fluid flux occurring between time points 1 and 2 

according to: 𝑓𝑙𝑢𝑥1,2 =
(

𝑉2
𝐴2

−
𝑉1
𝐴1

)

𝑡2−𝑡1
, where Vi, and Ai, represent the colonoid volume and colonoid 

surface at time 1 and 2 (ti).  To cluster colonoid subpopulations, an expanded 10 dimensional data 

set was extracted per colonoid. Supervised clustering to classify individual colonoids into “non-

responsive” (i.e. negative control-like) or “responsive” (i.e. positive control-like) groups was 

performed using a binary linear support vector machine classifier (MATLAB’s fitcsvm).29 See 

section 4.4.5 below for training details. Unsupervised clustering was performed using k-means 

clustering with k = 2. For classification, each dimension of the data was centered and scaled by 

the mean and standard deviation. Classification accuracy was estimated using 5 cross-validation 

folds.  

4.3.8 Clustering analyses for determination of colonoid heterogeneity 

 To determine colonoid heterogeneity using clustering analyses, the size and swelling 

responses of each colonoid were evaluated using 10 metrics, which were calculated from 

measurements of the colonoid cross-sectional area over time. Although these 10 metrics were 
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chosen as a less redundant subset of >15 metrics, it should be noted that several metrics were still 

largely redundant for our data. 

 A colonoid’s general size was measured by its initial cross-sectional area (Metric #1) and 

its final cross-sectional area (Metric #2).  

 The magnitude of a colonoid’s swelling response was measured by the absolute difference 

in cross-sectional area between initial and final timepoints (Metric #3), the relative 

difference in area between initial and final timepoints, normalized by initial area (Metric 

#4), and the most extreme difference in colonoid area relative to the initial timepoint 

(highest or lowest), normalized by initial area (Metric #5).  

 The kinetics of a colonoid’s initial swelling response was measured by the slope of a linear 

fit to the relative area difference (normalized by initial area) over time data (Metric #6) and 

the R2 value of the linear fit (Metric #7). The linear fit was performed using least-squares 

regression, and was fit to the longest linear (R2 > 0.85) segment of the area trace starting 

at the initial timepoint. If no initial segment of at least 3 timepoints long could be fit with 

R2 > 0.85, the line was instead fit to the full area trace.  

 The distribution of a colonoid’s size over time was measured by the colonoid’s area 

distribution’s sample variability (Metric #8), skewness (Metric #9), and kurtosis (Metric 

#10). 

4.3.9 cAMP-stimulated transport 

 Colonoids at day 2 of growth on the array were used for all fluid transport assays since 

these colonoids are comprised primarily of stem/proliferative cells which are thought to play a 

major role in fluid secretion.30 Wild type colonoids were stained with Hoechst 33342 (2 μM in 

assay medium) for 25 min. Forskolin was used for activation of adenylyl cyclase to increase the 
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intracellular cAMP concentration. Forskolin (1 μM), cholera toxin (C-T, 5 µg/mL or 0.5 µg/mL) 

or subunit B of C-T (C-B, 5 µg/mL or 0.5 µg/mL) in assay medium was added to arrayed colonoids 

which were then immediately imaged every 3 min for 1-1.5 h.  DMSO in an amount equivalent to 

that in the added forskolin was added to control wells. The viability of colonoids after 48 h on the 

array with and without an additional 1 h forskolin challenge was measured using propidium iodide 

to assay dead cells and Hoechst 33342 as a counter stain. 100% of colonoids were viable in both 

the forskolin or DMSO treated samples.  

4.3.10 Investigation of fluid movement using compounds of the enteric nervous and immune 

systems 

 Eight compounds that are known to be associated with cAMP or Ca2+-regulated ion 

transport were assessed for the ability to induce fluid movement into the colonoids leading to 

colonoid swelling (Table 4.1). All compounds except forskolin were dissolved in 1× PBS or 

distilled water and diluted 1000× in assay medium prior to addition to the colonoids. Forskolin 

was dissolved in DMSO and diluted 1000× in assay medium. Addition of assay medium or DMSO 

(0.1%) was used as a control. After culturing for 2 days in SM, colonoids were stained with 

Hoechst 33342 for 25 min. The medium in each well was then replaced with the appropriate 

experimental or control medium and the plate was transferred to the microscope for time-lapse 

fluorescence imaging every 3.6 min for 32 min. Compound screening was performed in triplicate 

by culturing arrayed colonoids in three 96-well plates utilizing 16 wells within each plate: one for 

each of the 8 compounds to be screened, one each for the forskolin and cholera toxin positive and 

negative controls, respectively, five for the assay medium controls, and one for the DMSO control. 

To control for plate-to-plate variance, each plate used a random well order for the compounds.  
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4.3.11 Statistical analysis 

 Unless otherwise specified, data is presented as the sample mean and standard deviation. 

Two-tailed t-tests were utilized for comparisons between 2 groups. Statistical analyses of multiple 

experimental groups and controls were performed using one-way ANOVA and Tukey’s test for 

multiple comparisons. For statistical analysis of multiple experimental groups between embedded 

and arrayed organoids, two-way unbalanced ANOVA with Type III sum of squares and Tukey’s 

test for multiple comparisons was used. All statistical tests were performed at a significance level 

of 0.05 and were computed using MATLAB or GraphPad Prism (GraphPad Software, Inc. La 

Jolla, CA). G*Power software (Heinrich Heine University, Germany) was used to for a priori 

sample size determination based off of a two-tailed t-test for differences in ∆Amax of two groups 

with α=1-β=0.05.  

Box-and-whisker plots were used to show ΔAmax (%) of colonoids. The small box indicates 

the mean of the data, the bar shows the median, and the upper and lower boxes represent the 75th 

and 25th percentiles of the data, respectively. The whiskers extend to the 5th and 95th percentiles, 

and "x" denotes outliers. For all statistical comparisons, p values were represented as follows: * 

for p<0.05, ** for p<0.01, *** for p<0.001, and **** for p<0.0001.  

4.4 Results and Discussion 

4.4.1 Generation of a colonoid array and its characterization 

 To generate colonoid arrays, a protocol similar to that used to create acinar cultures from 

tumor cell lines was adapted for the primary intestinal epithelial organoids.31,13 Colonoid fragments 

possessing proliferative cells were plated on the surface of a layer of polymerized Matrigel. Cells 

in the colonoids adhered to the upper surface of the Matrigel and expanded in size while remaining 

attached to the surface (Figure 4.1A,B). Under these conditions, 24 ± 11% (n =19) of the colonoid 
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diameter was embedded within the Matrigel with the remainder extending above the Matrigel 

surface into the overlying medium (Figure 4.1D). None of the colonoids (n=70) on the Matrigel 

surface overlapped in the Z dimension. In contrast, colonoids embedded in conventional 3D 

cultures were frequently found to overlap one another and reside in multiple focal planes 

throughout the gel (Figure 4.2). The polarity of the cell layer surrounding the colonoid lumen was 

investigated by fixing and cryosectioning the colonoids after 3 days of growth followed by staining 

F-actin with fluorescently-labeled phalloidin. F-actin was localized to the inner surface of the 

colonoid lumen suggesting that the actin-rich microvilli were also located on the luminal organoid 

surface and that the organoids were properly polarized (Figure 4.1C).32   

Intestinal organoids consist of proliferative and differentiated cell types similar to those 

found in vivo. To identify cell lineages present in the arrayed colonoids, arrayed and embedded 

colonoids were pulsed with EdU to identify S-phase cells and immunostained for mucin 2 (Muc-

2) to identify the differentiated goblet cells. Colonoids were imaged using a fluorescence 

microscope. The area of the colonoid displaying EdU-based or Muc-2 immunofluorescence was 

quantified and normalized to the total area of the organoid, i.e. the organoid image area positive 

for Hoechst 33342 fluorescence. Colonoids were cultured on the arrays in a medium rich in growth 

factors (SM) displayed an EdU+/Hoechst area of 47.2 ± 24.5% (n=27) suggesting large numbers 

of S-phase or proliferative cells (Figure 4.1E,G). The MUC-2+/Hoechst area was 0.5 ± 1.1 (n=29) 

indicating that few of the differentiated goblet cells were present under these culture conditions 

(Figure 4.1E,G). For comparison, Matrigel-embedded colonoids cultured in the presence of the 

SM possessed an EdU+/Hoechst area of 34.6 ± 22.0% (n=25) that was not significantly different 

from that of the arrayed colonoids (p=0.852) (Figure 4.1F,G). Similarly, the MUC-2+/Hoechst 

area for the embedded colonoids (0.3 ± 0.9%, n=25) was not significantly different than that of the 
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arrayed colonoids (p=0.486) (Figure 4.1F,G). Thus, the arrayed colonoids displayed similar 

numbers of proliferative and differentiated cells to that found in the embedded colonoids 

suggesting that the two organoid culture systems were similar. Additionally the large standard 

deviation in the area of EdU uptake and muc-2 immunostaining suggested that the colonoids might 

be quite heterogeneous in their properties in both culture systems.  

4.4.2 Automated assay of colonoid arrays 

 Since the colonic organoids displayed heterogeneous behavior, significant sample sizes 

would likely be required to identify subpopulations and/or responses to some compounds. Thus, 

automated microscopy and image analysis were implemented so that hundreds of colonoids could 

be assayed per experiment.  A motorized microscope acquired a grid of images spanning each well 

of a 96-well plate (Figure 4.3A). As the colonoids lay above the hydrogel surface and the structures 

did not overlap, autofocus routines could be applied to image the colonoid arrays (22 s/well). The 

images of each well were stitched together followed by application of an automated analysis 

pipeline (Figure 4.3A,B). The colonoids were segmented using Otsu’s method for thresholding to 

create a mask for subsequent fluorescence measurements.27 The masks were size-filtered to 

remove objects less than 60 µm in diameter and adjacent colonoids were separated using a 

watershed transform.28 Colonoid centroids, areas, and mean fluorescence intensities were then 

quantified for the masked regions and these features as well as the colonoid location tracked over 

time.    

To develop the automated platform, murine colonoids expressing DsRed were cultured on 

the arrays and imaged over 3 days. The wells contained a total of 214 colonoids (n=3 wells). The 

median colonoid diameter increased from 105.0 ± 12.8 µm to 139.0 ± 6.7 (p <0.02) over the 3-day 

culture time (Figure 4.3C-E). Between days 2 and 3, the majority of the colonoids (52.6% ± 6.5%) 



 

122 

 

experienced a ≤25% increase in image plane-area (Figure 4.3D). The colonoids were nearly 

stationary over this time with an average linear velocity of 2.8 ± 0.3 µm per hour. A small 

percentage (9.4%) of the colonoid population displayed a >75% increase in image area during the 

24 h time with the fastest growing colonoid expanding in area from 17,850 µm2 to 36,237 µm2 

(equivalent diameter increase from 151 µm to 215 µm). Most of the colonoids (95%) displayed 

area growth rates <4.3%/h and absolute area growth rates <479 µm2/h. 

The performance of automated image analysis of colonoid area and position was evaluated 

from image data acquired between day 2 and 3 of culture (Figure 4.3F). The automated image 

analysis routines segmented and tracked 72.6% ± 7.9% of the wells’ colonoids (154 colonoids 

across 3 wells). A goal of this work was to segment the entire colonoid without including adjacent 

colonoids during the 24-h analysis window. Only 5.2% ± 0.5% (11 colonoids in total) of the 

colonoids were segmented or tracked incorrectly by the automated software. This accuracy was 

attained at the expense of excluding 22.3% ± 7.7% (49 colonoids in total) of the colonoids based 

upon thresholds of allowable colonoid diameter, swelling rates, and centroid velocities. Both 

inaccurate measurements and colonoid exclusion occurred predominantly when the colonoids 

were clustered too densely for successful segmentation or possessed regions that fell below the 

fluorescence threshold for the mask. Notably, the array with the lowest colonoid density (4 

colonoids/mm2) exhibited the least instances of clustered colonoids and the highest rate of accurate 

analysis (81.7%). Thus, increasing the density beyond 4-6 colonoids/mm2 may have diminishing 

returns on throughput when strict colonoid exclusion criteria are used in image analysis algorithms.  

4.4.3 cAMP-regulated transport 

 Intracellular cAMP production initiates ion transport into the intestinal lumen, which is 

followed by the passive movement of water into the lumen. In the colonoids, ions and fluid move 
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into the enclosed lumen causing the structure to swell. To assess the cAMP-regulated transport, 

arrayed colonoids were stained with Hoechst 33342, stimulated with forskolin (0 or 1 µM), which 

is commonly used to stimulate the production of cAMP by adenylyl cyclase in cells. The colonoids 

were imaged over time using the automated platform, and Hoechst fluorescence was used to 

identify and segment the colonoids.  Addition of forskolin to cells resulted in a visible increase in 

the colonoid diameter in less than 1 h while the DMSO control had no impact on the structures 

(Figure 4.4A,B). Colonoid area was tracked over time to determine net rate of fluid movement 

across the monolayer of colonic epithelial cells (Figure 4.4C-E). The percent maximal area 

increase, ∆Amax, of forskolin-treated colonoids was 21.2% [5.3%, 41.9%] (median [25th, 75th 

percentile], n=66 colonoids) relative to their area prior to forskolin addition (Supplemental Video 

S2). In contrast colonoids receiving media or DMSO demonstrated a ∆Amax of 1.1% [0%, 2.5%] 

and 1.4% [0%, 4.1%] (median [25th, 75th percentile], nmedia=63 and nDMSO=71 colonoids), 

respectively, which were both statistically different from the response of the forskolin-treated 

organoids (p<0.0001 for all comparisons). On average, colonoids achieved 75% of their maximal 

swelling within 23 min of forskolin addition and 100% of their maximal size within 46 min. The 

estimated maximal rate of fluid movement in forskolin-treated colonoids during the 1 h assay 

window was 4.23 ± 3.34 µL h-1 cm-2, which was significantly different than that estimated for 

control colonoids (media addition, 1.50 ± 2.02 μL h-1 cm-2; DMSO addition, 1.75 ± 1.93 μL h-1 

cm-2, p<0.0001 for all comparisons). The average initial net fluid flux was between 9-30% that of 

the average maximal net fluid flux for colonoids in media, DMSO, and forskolin. Overall, the fluid 

transport rate of arrayed colonoids treated with forskolin was comparable to that of 3D embedded 

cultures under the same conditions, which was 2.16 ± 0.55 µL h-1 cm-2. These results suggested 
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that cAMP-regulated ion transport followed by passive water movement occurs in the arrayed 

colonoids. 

 The information-rich images of arrayed colonoids can be used for identification of 

heterogeneous behaviors after a perturbation such as application of a drug. For the forskolin-

treatment experiment described above, each colonoid’s size, swelling magnitude, and swelling 

kinetics were quantified using a panel of 10 metrics (see Methods).  To identify treatment-

dependent subpopulations of colonoids, the experimental dataset consisting of 66 forskolin-

treated, 71 DMSO-treated, and 63 untreated colonoids was clustered into 2 groups using k-means 

clustering (Figure 4.4C,D). Forskolin-treated colonoids disproportionally fell into the “responder” 

cluster, which was composed exclusively of 30 forskolin-treated colonoids. The remaining 36 

forskolin-treated and 134 non-forskolin treated organoids clustered into a “nonresponder” group. 

Forskolin-treated responders and non-responders possessed ∆Amax values of 47.7% [35.8%, 

63.7%] and 7.6% [4.0%, 20.0%] (median [25th, 75th percentile]), respectively (Figure 4.4C,E). The 

DMSO-treated colonoid nonresponders exhibited ∆Amax values of 2.2% [0.5%, 6.0%] (Figure 

4.4D,E). The maximum nonresponder ∆Amax was 20.5%, with 48% of forskolin-treated colonoids 

exceeding this swelling amount (8 nonresponders and 24 responders out of 66 total forskolin-

treated colonoids) (Figure 4.4E). These data demonstrate the heterogeneity of colonoids swelling, 

even in response to the same stimulus, i.e. forskolin, a direct activator of adenylyl cyclase.  

 To further validate the swelling assay using arrayed colonoids, the repeatability of forskolin 

induced swelling using colonoids derived from four, wild-type mice (3 male, 1 female) was 

investigated (Figure 4.5). Arrayed colonoids grown from these mice were treated with forskolin 

while a control well received 0.1% DMSO-containing medium only. The median ΔAmax of 

forskolin-treated colonoids from the four mice were 28.8% [20.5%, 33.1%], 15.1% [8.5%, 24.2%], 
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7.5% [2.7%, 14.5%], and 20.2% [9.4%, 28.8%] while the matching percent ΔAmax for the DMSO 

control from these mice was 7.4% [4.3%, 10.3%], 5.6% [3.3%, 9.9%], 2.4% [0.9%, 4.9%], and 

4.1% [0.1%, 6.9%] (median [25th percentile, 75th percentile]), respectively. The mean ΔAmax of all 

three samples was significantly different from their respective DMSO control (two-way ANOVA, 

p<10-7 for all comparisons) as well as between all four mice except between mice 1 and 4 (p<0.05 

for all comparisons) (Figure 4.5). While a functional variation between animal tissues can be 

expected, colonoid swelling did increase across all forskolin-treated samples relative to the paired 

DMSO control.  

The dose dependence of forskolin-induced swelling in arrayed colonoids was then 

investigated and compared to embedded cultures using colonoids from the same mouse. Both 

arrayed and embedded colonoids demonstrated a dose-dependent swelling for forskolin 

concentrations of 50 nM to 5 µM (Figure 4.6A). The dose responses were fit to sigmoidal logistic 

functions using nonlinear regression with least-squares estimation (Figure 4.6B). For arrayed 

colonoids, the EC50 and maximal relative area increase of forskolin-induced swelling were 175.7 

nM (95% c.i.= [52.4, 299.0] nM) and 344% (95% c.i.= [279, 410] %), respectively. These metrics 

were not significantly different from the EC50 and maximum response of embedded colonoids 

from the same mouse, which were 232.4 nM (95% c.i.= [106.9, 357.9] nM) and 284% (95% c.i.= 

[248, 321] %), respectively. Thus, overall forskolin-induced swelling in arrayed colonoids was 

similar to that of hydrogel-embedded cultures.  

The dose-dependence response to forskolin permits an estimate of the number of colonoids 

needed to obtain a statistically significant swelling response as the forskolin concentration is 

altered. The lowest forskolin concentration that induced a statistically different response relative 

to the control was 250 nM (p<0.001, two-way ANOVA), which induced a 2.1 and 2.6-fold 



 

126 

 

increases in the median ΔAmax over the DMSO control for embedded and arrayed colonoids, 

respectively. Based off these data, the estimated total sample size required to detect statistically 

significant differences between the ΔAmax of forskolin and DMSO-treated colonoids is 2868 for 

the expected 1.2× difference, 322 for a 1.5× difference, 80 for a 2.8× difference and 42 for a 2.9× 

difference. Thus even for a moderate level of swelling (1.5-fold size increase), hundreds of 

colonoids must be screened for statistical confidence. The use of arrayed organoid strategy enables 

the assay of sufficient colonoids for these biologically-relevant swelling conditions. 

4.4.4 Investigation of fluid secretion by cholera toxin 

 Cholera is a well-known toxin that causes persistent diarrhea through cAMP production as 

well as activation of enteric nervous and immune systems. The toxin consists of two units, cholera 

toxin A and B. The combined toxin A & B  (CT) is required to activate adenylyl cyclase and 

produce cAMP.1 The B subunit of cholera toxin (C-B) binds to intestinal epithelial cells but does 

not stimulate cAMP production.33 The impact of cholera toxin on colonoid arrays was investigated 

by adding CT, C-B, or media to the cultures and applying the automated platform to track the 

colonoids over time. CT at both 0.5 µg/mL and 5 µg/mL induced a significantly greater increase 

in the ΔAmax than the media control, 0.5 µg/mL C-B, or 5 µg/mL C-B (p<0.01 for all comparisons, 

Figure 4.7A). There was no statistical difference between wells treated with media alone and wells 

treated with 0.5 µg/mL C-B or 5 µg/mL C-B (Figure 4.7A). These data demonstrate the utility of 

the arrayed organoid platform in the measurement of cellular responses to enterotoxins. 

4.4.5 Screening of compounds associated with the enteric nervous and immune systems 

during infectious diarrhea 

 Cell-enterotoxin interactions can activate enteric nervous and immune systems to produce 

compounds that induce ion transport or inhibit ion absorption with subsequent water movement 
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producing diarrhea and significance water loss through the colon.1 To investigate the potency of 

such compounds on fluid transport on intestinal cells, 8 compounds (bradykinin, prostaglandin E2, 

vasoactive intestinal peptide, adenosine, serotonin, acetylcholine, and histamine) generated by 

enteric nerves or inflammatory cells during infectious diarrhea were selected for screening on the 

primary arrayed colonoids (Table 4.1).1 Colonoids at day 2 of culture were incubated with the 

compounds for 32 min while undergoing time-lapse imaging. Forskolin was used as a positive 

control while culture media and C-B were included as negative controls. Automated image 

analysis enabled each colonoid’s size, swelling magnitude, and swelling kinetics to be quantified 

using a panel of 10 metrics. This rich dataset was then processed to analyze unique subpopulations. 

Support vector machine (SVM) classification was used to distinguish between responsive and non-

responsive colonoids. For each well-plate replicate, the forskolin-treated positive controls and 

standard media negative controls were used to train a linear SVM binary classifier, which had an 

estimated cross-validation accuracy of 91.3% – 94.5% when distinguishing between swelling 

responders and static non-responders. The effects of the screened compounds on individual 

colonoid area and resulting classification for a single well plate are shown in Figure 4.7B-C. For 

the PGE2-treated sample, a large number of colonoids were identified as responders (49.6% ± 

17.9%, total of 70 out of 139)  (Figure 4.7B,C). This PGE2-responsive subpopulation possessed a 

greatly increased median ΔAmax (16.2%) compared to that of PGE2-nonresponders (median ΔAmax 

of 4.6%). PGE2 is known to be produced during infection with Vibrio cholerae leading to an 

increase in cAMP.34,35 These results show that colonoids in the cultures were not functionally 

equal. Previously, the Magness group has shown the transcriptional heterogeneity of small 

intestinal organoids within the same culture.36 Small numbers of colonoids treated with compounds 

other than forskolin or PGE2 were classified as responders (1.9%, or 37 out of 1955 colonoids) 
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(Figure 4.7B,C). These responding colonoids could represent unique subpopulations within 

colonoids, but larger numbers of colonoids would need to be tracked to ascertain whether such 

subpopulations exist. Overall, these data support the utility of the arrayed colonoids when 

combined with automated imaging and computation as a screening platform to identify the 

intestinal response to exogenous compounds such as drugs and toxins. 

4.5 Conclusions 

 This paper demonstrates the development of an arrayed colonoid culture system on the 

surface of a hydrogel support. The colonoids resided on a locally flat surface such that efficient 

automated imaging was possible using a computer-controlled microscope. Moreover, the cell types 

and polarity of the arrayed organoids were indistinguishable from hydrogel-embedded organoids. 

Using simple and accessible automated image analysis methods, the positions and sizes of 

individual colonoids were measured over time frames as long as 72 hours. Using this approach, 

the net fluid movement across the epithelial cell monolayer of the organoids was tracked and 

quantified using the colonoid cross-sectional area as a proxy. This image-based tracking of 

organoid swelling was used to screen a small set of physiologic molecules associated with the 

enteric nervous and immune system for their impact on water movement across the colonoid 

epithelium. Heterogeneity in organoid response to chemicals such as forskolin and PGE2, and 

toxins such as cholera was readily observed. For example, PGE2-treated colonoids displayed a 

responsive subpopulation that possessed 3.5× higher response compared to that of PGE2-

nonresponders. To detect smaller swelling responses i.e. from 1 to 2 fold that of the control, 

hundreds to thousands of colonoids are required to identify statistically significant responses. This 

arrayed colonoid system readily permits large numbers of organoids to be assayed enabling small 

subpopulations to be identified. In this instance, 2248 colonoids were assayed in less than 4 h for 
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the compound screen. Great utility is anticipated for this arrayed colonoid culture in applications 

involving screens of drugs, bacterial products, and dietary metabolites on primary intestinal tissue. 

Further, this platform can be readily extended to culture human intestinal organoids for 

personalized medicine applications.  
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4.6 Figures 

 

Figure 4.1 Generation and characterization of arrayed colonoids and comparison to embedded 

colonoids. (A) Work flow for generating the arrayed colonoids. (B) Brightfield image of an 

individual colonoid within the array. (C) F-actin (green) and Hoechst (blue) stained cryo-sectioned 

image of an arrayed colonoid. (D) Cryo-sectioned brightfield image of an arrayed colonoid. (E) & 

(F) EdU (green), MUC2 (red) and Hoechst (blue) stained images of an arrayed colonoid (E) and 

embedded colonoid (F). (G) Percent normalized area positive for EdU or MUC2 fluorescence in 

arrayed and embedded organoids. All scale bars represent 75 µm. 
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Figure 4.2 Brightfield images colonoids. Shown are images of (A) arrayed and (B) embedded 

colonoids at day 2 of culture.  
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Figure 4.3 Automated imaging and image analysis. (A) Work flow of automated image acquisition 

and analysis. i: Arrayed colonoids are imaged over time using a motorized widefield microscope. 

ii: A top-view image of each colonoids is obtained. iii: The images of the colonoids are stitched 

into a single image per well (black dash-dotted line represent well perimeter). iv: Colonoids are 

segmented using automated image analysis to produce a binary map of each colonoid. v: Assay 

metrics such as colonoid size over time are extracted. (B) Stitched, full-well image showing DsRed 

fluorescence of colonoids after 3 days of growth on the array. The scale bar represents 500 µm. 
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(C) Box-and-whisker distributions of colonoid diameter over time. (D) Histogram of percent of 

colonoids versus their percent area rate of change (%/h). (E) A time series of DsRed fluorescence 

images of the single colonoid indicated by the yellow arrow in panel (B). (F) Change in colonoid 

cross-sectional area over time, relative to time zero. Each trace represents a single colonoid (n=62 

colonoids), with the population median colonoid swelling represented by the black trace.   
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Figure 4.4 Colonoid swelling initiated by forskolin. (A) A time series of composite DsRed 

fluorescence images over 1.3 h (time 0: red; other time points: cyan) of a colonoid on an array 

after addition of forskolin or DMSO at time zero. (B) Brightfield images of a colonoid after 

addition of forskolin (1 μM) at zero. (C) & (D) Shown is ΔA of the colonoids over time. Forskolin 

((C), 1 μM) or DMSO ((D), 0.1%) was added at time zero. k-means clustering with k = 2 was 

performed to classify the population into nonresponders (red) and responders (blue). (E) A 

comparison of ΔA versus the number of colonoids treated with forskolin or DMSO for the data in 

panels (C) and (D).  
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Figure 4.5 A comparison of swelling assay performance. Arrays were generated with colonoids 

from 4 different wildtype mice (1-3 male, 4-female).  Added compounds were forskolin (1 µM) 

and DMSO (0.1%). All pairwise comparisons are statistically significant (p < 0.05), with the 

exception of Mouse 1 DMSO vs. Mouse 2 DMSO, Mouse 1 DMSO vs. Mouse 3 DMSO, Mouse 

1 DMSO vs. Mouse 4 DMSO, Mouse 2 DMSO vs. Mouse 4 DMSO, Mouse 3 DMSO vs. Mouse 

4 DMSO, Mouse 1 DMSO vs. Mouse 3 Forskolin, Mouse 2 DMSO vs. Mouse 3 Forskolin, Mouse 

3 Forskolin vs. Mouse 4 DMSO, and Mouse 4 Forskolin vs. Mouse 1 Forskolin.  
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Figure 4.6 Dose dependence of forskolin-induced swelling. (A) ΔAmax of arrayed colonoids 

incubated with varying forskolin concentrations for 1 h. (B) ΔAmax of arrayed (closed black circles) 

and embedded (open squares) colonoids incubated with varying concentrations of forskolin. The 

dose responses were fit to sigmoidal logistic functions using nonlinear regression with least-

squares estimation.  
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Figure 4.7 Colonoid swelling initiated by CT and compounds associated with the enteric nervous 

and immune systems. (A) Box-and-whisker plots of the maximal area attained by colonoids as a 

percentage of their area at time zero. The colonoids were incubated with CT or its B subunit at the 

indicated concentrations for 1.5 h. Colonoid responses to CT, C-B and assay medium was 

statistically compared. (B) 2-D reduction of a 10-dimensional colonoid dataset using principal 

component analysis. The data set consisted of 768 colonoids across 16 wells of a 96 well plate 

treated with 8 compounds and 4 controls. For clarity, the non-responding colonoids in negative 

control media are omitted. All non-responding colonoids are shown in black, whereas colonoids 

with forskolin-like swelling responses are shown color-coded by treatment compound. (C) 

Proportion of colonoids that exhibit swelling within a 32 min window in response to compound 

treatment. Error bars represent ±1 standard deviation using 3 replicate experiments. An SVM 

classifier was trained for each replicate experiment using that replicate’s forskolin-treated and 

control colonoids as the classification’s positive and negative training groups, respectively.  
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Figure 4.8 Principal component analysis. Shown are both the orthonormal principal component 

coefficients for each variable and the principal component scores for each observation from one 

of 3 replicate experimental datasets of compound-induced colonoid swelling. Shown is a 2-D 

reduction of one of the three 10-D datasets, which was extracted from 768 colonoids across 16 

wells of a 96 well plate treated with 8 compounds and 4 controls. The orthonormal principal 

components coefficients for each of the 10 colonoid metrics are indicated by the blue vectors. Each 

red dot represents the normalized principal component score of one observed colonoid. 
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4.7 Tables 

  

Table 4.1 Compounds with impact on colonoid swelling 

Compound 

number 
Compound name 

Receptor/ 

transporter 
Screened concentration 

1 Bradykinin B2 100 nM 

2 
Platelet activating factor 

(PAF) 
PAF 100 μM 

3 Prostaglandin E2 E 5 μM 

4 
Vasoactive intestinal 

polypeptide (VIP) 
VIP 60 μM 

5 Adenosine Adenosine 100 μM 

6 

Serotonin 

(5-hydroxytryptamine) (5-

HT) 

Serotonin transporter 

 
50 nM 

7 Acetylcholine (ACh) Muscarinic 300 μM 

8 Histamine Histamine H1 9 mM 

9 Forskolin Non-receptor based 1 μM 

10 Cholera B sub unit (C-B) GM1 gangliosides 0.5 μg/mL 

11,12,13, 

14,15 
Assay medium    

16 DMSO  0.1% 
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CHAPTER 5: SIGNIFICANCE AND FUTURE AIMS

5.1 Dissertation Summary 

 This dissertation described three interrelated research projects. Chapter 2 described the 

development of microfabrication of tensioned membranes and mathematical modeling of the 

deformation of membrane-based microarrays, which together enabled automated microscopy of 

microraft arrays and their adhered cells. Chapter 3 pertained to technology development toward a 

system for automated monitoring and splitting of human induced pluripotent stem cells. Lastly, 

Chapter 4 detailed the application of automated image analysis and pattern recognition to screen 

diarrhetic compounds on stem cell derived colonic organoids. In broad terms, the common theme 

connecting these projects was the development and application of automated technologies to 

enable the microscale analysis of biological samples. The combination of laboratory automation 

and biological image analysis resulted in powerful, high-throughput research tools for stem cell 

analysis, sorting, and screening. Below, the scientific impact (Section 5.2) and future directions 

(Section 5.3) of this dissertation’s research are explored. For brevity, the discussion has been 

limited to the most notable scientific impacts and to the immediate future directions of the research.  

5.2 Significance 

5.2.1 Membrane Transfer Microfabrication 

 The “membrane transfer” microfabrication reported in Chapter 2 is a novel way to imbue 

tension in thin materials. The simple addition of a temporary substrate allowed the storage of 

enough tension within microarray membranes and more than an order of magnitude reduction to 

the membrane deflection. While the effectiveness of the method was demonstrated for Sylgard 184 
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polydimethylsiloxane (PDMS) membranes, its principle of action is expected to be similar for 

membranes composed of other vulcanizable materials. Mechanical stretching represents an 

alternative method to pre-tension membranes; however, a major downside of this method is that it 

warps micromolded features imprinted on the membrane. In contrast, the membrane transfer 

method consistently and evenly pre-tensions membranes prior to the gelation of micromolded 

features and therefor maintains the fidelity of micromolded features.  

 It should be emphasized that the use of planar sacrificial substrates to store tension in 

membranes is a generalizable method that is compatible with other microfabrication pipelines. 

Most membrane and microchip fabrication pipelines already utilize sandwiched assemblies of 

planar layers and are already compatible with the tension storage method. Furthermore, the stored 

pre-tension would be unaltered by subsequent temperature cycling steps, i.e. from downstream 

microfabrication processes, as long as the membrane remains laminated to its substrate. Since the 

underlying physical principle of pre-tensioning is the well-understood principle of thermal 

expansion, the structural reactions of the membranes to forces is readily described by quantitative 

modeling. This modeling ability enhances the utility of the method when applied to the fabrication 

of microdevices demanding precise and consistent structural properties, such as PDMS lenses. The 

accessibility, simplicity, and effectiveness of thermal pre-tensioning combined with its inherent 

compatibility with microfabrication and design pipelines makes the method a significant 

development for the microfabrication of microarrays, microfluidics and MEMs devices.  

5.2.2 Brightfield detection of cells in microdevices 

 The image acquisition and standard deviation projection (SDP) analysis pipeline presented 

in Chapter 3 represents a straightforward method for detection of adherent cells. Critically, the 

method is label-free which simplifies experimental workflows and is inherently minimally 
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perturbative to cells, which is highly desirable for induced pluripotent stem cells (iPSCs) and iPSC-

derived cells for disease modeling, basic biology research, or therapeutics.  The SDP method 

specifically detects non-stationary objects within a specified focal range. This capability can be 

used to distinguish detect living, adherent cells from a background consisting of microfeatures, 

uneven illuminations, and debris. The pipeline is more specific and robust than contrast-based 

detection techniques that assume a uniform featureless image background. Although recent 

machine learning algorithms have been demonstrated to distinguish adherent cells from their 

surface, these require extensive supervised training datasets. The SDP method simply 

distinguished cells from an arbitrary culture substrate based upon their difference in focal plane. 

The adaptability of the SDP pipeline with respect to the culture surface makes it a superior option 

for in vitro culture applications on transparent microfluidics, microarrays, and engineered culture 

scaffolds.   

5.2.3 High throughput functional organoid assays 

 The colonic organoid (colonoid) culture and assay method developed in collaboration with 

Dr. Dulan Gunasekara in Chapter 4 marks a new paradigm in colonoid research. Colonoids have 

a great potential as model systems for biological research and drug screening. However prior to 

this work, the functional variability within a population of colonoids and between populations 

derived from different individuals had not been widely explored outside of transcriptional 

heterogeneity.1 Indeed, the majority of prior research was based upon observations of very few 

colonoids.2 Furthermore, the reliance of prior methods on embedded cultures and confocal imaging 

precluded the use of colonoids for high-throughput, multiwell plate screening applications. With 

the development of a planar colonoid culture reported in this dissertation, the temporal size and 

morphology of thousands of colonoids can now be assayed per experiment with a motorized 
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widefield microscope and simple image analysis techniques. The marks an important technological 

milestone towards truly high-throughput drug screening with colonoids. Furthermore, the 

observation of marked heterogeneity in colonoid maturation rate and transmembrane transport 

function has important ramifications for experimental design with these organoids. In many cases, 

the marked heterogeneity in colonoids will require the analysis of many more colonoids to 

establish sufficient statistical power to test biological hypotheses.     

5.3 Future Aims 

 The optimization of automated microscopy of microraft arrays in Chapter 2 lays the 

foundations for the use of higher resolution microscopy for microraft array cell sorting and 

cytometry. The autofocus, modeling, and image acquisition methods developed in this dissertation 

could allow the use of higher magnification objectives (20 × and greater) without incurring a loss 

in focus on cells, even on curved substrates. Higher resolution microscopy is essential to analyze 

compact cells (such as stem cells or epithelial cells) or to distinguish cells based on subcellular 

phenotypes (such as features of the nucleus, cell membrane, or mitochondria). Nicole Smiddy 

(UNC Allbritton Lab), Ian Williamson (UNC Magness Lab), Sebastian Mestril (UNC Allbritton 

Lab), and Brae Petersen (UNC Allbritton Lab) are currently engaged in microarray imaging 

applications making use of the technology developed in Chapter 2. These researchers’ applications 

are, respectively, iPSC sorting based on expression of subcellular markers, organoid 

microinjection, calcium flux imaging, and chemical cytometry.  

 The technology to release large quantities of microrafts will enable cell cytometry and 

sorting based upon a screening paradigm. The novel applications of this technology are extensive. 

Hypothetically, screen-based cell sorting would enable almost any assayable biological or 

chemical factor of interest to be used to identify and isolate cells. In my postdoctoral research at 
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the Allbritton lab, I aim to continue my collaboration with the Ramsey lab and Transviragen, Inc. 

to develop a system capable of a genetic sort of iPSCs. In addition, Nicole Smiddy (UNC Allbritton 

lab) and the Purvis lab (UNC) are already applying microraft array-based sorting methods for 

sorting iPSCs. These projects will rely on the microraft cell culture, colony biopsy, and monitoring 

methods developed in Chapter 2 and 3 of this dissertation.  
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