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TRITSCHLER, KATHLEEN A., Ed.D. Use of Statistics in 
Recently-Published Physical Education Research. (1985) 
Directed by Dr. Pearl Berlin. 185 pp. 

The types and frequencies of statistical techniques 

reported in recently-published physical education research 

were studied. Also investigated were: (a) complexity of 

the data that were analyzed, (b) frequency and levels of 

significance testing, assumption testing, and data trans­

formation, and (c) characteristics of the reporting of 

statistical analyses. Stratified random sampling with 

proportional allocation from seven physical education 

research journals was used to identify a sample of 233 quan­

titative research reports. 

Content analyses revealed that a wide variety of 

statistical techniques were employed in the sample of 

reports. Descriptive statistics were reported most fre­

quently; a majority of the reports did, however, employ at 

least one inferential analysis. A £ value of .05 was the 

most commonly reported alpha level for significance testing, 

although most studies failed to state a criterion alpha 

level. Among the inferential studies, 98% reported sta­

tistical "significance" of their findings. 

The research investigations were found to be complex in 

terms of the number of variables studied, but less complex 

when one considers the number of variables simultaneously 

analyzed and the sample sizes employed. Multivariate analyses 



were employed in 25.8% of the research reports; it was 

suggested, however, that multivariate and repeated measures 

analyses should have been used more frequently than they 

were. Researcher writers generally did not provide readers 

with "help" in understanding statistics. The data analysis 

revealed limited observations of justifications for selection 

of a particular statistical technique or citations of sta­

tistical references. Very seldom did writers identify the 

data analysis program that was utilized. 

The types and frequencies of statistical techniques 

employed were analyzed according to the subspecialty focus 

of the research. Multivariate techniques were reported most 

frequently in Measurement & Evaluation research and least 

frequently in investigations of the Functional Effects of 

Physical Activity. Management Theory & Practice researchers 

employed nonparametric techniques more frequently than did 

other subspecialty investigators; no nonparametric analyses 

were observed in research classified as Functional Effects 

of Physical Activity and/or Mechanical & Muscular Analysis 

of Motor Skills. 

Findings were discussed in relation to pertinent 

sources cited in the review of literature. Additionally, 

suggestions were made for improving the quality of pub­

lished physical education research and for academic prepara­

tion in statistics. 
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CHAPTER I 

NATURE AND SCOPE OF THE PROBLEM 

Over two decades ago, in what is now considered 

to be a landmark treatise, Franklin M. Henry challenged 

physical educators to look critically at their field 

to determine if it was a true academic discipline (Henry, 

1964) . In doing so, Henry paved the way for serious 

introspection into the knowledge base of physical education. 

Vanderzwaag's (1973) introductory remarks to a Quest phil­

osophic position paper reminded readers of the seemingly 

obvious, "Before something can be studied there must be 

something to study"! He explained that research, there­

fore, commands a key role in any academic enterprise. 

"Without research, the body of knowledge will remain a 

speculative construct and not become a reality" (p. 78). 

If, however, knowledge deriving from research is to be 

valuable to academicians within a discipline and to pro­

fessionals who seek to apply such knowledge, the research 

must be read and understood. Kroll (1982) suggested that 

it is not at all clear how much basic knowledge and how 

much research competence is required to be an adequate 

consumer of research, but that it is very clear that "one 

must know something of research techniques. . ." (p. 19). 
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Physical education research belongs to the larger family 

of behavioral research. Kerlinger (1979) claimed that it is 

virtually impossible to conceive of modern behavioral 

research without statistical understanding (p. 308) . Indeed, 

both sophisticated and unsophisticated readers of physical 

education research are aware that a vast majority of pub­

lished research is quantitative and statistical in nature 

(Berlin, 1973; Clarke & Clarke, 1984; Teraslinna, 1967). 

Thus, it seems reasonable to propose that statistical 

knowledge is an important competence for the consumers of 

physical education research. 

The Delegate Assembly of NASPE, the National Association 

for Sport and Physical Education, apparently concurs with 

the above proposition. In the "NASPE Accreditation and 

Interpretation of Standards for the Master's Degree Program 

in Physical Education" (1984), coursework in "analytical 

method" was deemed essential to a quality master's degree 

program. Left unspecified by NASPE, however, was the 

exact nature of the analytical knowledge. 

In 1968, Brady determined that the most popular sta­

tistical techniques reported in physical education doctoral 

dissertations were the mean, standard deviation, Pearson's 

product moment correlation, and analysis of variance. 

Burkhardt (1969) found among researchers publishing in 

the Research Quarterly that 42% used techniques of hypothesis 
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testing about means, variances, or proportions, 24% invoked 

correlation and/or regression analyses, 15% used reliability 

and/or validity techniques, 13% treated data according to 

descriptive statistical methods, 5% used nonparametric sta­

tistics, and a mere 1% factor analyzed their data. A decade 

later, Kerlinger (1979) posited that knowledge of advanced 

multivariate statistics was mandatory to appreciate research 

in psychology, sociology, and education. Kerlinger's com­

ment suggests the following questions. What statistical 

knowledge is needed to read the body of physical education 

research produced today? What statistical techniques are 

employed by physical education researchers? 

If Van Doren and Heit's (1973) assertion is true that 

"academic journals mirror the direction of research and serve 

as a medium for a discipline's communication" (p. 67), the 

answers to the above questions can be found by examining the 

scientific journals that publish original physical education 

research. It is readily acknowledged that the Research 

Quarterly for Exercise and Sport is the primary publication 

for original reports of physical education research (Gensemer, 

1985; Kroll, 1982; Montoye & Washburn, 1980). Crase (1978) 

noted, however, that in any consideration of scholarship in 

physical education, one must recognize the emergence of 

the "subdisciplines" which have added "to the breadth of 

the mother discipline. . ." (p. 23). He also noted that 
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the subdisciplines have "promising journals" which serve as 

an indication of the growing knowledge base in the sub­

specialties of physical education. An investigation of 

published physical education research would be incomplete 

without consideration of subspecialty journals. 

An obvious concern for the consumer of research who 

encounters an unfamiliar statistic while reading a research 

report is the availability of information to help him/her 

to understand the statistic. In a guide to research writing, 

Leedy (1985) stressed the importance of providing a justi­

fication for one's selection of statistical procedures. As 

he explained in the text, "Where the data were subjected to 

statistical analysis, a rationale for employing the partic­

ular statistical approach should be presented. It is 

important to know, for example, not that one employs a 

particular correlational technique, but why one has done it" 

(p. 231). The same concern is echoed by both Clarke and 

Clarke (1984) and Isaac and Michael (1982) in their research 

texts. Isaac and Michael additionally stressed the impor­

tance of reporting and justifying the selection of data 

processing procedures. One is led to wonder regarding the 

extent to which physical education researchers provide 

justification for the statistical treatments of their 

data. 
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Slater-Hammel (1965a) hinted at one other piece of 

information that can aid the research reader who encounters 

an unfamiliar statistical technique, i.e., a good statistical 

reference. He criticized the carelessness with which physi­

cal education researchers cited statistical references, 

claiming that 

physical education researchers are frequently depen­
dent upon antiquated introductory texts on statistics. 
... It is not unusual, for example, to find doctoral 
dissertations and research reports completed since 
1960 citing a text of 1930-1940 vintage as the author­
itative source. . . . (p. 212) 

Are today's researchers still guilty of such neglect in 

statistical referencing? 

Physical education research has also been criticized 

for inappropriate use of statistical techniques and for 

neglecting basic rules o'f statistical inference (Baumgart-

ner, 1969; Cox & Serfass, 1981; Gould, 1982; Karpman, 1981; 

Kenyon, 1965; Korell & Safrit, 1977; Levine, 1977; Montoye, 

1955; Morrow & Frankiewicz, 1979; Pierson, 1960; Schutz, 

1972; Schutz, Smoll, & Gessaroli, 1983; Singer, 1966; 

Teraslinna, 1967) . Use of inadequate sample sizes (Baum-

gartner, 1974; Dotson, 1980; Schutz, 1973) and an overconcern 

for statistical significance (Nelson & Hurst, 1963; Schutz, 

1973) have also been areas of expressed concern in published 

physical education research. These criticisms suggest a 

question as to the current practices of researchers con­

cerning appropriateness of statistical techniques, sample 
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sizes employed, and extent of significance testing. Both 

Baumgartner (1974) and Slater-Hammel (1965a) pointed out that 

poor research practices are especially undesirable when pub­

lished research serves as a model for the novice researcher. 

They feared that the beginner would repeat the errors he/she 

has seen in print. 

Statement of the Problem 

The purposes of this study were (a) to analyze selected 

aspects of statistical use in a sample of recently-published 

original reports of physical education research in selected 

physical education journals, and (b) to make inferences to 

the population of such physical education research. More 

specifically, the following research questions were 

addressed: 

Type and Frequency of Statistical Techniques 

1. What statistical techniques were used in a sample of 

physical education research reports? 

la. What was the estimated population proportion of 

physical education research reports that used each 

of the identified statistical techniques? What 

are 95% confidence intervals for the estimated 

population proportions? 

la-1. For each physical education subspecialty, what 

proportion of the sampled research reports 

used each statistical technique? 
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lb. What was the rank order of statistical techniques 

used in the sample of research reports? 

lb-1. For each subspecialty, what was the rank 

order of statistical techniques used? 

lb-1(a). What was the extent of concordance 

in the rankings for all pairs of the 

subspecialties? 

lc. When statistical analyses were classified by similar 

purpose, what was the estimated population proportion 

of the total number of analyses that were classi­

fied into each category of statistical techniques? 

What was the rank order of use by category of 

statistical analyses? 

lc-1. For each subspecialty, what proportion of 

the total number of analyses were classified 

into each category of statistical techniques? 

What was the rank order of use by category 

of statistical analyses? 

Analytic Complexity 

2. What was the estimated population proportion of physical 

education research reports that used as their most 

complex analysis a 1-variable statistical technique? 

...a 2-variable technique? ...a multiple-variable 

technique? ...a multivariate technique? 
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2a. What multivariate statistical techniques were used 

in the sample of physical education research 

reports? 

2a-l. What is the estimated population proportion 

of reports that used each of the identified 

multivariate techniques? 

2a-l(a). For each subspecialty, what propor­

tion of the sampled reports employed a 

multivariate statistical technique? 

Type of Generalization and Significance Levels 

3. What was the estimated population proportion of physical 

education research reports that used inferential statis­

tical techniques? ...only descriptive techniques? 

3a. For each subspecialty, what proportion of the 

sample research reports used inferential statistical 

techniques? ...only descriptive techniques? 

4. What was the estimated population proportion of physical 

education research reports that employed a £ value of .05 

for tests of significance? ...reported exact £ values? 

4a. For each subspecialty, what proportion of sample 

research reports employed a £ value of .05? 

...reported exact £ values? 
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Number of Variables 

5. What was the estimated population median number of 

variables studied in physical education research? 

...of dependent variables studied? 

5a. For each subspecialty, what was the median number 

of variables studied? ...of dependent variables 

studied? 

6. What was the estimated population median for the largest 

number of variables simultaneously analyzed in a single 

statistical analysis? ...of dependent variables simul­

taneously analyzed? 

6a. For each subspecialty, what was the median for the 

largest number of variables simultaneously analyzed? 

...of dependent variables simultaneously analyzed? 

Number of Subjects 

7. What was the estimated population median number of sub­

jects employed in physical education research? 

7a. For each subspecialty, what was the median number of 

subjects employed? 

8. What was the estimated population proportion of physical 

education research reports that used a within-subjects 

or mixed design? 

8a. For each subspecialty, what proportion of the 

sampled research reports used a within-subjects or 

mixed design? 
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Statistical Assumptions, Transformations, 
Nonparametrics 

9. What was the estimated population proportion of physical 

education research that tested for a statistical 

assumption? 

9a. For each subspecialty, what proportion of the 

sampled research reports tested for assumptions? 

10. What was the estimated population proportion of physical 

education research reports that transformed data prior 

to statistical analysis? 

10a. For each subspecialty, what proportion of the 

sampled research reports transformed data? 

11. What was the estimated population proportion of physical 

education research reports that used a nonparametric 

statistical technique? 

11a. For each subspecialty, what was the proportion of 

the sampled research reports that used a non-

parametric statistical technique? 

Reporting of Statistical Analyses 

12. What was the estimated population proportion of physical 

education research reports that provided justification 

for use of a particular statistical technique? ...that 

reported data analysis methods? ...that cited a statis­

tical reference? 
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12a. For each subspecialty, what proportion of the 

sampled research reports provided justification? 

...reported data analysis methods? ...cited a 

statistical reference? 

Definitions of Terms 

For purposes of interpretation, the following meanings 

were designated for use in this study: 

Analytic Complexity. Classification of statistical 

techniques based upon the numbers of variables simultaneously 

entering the analysis. Categories are: (a) 1-variable 

statistic (e.g., mean, standard deviation), (b) 2-variable 

statistic (e.g., Pearson's r, t-test), (c) multiple-variable 

statistic (e.g., factorial ANOVA, multiple regression), and 

(d) multivariate statistic (e.g., canonical correlation, 

MANOVA). Both a multiple-variable statistic and a multi­

variate statistic simultaneously analyze three or more 

variables, but a multiple-variable statistic has a single 

dependent variable and a multivariate.statistic has two or 

more dependent variables. Additionally, multivariate statis­

tical techniques measure, explain, or predict relationships 

among variates, i.e., weighted combinations of variables. 

Descriptive Statistical Technique. A statistical pro­

cedure that yields an index that summarizes and describes 

distributions and/or relationships of variables, without 

implying generalizations beyond the present sample. 
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Highest-Level Statistical Technique. Classification 

according to the highest of the four ordered categories of 

analytic complexity. A research study that employed only 

mean and standard deviation is said to have used a 1-variable 

analysis as its "highest-level statistic." A report that 

employed both Pearson's r and multiple linear correlation is 

classified as multiple-variable research. 

Inferential Statistical Technique. A statistical 

procedure that yields a numerical index that summarizes 

sample data and generalizes to a population parameter with a 

stated level of probability. 

Nonparametric Statistical Technique. An inferential 

statistical procedure used to test a hypothesis or define a 

confidence interval that does not depend on the form of the 

underlying distribution (Kendall & Buckland, 1971). 

Original Research Report. A document written by the 

principal investigator(s) that provides complete and detailed 

information describing all aspects of the research endeavor. 

Physical Education Research. Research inquiries seeking 

to answer questions germane to the study of purposeful human 

movement, broadly including anatomical-physiological and 

motoric studies, social and behavioral studies, and 

historical-philosophical studies (Haag, 1979) . "Physical 

education" shall be understood to include nomenclature such 

as sport studies, sport science, exercise science, and 

pedagogy. 
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Quantitative Research. Research that employs measure­

ment in data collection. "Measurement" includes frequency 

counts of nominal and/or ordinal data, rank ordering, and 

precise scoring to assess relative and/or absolute quantities 

of subject characteristics. 

Recently-Published. Having a publication date between 

July 1, 1977 and June 30, 1984. 

Research. An investigation that generates knowledge in 

response to an identified problem. It has the characteris­

tics of being (a) systematic, (b) logical, (c) empirical, 

(d) reductive, and (e) replicable (Tuckman, 1978). 

Similar Purpose. A classification of statistical 

techniques into the categories of: Central Tendency, Dis­

persion, t-Test, ANOVA, ANCOVA, MANOVA, MANCOVA, Correlation, 

Regression, Association, Factor Analysis, Multiple Compar­

ison, Goodness-of-Fit, and Reliability. This classification 

focuses on the intended purpose of the statistical technique 

rather than the mathematical procedures of calculating the 

statistic. 

Statistic. Numerical index that is generated in the 

summarizing, analyzing, or interpreting of an aggregate of 

units of measurement (Kendall & Buckland, 1971). 

Statistical Analysis or Technique. A specific procedure 

for examining an aggregate of units of observations that 

results in generation of a statistic. 
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Subspecialty within Physical Education. Classification 

of areas of scholarly study and research into: (a) Back­

ground, Meaning,and Significance, (b) Functional Effects of 

Physical Activity, (c) Sociocultural and Behavioral Aspects, 

(d) Motor Learning and Development, (e) Mechanical and Mus­

cular Analysis of Motor Skills, (f) Management Theory and 

Practice, (g) Program Development, and (h) Measurement and 

Evaluation (Zeigler, 1983) . 

Del imitations 

The boundaries for the present study were largely 

established by the criteria invoked in sampling published 

physical education research. Materials for sampling were 

delimited to: 

1. Research reports published between June 30, 1977 

and July 1, 1984. 

2. Quantitative research reports; excluded were reports 

that were non-numerical and/or qualitative, such as many 

historical, philosophical, and anthropological research 

papers. 

3. Original research reports; excluded were summaries, 

abstracts, and research notes. Also excluded were tradi­

tional reviews of literature, articles presenting theory or 

model formulation, and articles presenting methodological 

suggestions or criticism. 

4. Research reports published in journals; excluded 

were theses, dissertations, government reports, and oral 

reports. 
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5. Reports published in journals having the following 

characteristics: 

a. Journals specializing in physical education with the 

Library of Congress call letters of "GV"; excluded were 

journals that publish physical education research but do not 

have the "GV" clasification such as Perceptual and Motor 

Skills. 

b. Journals that specialize in reporting original 

physical education research; excluded were topical journals 

such as the Journal of Physical Education, Recreation, and 

Dance, current-event journals such as the NAIA News, and 

theoretical issue journals such as Quest. 

c. Journals that primarily publish quantitative 

research reports; excluded were journals specializing in 

historical and philosophical research such as the Journal of 

Sport History and the Journal of Philosophy of Sport. 

d. Journals published in the United States; excluded 

were foreign publications such as the Canadian Journal of 

Applied Sport Sciences. 

e. Journals with national readership; excluded were 

state physical education research journals such as the North 

Carolina Association for Health, Physical Education, Recre­

ation, and Dance Journal. 

f. Journals that were periodic in publication; excluded 

were monographs and supplements. 
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The journals included in the study on the basis of the 

above criteria were: Dance Research Journal, Journal of 

Sport and Social Issues, Journal of Sport Behavior, Journal 

of Sport Psychology, Journal of Teaching in Physical Education, 

Research Quarterly for Exercise and Sport, and Review of 

Sport and Leisure. 

Research Assumptions 

The present investigation was based on two research 

assumptions. That is to say, the following two propositions 

were accepted as given and not examined as part of the 

research per se: 

1. Journal selection procedures yielded a representative 

sample that permitted generalizations to the population of 

recently-published quantitative physical education research. 

2. The published reports of research accurately 

reflected the actual processes and results of the investiga­

tions . 

Limitations 

The limitations of this study derive primarily from 

the nature of analyzing written archival data. It must be 

remembered that reports of research constituted the data of 

the present study. The thoroughness and accuracy of the 

written reports limited the accuracy of the present investi­

gation. 
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There were also limitations inherent in the use of 

content analysis as a research method. The main concern was 

the definition of categories for the coding of data. Zeig-

ler's (1983) classification scheme was used for the identi­

fication of subspecialties within physical education. Gen­

eralizations must accordingly be restricted to the defini­

tions of subspecialties as defined by the scheme. 

Statistical techniques were initially identified as they 

were presented by the author of the research report. Subse­

quently, the techniques were classified into various cate­

gories of interest by the present investigator. The 

accuracy of the resultant classification was, therefore, 

limited by her knowledge of statistics. 

Signif-icance of the Study 

The results of this study provided a picture of the 

current use of statistics in published research in physical 

education. This knowledge is valuable in its own right in 

that it may help physical educators better understand the 

nature of their use of statistics as research tools. Addi­

tionally, knowledge of the types and frequencies of statis­

tical procedures one encounters most often in physical 

education research may influence decisions relating to the 

content of statistics and research methods courses for 

physical educators. 
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The study also suggested that general statistical 

knowledge may not be appropriate for all physical educators. 

Subdiscipline specialists may need more-specific statistical 

competencies. For example, the statistics used most fre­

quently in a specialized area such as Program Development 

differed markedly from statistics used in studying the Func­

tional Effects of Physical Activity. Different coursework 

for persons studying in these two areas might be recommended. 

Although the quality of physical education research is 

not assessed directly in this investigation, portions of the 

research findings addressed issues that are associated with 

quality. For example, in 1973 it was determined that 89% 

of the inferential research published in the Research Quar­

terly reported statistical significance (Schutz, 1973). 

This was interpreted as an unenlightened prejudice against the 

null hypothesis in physical education research. The incidence 

of reporting of statistical significance was one of the 

variables addressed in the present study. Also addressed 

were size of p values employed, numbers of subjects and 

variables studied, and prevalence of testing for statistical 

assumptions. It is believed that the present investigation 

of these variables provided insight into the quality of pub­

lished physical education research. 
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CHAPTER II 

REVIEW OF RELATED LITERATURE 

There is a voluminous and diverse body of literature 

relating to research. The present review is limited to 

writings highlighting (a) the role of research in physical 

education, (b) the use of statistics in physical education 

research, and (c) selected methodological issues that relate 

to the use of content analysis and survey sampling. These 

topics were studied in order to provide valuable background 

information and justification for the present research, to 

clarify the research questions, and to allow comparisons 

with previous research. 

Research in Physical Education 

Physical educators are not newcomers to research. They 

have been interested in "research and the scientific side of 

physical education" since the early days of the profession 

(Clarke, 1938, p. 25). One wonders, then, why physical 

educators value research. What do they think will be gained 

from conducting research in physical education? 

Importance to Physical Educators 

McCloy (1930), whose influence on the profession is 

acknowledged by physical education historians, assured 

readers of the very first volume of the Research Quarterly 
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that research was necessary for continued progress in 

physical education. He explained that, 

Professional progress in any science leads through 
at least four stages. The first is that of trial and 
error. ... In the second stage "leaders" of the past 
are quoted. . . . The third stage is that of specula­
tion and argumentation. . . . The fourth stage is that 
of hypothesis and experimentation. (p. 63) 

Many years later, Vanderzwaag (1973) reiterated this theme 

to Quest readers. He asserted that research is a key 

factor in any "truly academic enterprise" (p. 78). Crase 

(1978) regarded research as an "index of scholarly production" 

(p. 23). 

Physical educators have expressed the belief that 

research not only contributes to the discipline, but also 

contributes to the profession of physical education. 

The findings of research and the attitude of research 
are essential to any profession if it is to retain its 
vitality and have as its purpose an effective service 
to mankind and not the indoctrination of single 
ideologies, methods, or programs. (Lloyd, 1938, 
p. 33) 

Application of research knowledge to solve humankind's 

problems is central to the role of the "physical educator 

as researcher" (Massey, 1966). 

More recently, Silva and Parkhouse (1982) stated that 

accountability becomes increasingly vital as sport and 

exercise are viewed in the greater economic, social, and 

political contexts of society. They further suggested that 

research can provide accountability for the decisions made 

by physical educators in their various roles. 



21 

Steinhaus (1949) used a woodchopping analogy to express 

his idea of how research contributes to physical education. 

As woodchopping provides both wood and a better woodchopper, 

so does research provide to physical education "the building 

materials of accurate facts and principles with which to 

construct sound practice and wise philosophy, while concom­

itantly supplying "ideas to kindle enthusiasm in our profes­

sional ranks and, in the public mind, a warm reception for 

our programs"(p. 18). 

Research Publications 

Essential to the discovery of new knowledge by research­

ers is the dissemination of such knowledge. The primary 

vehicle for communication of research knowledge is the 

research journal. But obviously, "interest in a research 

journal does not operate in a vacuum" (Park, 1980, p. 2). 

There must be individuals and activities sufficient to 

warrant a special publication. The Research Quarterly began 

publication in 1930 and has since served as the single most 

important outlet for reporting research in physical education 

in the United States (Gensemer, 1985; Kroll, 1982; Montoye & 

Washburn, 1980). 

The field of physical education, perhaps never was, and 

clearly now is not a discipline/profession with a unitary 

purpose of teaching sport, games, and exercise. Rather, it 

is a field comprised of many "areas of scholarly study and 
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research" with associated "sub-disciplinary aspects" and 

"sub-professional aspects" (Zeigler, 1983). Crase (1978) 

asserted that the emergence of subspecialties added to the 

breadth of the mother discipline of physical education. With 

the increased interest in specializations within physical 

education came the development and expansion of organiza­

tions, many of which began to publish their own journals. 

Today, there are numerous research journals serving the 

broad field of physical education both nationally and 

internationally (AAHPERD, 1982; Crase, 1979; Haag, 1979; 

Park, 1980; Sachs, 1978). The majority of these journals 

publish research reports focused on a subspecialty area such 

as sport psychology, exercise physiology, or teaching in 

physical education. The Research Quarterly is one of the 

few research journals that publishes research across the 

full spectrum of physical education interests. In 1979, 

the title of this journal changed to the Research Quarterly 

for Exercise and Sport, but there was purportedly no change 

in the focus of the journal. Additionally, a section editor 

arrangement with 14 section areas was initiated. Park (1980) 

believed this to be "graphic acknowledgement of the diverse 

nature of physical education and the maturation of research 

in the many areas which comprise the field" (p. 21). 

Van Doren and Heit (1973) reasoned that since journals 

"mirror the direction of research" and "serve as a medium for 

a discipline's communication," they should be monitored 
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"from time to time in order to recognize trends and to crit­

ically appraise their contributions to highly structured 

disciplines" (p. 67). This idea is consistent with Cureton's 

(1944) earlier comment that much could be learned from the 

current research literature of a field that could not be learned 

in any other way. Textbooks traditionally lag behind the cur­

rent research lierature; each time they are rewritten they 

"catch up some of the outstanding work in the theses, 

articles, and research bulletins" (p. 150). 

The Reading of Research Journals 

Clarke and Clarke (1984) contended that it is very 

important that research be read by the professionals in a 

field of study. 

Inasmuch as all academic fields are becoming more 
technical and detailed, the need for informed prac­
titioners is readily apparent. The ability to read 
and to evaluate critically the scientific literature 
of the field is a primary requisite in physical edu­
cation. (p. 18) 

Sharp (1976) studied the professional periodical reading 

habits of college and university physical educators. Included 

in his sample of 12 professional journals were three research 

journals, the Journal of Applied Physiology, Medicine and 

Science in Sports, and Research Quarterly. It was found 

that among the physical educators studied, none of the 

research journals was read with any degree of regularity. 

The Research Quarterly, primary research publication of the 

field, was reportedly read by only 26% of the college or 

university physical educators. 
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It has been suggested that poor reading habits have 

contributed to the creation of a "gap" between research and 

practice in physical education (Locke, 1972). But another 

consideration is the possibility that many physical educators 

understand little of the content of a research journal. One 

of the main stumbling blocks to understanding may be the 

systematic, symbolic language in which original research 

reports are written (Gabert, 1976; Locke, 1972; Puhl, 1982). 

Statistics in Physical Education Research 

Much of the published research in physical education 

has been analyzed and interpreted in a statistical frame of 

reference (Berlin, 1973; Clarke & Clarke, 1984, Teraslinna, 

1967) . Thus, the consumer of physical education research 

must know statistics to understand, interpret, and evaluate 

the research literature. This is a prerequisite for the 

acceptance or rejection of the conclusions of quantitative 

research investigations (Gephart, 1969; Good, 1933; Kroll, 

1982) . 

One might wonder why it is that a reader of research 

cannot simply trust the conclusions as stated in a research 

report. It must be remembered that research is a product, 

and "like any other product the quality may range from 

excellent to shoddy" (Gensemer, 1985, p. 64). There are 

several texts written to warn the naive reader of research 

of the dangers of blindly trusting the interpretations of 
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statistics proffered by the writers of research. These 

texts have intriguing titles such as How to Lie with Statistics 

(Huff, 1954), How to Use (and Misuse) Statistics (Kimble, 

1978) , How to Tell the Liars from the Statisticians (Hooke, 

1983) , and Statistics: A Spectator Sport (Jaeger, 1983). 

The editors of Research Quarterly have been reprimanded 

for their failure to eliminate flawed research reports from 

the journal (Slater-Hammel, 1965b). And although "there is 

general agreement that the Research Quarterly has recently 

[since the late 1970's] enjoyed marked scholarly improve­

ments" (Park, 1980, p. 21), there is still concern for the 

errors in the older lierature and for errors continuing to be 

made today. Erroneous conclusions may not only hinder new 

research efforts, but it is also possible that beginning 

researchers may repeat errors they have seen in published 

research (Slater-Hammel, 1965b). Criticisms of published 

research in physical education have attacked such problems 

as poorly conceived research questions (Locke, 1969; Pelton, 

1976; Van Dalen, 1962), design errors (Callahan & Ziegler, 

1980; Fellingham, Bryce, & Carter, 1978), and methodological 

errors (Baumgartner, 1969a; Landers, 1973; Martens, 1973; 

Singer, 1973; Slater-Hammel, 1959; Williams, 1973). More 

relevant to the present investigation are the numerous crit­

icisms that have been leveled against inappropriate use of 

statistics (Baumgartner, 1969; Cox & Serfass, 1981; Gould, 
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1982; Karpman, 1981; Kenyon, 1965; Korell & Safrit, 1977; 

Levine, 1977; Montoye, 1955; Morrow & Frankiewicz, 1979; 

Pierson, 1960; Schutz, 1972; Schutz, Smoll, & Gessaroli, 

1983; Singer, 1966; Teraslinna, 1967), inappropriate sample 

sizes employed (Baumgartner, 1974; Dotson, 1980; Schutz, 

1973), and overconcern for statistical significance (Nelson 

& Hurst, 1963; Schutz, 1973). 

Research on the Use of Statistics 

Before today's widespread accessibility of high-speed 

computers, statistics in educational research were largely 

restricted to t-tests, one-way and two-way analyses of 

variance (ANOVAs), correlations, and chi square analyses. 

Today, there is evidence of increased use of multiple-

variable statistics appearing in a variety of scholarly 

journals (Kerlinger, 1979; McMillan & Brown, 1984). One 

would suspect that this is the case for physical education 

journals. But, there has been little reported research 

accounting for the type of statistics presently in use in 

physical education research. 

In 1968, Brady determined that the mean, standard 

deviation, Pearson's product moment correlation, and analysis 

of variance were the most commonly used statistical tech­

niques in doctoral dissertations. His panel of 29 research 

experts believed, however, that factor analytic, nonpara-

metric, and other correlational statistical techniques 
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should be given greater emphasis in physical education 

research preparation. In the following year, Burkhart (1969) 

identified and categorized the statistical techniques 

reported in the Research Quarterly from 1962 to 1966. He 

found that of the 382 studies that employed statistical analy­

ses, 42% used techniques of hypothesis testing about means, 

variances, or proportions, 24% used correlation and/or regres­

sion techniques, 15% used reliability and/or validity tech­

niques, 13% relied on descriptive statistics, 5% used non-

parametric statistics, and 1% of the studies used factor 

analyses. 

The above figures can be contrasted with those reported 

by Van Doren and Heit (1973.) who studied the statistical 

analyses reported in the first three years of The Journal of 

Leisure Research, the primary research publication for the 

allied profession of leisure. Regression and correlation 

techniques were the most commonly reported category of sta­

tistics. They were used in 41% of the research articles. 

Other statistical categories and the percentage of their 

use were: (a) chi square analysis, 24%; (b) analysis of 

variance, 15%; (c) factor analysis, 13%; (d) Kolmogorov-

Smirnov tests, 4%; and (e) time series and differential 

equations, 1.5% each. 

Use of multivariate statistics. Morrow and Frankiewicz 

(1979) reviewed Research Quarterly articles published in 1976 

and 1977 and found that many of the researchers considered 
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more than one dependent measure. Morrow and Frankiewicz 

supported the practice noting that it was "certainly a justi­

fied procedure in that experimental or treatment effects 

are seldom confined to one dependent variable or constrained 

to one point in time" (p. 297). However, the same investi­

gators discovered that few of the studies they reviewed 

employed appropriate multivariate or repeated measures 

analyses. They explained that there is often a lag between 

the theoretical development of new statistical procedures and 

the time when the techniques become available to practi­

tioners. Morrow and Frankiewicz predicted, however, 

The current state of development of multivariate sta­
tistical techniques, the advent of computers, and the 
availability of reasonable computing algorithms in 
packaged programs suggest that these more appropriate 
tests are no longer beyond the grasp of researchers, 
(p. 302) 

However, in a 1983 investigation, Schutz, Smoll, and 

Gessaroli found that multivariate statistical techniques were 

still relatively uncommon in published physical education 

research. They surveyed 188 quantitative research reports 

published in Journal of Motor Behavior, Journal of Sport 

Psychology, Medicine and Science in Sports, and Research 

Quarterly for Exercise and Sport. Content analysis revealed 

that approximately 70% of the studies employed more than one 

dependent variable, and over 50% used five or more dependent 

variables. However, consistent with the earlier finding by 

Morrow and Frankiewicz (1979), it was found that only 40% of 



29 

the studies that reported multiple dependent variables 

used multivariate analyses. 

In recent years, there have been several treatises 

written to encourage the use of more complex statistical 

analyses in physical education research. Korell and Safrit 

(1977) and Levine (1977) wrote articles to explain and 

stimulate use of multidimensional scaling. The 1981 Symposium 

Consortium Papers addressed technical aspects of using 

selected multivariate and repeated measure analyses (Cox 

& Serfass, 1981). Karpman (1981) discussed an issue related 

to improving interpretability in use of canonical correlation 

analysis. Schutz, Smol1, and Gessaroli (1983) provided 

readers of Research Quarterly for Exercise and Sport with 

a "self-test" and "guide" to the utilization of six "useful" 

multivariate procedures: Hotel ling's T-square, MANOVA, dis­

criminant analysis, canonical correlation, automatic inter­

action detection, and multiple regression. Each of the sta­

tistical techniques was presented via a sample problem, then 

illustrated by a worked example, contextual explanation, and 

several statistical references. 

Criticisms of the Use of Statistics 

Statistical significance. A statistically significant 

result is one that is unlikely to occur by chance. Signif­

icance is tested at a certain level of probability, repre­

sented by the £ value. Conventionally, this £ value is set 
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at a conservative level such as .05 to avoid making a Type I 

error, i.e., falsely rejecting a true null hypothesis. 

Schutz (1973) suggested that physical education researchers 

and their journal editors have been guilty of what Greenwald 

(1975) referred to as "prejudice against the null hypoth­

esis." In an informal survey of two issues of the Research 

Quarterly, Schutz discovered that 16 of the 18 studies 

involving significance testing reported statistically signif­

icant findings. He posited that it is very unlikely that 

89% of all research conducted yields significant findings. 

Nor did Schutz believe that reports indicating significance 

were necessarily superior in their research methods and/or 

theoretical rationale. Schutz concluded that many studies 

were judged valuable primarily on the basis of the level of 

significance attained. In a 1980 review of physical educa­

tion research, Dotson reached the same conclusions. 

Nelson and Hurst (1963) were also concerned with the 

issue of significance. They believed that physical education 

researchers often made the naive error of judging a piece of 

research by inspecting the magnitude of the £ value at 

which significance was claimed. The practice has been 

termed "worship of '£'" (Schulman, Kupst, & Suran, 1977). 

"A £ value of .05 puts you in the courtroom, at .01 you are 

an honored star of the bar, and at .001 you are a veritable 

Clarence Darrow" (p. 40). However, Isaac and Michael (1982) 

cautioned that the practice of demanding conservative £ values 
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of .05 or less may be counterproductive in certain situations 

such as an educational setting in which learning outcomes 

may result from many complex factors acting independently 

and jointly. In much educational and psychological research, 

differences between group means and magnitudes of correlation 

coefficients are most likely to be low. The researcher who 

sets a restrictive value in an attempt to avoid making a 

Type I error, may be increasing the risk of making a Type II 

error, i.e., retaining a false null hypothesis. Statisticians 

suggest that the p value for a test of significance should 

be selected with care in light of the nature of the investiga­

tion. The conventional £ value of .05 may be used too often 

by physical education researchers. 

Sample size. "Ensuring that acceptance of the null 

hypothesis does not represent a Type II error calls for atten­

tion to the selection of samples that are adequate to permit 

the true state of affairs to reveal itself" (Dotson, 1980, 

p. 29). Sadly, however, it has been concluded that most 

physical education research is conducted with inadequate 

sample sizes (Baumgartner, 1974; Dotson, 1980; Schutz, 1973). 

The consequence of using inadequate samples is an inadvertent 

reduction in statistical power, thus making it harder to 

attain the "worshipped" statistical significance. 

Jones and Brewer (1972) reviewed the power of t and 

ANOVA statistical tests reported in the Research Quarterly 

between October 1969 and May 1971. They found that sample 
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sizes for the 106 articles analyzed ranged from 3 to 1200; 

but the median sample size was between 51 and 75 subjects. 

Powers were calculated for different effect sizes, i.e., the 

difference between group means expressed in standard devia­

tion units (Glass & Hopkins, 1984). The resulting powers 

were "disturbingly low." Jones and Brewer recommended that 

physical education researchers (a) increase sample sizes for 

fixed alpha and effect sizes, and (b) not be so "greedy" in 

striving for very conservative £ values when a more liberal 

£ is adequate. 

In 1977, Christensen and Christensen conducted a similar 

analysis of the power of statistical tests in the Research 

Quarterly. They calculated powers for different effect sizes 

for t-tests, ANOVAs, ANCOVAs, Pearson correlations, and chi 

square analyses. It was found that, "on the average, the 

chances of detecting anything less than a large effect size 

in the population was less than one-to-one" (p. 207). Thus, 

they concurred with Jones and Brewer in recommending that 

more attention be given to sample sizes and the concept of 

statistical power. 

King (1978) focused criticism specifically on the inappro­

priate sample sizes used in survey research in physical 

education. He believed that most survey researchers selected 

sample sizes in an arbitrary manner without regard for the 

desired precision of parameter estimates. 
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Roundy (1968) explained that sample size cannot be 

determined in an arbitary way; it is best determined in 

relation to practical significance. Ideally, a researcher 

needs to (a) calculate the smallest difference, or correla­

tion, or the like, that is of practical importance, and 

(b) obtain an estimate of the population variance. Then the 

researcher can use appropriate formulas and statistical 

tables to select the needed sample size. 

Tolson (1980) extended the concept of practical sig­

nificance by recommending that physical education researchers 

calculate and report the omega squared value. He reit­

erated the notion that a statistically significant result 

says nothing about the practical significance of the asso­

ciation. The omega squared statistic estimates the degree 

of association, or percent variance accounted for, between 

the independent and dependent variables. The larger the 

value of omega squared, the more homogeneous are the observa­

tions within clases relative to between classes (p. 580). 

Tolson illustrated his idea by calculating omega squared 

for three articles previously published in the Research 

Quarterly. He clearly demonstrated that statistical and 

practical significance are not synonymous concepts. One of 

the most recent research textbooks written for health, 

physical education, recreation, and dance (Thomas & Nelson, 

1985) included a strong plea for increased use of the 

omega squared statistic. 



Appropriateness of the statistic. One problem with 

using an inappropriate statistic lies in its effect on 

probabilistic conclusions. Conclusions lose their intended 

precision because the actual alpha levels may be greater than 

or less than nominal alpha levels (Anderson et al., 1975; 

Cox & Serfass, 1981; Pruzek, 1973). If the particular sta­

tistic is robust, the approximation is generally reasonable. 

However, in some cases, an erroneous conclusion is reached. 

Slater-Hammel (1969) labelled the use of a wrong statis­

tical model in evaluation of data a "vulgar error." Baum-

gartner (1969b) agreed, "If assumptions underlying a model 

are not approximately met then there is no justification for 

using the statistical test and the results mean little" 

(p. 863). Dotson (1980) also addressed the relationship 

between development of a research strategy and the emphasis on 

underlying statistical requirements of the model. He mourned, 

"It is inexcusable that such assumptions are not attended to 

by the majority of contributors to the Research Quarterly" 

(p. 27). 

There are several varieties of assumption violations 

noted in the physical education research literature. The 

assumption of interval level of measurement has been ques­

tioned for the analysis of attitude scale scores (Petrie, 

1969). The assumption of randomization of subjects to 

treatments for use of t or F tests has been challenged 

because of the frequent use of intact groups in physical 
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education research (Baumgartner, 1969b; Rosemier, 1968, 1969; 

Slater-Hammel, 1968). And, the assumption of normality in 

distribution of scores has also been challenged (Baumgartner, 

1974; Berenson & Wolf, 1977; Slater-Hammel, 1968). Berenson 

and Wolf (1977) suggested that more physical education 

researchers should consider use of data transformations or use 

of appropriate nonparametric statistical procedures when 

data do not meet the assumptions for analysis of variance 

procedures. 

Criticisms have also been leveled at researchers who 

failed to distinguish among designs in their statistical 

analyses. Especially problematic seem to be randomized block 

designs (Henry, 1977; Slater-Hammel, 1969) and repeated 

measures designs (Cox & Serfass, 1981; Stamm & Safrit, 1975). 

And, as discussed earlier, many researchers fail to treat 

multiple-dependent-variable designs with appropriate multi­

variate statistical procedures. 

Another concern is the inappropriate use of post hoc 

procedures following a significant statistical test. Kenyon 

(1965) and Singer (1966) both addressed the problem of using 

multiple t tests of all possible cell pairs as a post hoc 

test for significant analysis of variance findings. More 

recently, Mihevic and Spray (1979) explained the advantages 

of using a simultaneous confidence interval procedure for 

post hoc analysis of significant multivariate analyses of 

variance. 
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Reporting of statistical analyses. Physical education 

research has been criticized for the manner in which statis­

tical analyses have been reported. Nelson and Hurst (3963) 

complained that there is often too much journal space 

devoted to the reporting of intermediate statistical calcu­

lations. They also suggested that exact probability values 

be reported rather than merely indicating significance with 

asterisks. Slater-Hammel (1965a) criticized physical 

education researchers for citing outdated statistical 

references. Teraslinna (1967) complained that, "When 

sophisticated statistical procedures are used, they are 

worthless without careful discussion and interpretation of 

the results" (p.156). Cox and Snell (1981) agreed with 

Teraslinna, "Effort spent in trying to present in a simple 

way the conclusions of complex analyses is almost always 

worthwhile" (p. 6). 

Research textbooks and style guides for research writing 

are logical references for the selection of what to include 

in a research report. Isaac and Michael (1982) recommended 

including text to justify the appropriateness of both statis­

tical treatment and data processing procedures. Leedy (1985) 

also stressed the importance of presenting a rationale for 

use of a particular statistic. The current publication 

manual of the American Psychological Association (1983), 

in the guidelines for statistical copy, specified that 

authors (a) are responsible for selection of statistical 
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method and all supporting data, (b) should give references 

for less common statistics, especially those that are 

not yet incorporated into textbooks, (c) should give formulas 

for uncommon statistics, and (d) should give the value 

of a statistic, the degrees of freedom, the exact probability 

level, and "any other descriptive statistics to clarify 

the nature of an effect" (p. 80). 

Content Analysis and Survey Sampling 

Newspapers, periodicals, and textbooks provide written 

evidence of the activities and interests of persons involved 

in physical education and sport. The research methodology 

which is primarily associated with systematic investigations 

of such written media is content analysis. 

Content Analysis as a Research Method 

Most persons are aware of the "tricks" that their atten­

tions and memories can play when they read impressionis-

tically (Carney, 1972, p. xv). Obviously, impressionistic 

reading is unacceptable for any conscientious research 

effort. Content analysis, however, is a tool by which 

written and oral communications can be studied in a way 

that is consistent with the rigorous demands of research. 

Definitions of content analysis reflect how the meth­

odology evolved to what it is today. Berelson (1952) 

defined it as "a research technique for the objective, 

systematic and quantitative description of the manifest 
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content of communication" (p. 18). The terms "objective" 

and "systematic" in Berelson's definition implied replica-

bility of the process. "Quantitative" denoted simplification 

of complex data via frequency counts, ranking, or rating. 

And, "manifest content" related content analysis to the 

overt aspects of communications. Newer conceptions of 

content analysis have extended its domain to qualitative 

analyses and to latent aspects of communications. Holsti's 

(1969) definition reflected a broader idea. "Content 

analysis is any technique for making inferences by objectively 

and systematically identifying specified characteristics 

of messages" (p. 14). Krippendorff (1980) also acknowledged 

the function of inference by defining content analysis 

as "a research technique for making replicable and valid 

inferences from data to their context" (p. 21). The latter 

definition also considered the context within which a 

communication occurs; a researcher may interpret the meaning 

of a message in relation to the sender's intent, to the 

effects on the receiver, or to the cultural institution 

within which it is exchanged. 

Uses of content analysis. Journalists and sociologists 

have, perhaps, used content analysis more than any other 

specialists. However, its popularity is widespread, as 

evidenced by formal research in anthropology, education, 

history, literature, philosophy, psychology, and religion 

(Stone, 1966). Anderson et al. (1975) termed content 
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analysis a "general" technique because it is modifiable to 

so many different settings and purposes. 

One of the more popular uses of content analysis is 

for investigation of data reported in newspapers and 

periodicals. Researchers allege that the technique is 

especially good as a means to monitor social change because 

the available space in newspapers and periodicals represents 

a "closed system" (Naisbitt, 1984) . There are choices which 

must be made about what is permitted to enter the analysis 

due to space constraints. Thus, analyses of what has been 

published tells something about values. 

Advantages and limitations. Every research technique 

has identifiable advantages and limitations. Probably the 

greatest advantage of content analysis is its wide range of 

uses. Other advantages stem from characteristics of recorded 

messages. Such messages are (a) "static," and thus, can be 

copied and shared with other researchers, (b) can be 

re-analyzed several times to ensure accuracy and to collect 

data on several dependent variables from one record, and 

(c) may be re-used for other research purposes (Stone, 1966) . 

Records of communications for content analysis are also 

readily available; written and oral communications are an 

enduring part of human culture. Content analysis is also 

credited with being (a) an unobtrusive technique, (b) context 

sensitive, (c) able to cope with large volumes of data, as 

well as (d) accepting unstructured data (Krippendorff, 1980) . 
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Content analyses do, however, have limitations. Cate­

gory construction is widely regarded as the most crucial 

aspect of content analysis (Berelson, 1952; Stone et al., 

1966). Knowledge and familiarity with the field under 

investigation is considered the best protection against 

problems of category construction. Content analysis often 

involves sampling from a larger population, thus sampling 

and statistical inference problems may add to difficulty 

in using the technique. 

Reliability and validity are obviously essential 

to any research effort. If the population of data is 

identified with care and sampling is performed meticulously, 

validity generally is not a.major problem in content 

analysis. However, reliability may be a greater problem. 

In order for a content analysis to be reliable, data should 

be "reproducible, by independent researchers, at different 

locations, and at different times, using the same instructions 

for coding the same set of data" (Krippendorff, 1980, 

p. 132). Krippendorff asserted that errors are often made 

in the determination of reliability coefficients in content 

analyses. Reliability should be expressed as a function 

of the agreement, above and beyond chance, achieved among 

coders for the assignment of data units to categories. 

Content analyses in physical education. As noted 

earlier, content analysis has been used by researchers in 

many disciplines. Physical educators used the technique 
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for varied research purposes and with different types of 

materials. For example, physical education researchers 

have performed content analyses of children's diaries (Cowell, 

1937) , autobiographies of baseball players (Haerle, cited 

in Loy & Segrave, 1973), transcripts of interviews with 

physical education teachers (Earls, 1981), elementary physi­

cal education textbooks (Hildreth, 1979), doctoral disserta­

tions (Cureton, 1949), non-research physical education 

publications (Hirsch, 1980; Lock, 1975), lay sports periodi­

cals (Condor & Anderson, 1984? Hart, 1972; Holtzworth, 1977; 

Reid & Soley, 1979), and the sports pages of newspapers 

(Lau & Russell, 1980; Novak, 1942; Pearman, 1978). 

Of particular relevance to the present investigation 

are the relatively few studies that content analyzed physical 

education research publications for the purpose of studying 

the use of statistics. Such analyses were conducted by 

Burkhardt (1969), Morrow and Frankiewicz (1979), and Schutz, 

Smoll, and Gessaroli (1983). Van Doren and Heit (1973) 

performed a content analysis for the leisure profession that 

also examined statistical usage. 

The present search of the literature also revealed 

several content analyses of physical education research pub­

lications that were conducted to study topics besides that 

of statistics use. Loucks (1952) analyzed 20 years of Research 

Quarterly, considering (a) topic, (b) field, (c) "area of 

thought," (d) sex of author, and (e) geographical region from 
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which the author came. He found that (a) 72% of the articles 

were from the field of physical education, (b) tests and 

measurement was the most popular topic, (c) education was 

the most popular area of thought, (d) male authors outnum­

bered female authors by a ratio of more than two to one, 

and (e) that more authors came from the Eastern region than 

any other geographical area. He also reported that a 

sizable number of different authors from nearly 300 secon­

dary schools and institutions of higher learning contributed 

to the Research Quarterly during the time period studied. 

Russell (1962) content analyzed only health research 

reports published in Research Quarterly during a 10-year 

period. He found (a) the most popular research topic was 

health education curriculum, (b) 66% of the research reports 

were by a single author, and (c) male authors outnumbered 

females by nearly three to one. Russell also performed a 

frequency analysis of the research methodologies that had 

been used. He reported that one-third of all health research 

had employed some form of normative survey. 

The first seven years of the International Journal of 

Sport Psychology were content analyzed for the purpose of 

identifying major trends in the social-psychological realm 

of sport (Groves, Heekin, & Banks, 1978). In addition to 

the stated purpose, the researchers also studied reference 

citations. It was found that journal articles and reference 
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materials such as books and theses were cited with approx­

imately equal frequency. Additionally, the authors reported 

that the single most frequently cited journal was the 

Research Quarterly. 

Two other content analyses using physical education 

research journals were found. They were performed to learn 

more about research in youth sports (Gould, 1982; Weiss & 

Bredemeier, 1983). Both studies reviewed research articles 

from a variety of periodicals. Weiss and Bredemeier searched 

the youth sport empirical research and review papers in 

Research Quarterly, Journal of Sport Psychology, Review of 

Sport and Leisure, Journal of Sport Behavior, Perceptual and 

Motor Skills, Journal of Motor Behavior, The Physical 

Educator, and Psychology of Motor Behavior and Sport. They 

found (a) that approximately 80% of the articles were 

empirical studies and 20% were reviews of some kind, and 

(b) that only about 10% of the articles were written from a 

"developmental perspective." Gould used content analysis 

to identify critical research questions in youth sports 

research. He did not, however, specify the periodicals 

which he reviewed. 

Survey Sampling in Research 

According to Kerlinger (1973), "Survey research studies 

large and small populations ... by selecting and studying 

samples chosen from the populations to discover the relative 
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incidence, distribution, and interrelations of sociological 

and psychological variables" (p. 410). There are two general 

components of a sampling design: (a) a selection process 

that describes the rules and operations which determine the 

members of the population to be included in the sample, and 

(b) an estimation process for computation of sample statis­

tics and their associated error variances which estimate 

the population parameters (Schutz, 1973). 

Simple random sampling assumes that all elements in the 

population have an equal chance of being selected and that 

this probability of selection is constant at any draw. Such 

a selection procedure provides unbiased estimates of popu­

lation means and totals (Jaeger, 1984). Many times, 

however, the variable of interest may be related to another 

variable for which information is readily available. The 

population can be partitioned into strata on the basis of 

the concomitant variable and simple random sampling can 

then be applied within each stratum. Alternatively, the 

strata can be defined on the basis of naturally occurring 

boundaries. In such cases, the size of the sample taken 

from each stratum might be directly proportional to the 

total number of elements within each stratum. Stratified 

random sampling with proportional allocation guarantees 

estimation precision that is at least as good as that derived 

from simple random sampling (Jaeger, 1984) . In fact, there 

can be a marked increase in statistical efficiency for 



45 

estimation of population means and totals. There may be 

only small gains in efficiency when population proportions 

are estimated (Jaeger, 1984). 

Sample size in survey research. Determination of the 

size of the desired sample is related to the concept of 

statistical significance. No longer is it believed that 

samples should be as large as economically and practically 

feasible. Rather, sample size should be determined in 

light of desired precision and level of confidence for the 

parameters being estimated. An estimate of the population 

variance is necessary in order to calculate the required 

sample size. When estimating population proportions, as is 

commonly done in survey research, it has been recommended 

that .50 can be used conservatively as a hypothesized value 

of the population proportion (Issac & Michael, 1981; Jaeger, 

1984) . 

Survey sampling in physical education. In a compre­

hensive review of research from the subspecialty of sport 

sociology, Loy and Segrave (1973) indicated that sample 

surveys constituted the main means of data collection. 

However, they also determined that "relatively few investi­

gators have given adequate attention to the problems of 

sampling" (p. 305). Schutz (1973) and King (1978) echoed 

this concern for the field of physical education and 

offered help to the researcher interested in using survey 

sampling techniques. Schutz provided a broad overview of 



46 

theoretical and practical knowledge about sampling pro­

cedures. He also identified several problem areas which 

arise in the study of sport and physical activity, and pro­

posed methods for reducing the severity of the problems. 

King demonstrated sampling errors in three recently-published 

Research Quarterly articles, then presented a nomogram to 

assist in determination of sample size for populations 

containing fewer than 2000 elements. 

Summary 

The review of literature presented has illustrated the 

extent of research interest among physical educators. There 

are now numerous journals for the purpose of publishing 

original research reports in physical education or one of 

the subspecialty areas. A substantive amount of physical 

education research deals with quantitative information. 

Whether or not the reports have meaning to the readers 

depends, in part, on the understanding they have of statis­

tics . 

Physical education research has been criticized for 

numerous flaws. Among the more serious flaws are errors in 

the use of statistics. The nature and implications of these 

errors were discussed briefly. 

Content analyses and surveys have been used widely in 

physical education as research methodologies. However, 

careful attention has not always been given to the 
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limitations of these methods. The above review considered 

techniques for effective execution of both methods. 
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CHAPTER III 

PROCEDURES 

The purpose of this study was to investigate the current 

use of statistics in physical education research. Partic­

ular types of statistical analyses used and issues relating 

to the use and reporting of statistical analyses in published 

research reports were systematically examined. This chapter 

contains information concerning the methods used in carrying 

out the research. 

Sampling Procedures 

Stratified random sampling of articles with propor­

tional allocation was the sampling strategy used to guarantee 

representation of selected physical education research 

journals. Jaeger's (1984) detailed steps were followed in 

order to accurately draw the sample. 

Journals Selected for Analysis 

The present investigation was delimited to major 

American physical education research journals that (a) report 

full-length, original quantitative physical education 

research, (b) have Library of Congress call letters of "GV," 

(c) are published in the United States, and (d) have national 

readership. Accordingly, the following seven journals were 
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identified for inclusion in the study: Dance Research 

Journal, Journal of Sport and Social Issues, Journal of Sport 

Behavior, Journal of Sport Psychology, Journal of Teaching in 

Physical Education, Research Quarterly for Exercise and Sport, 

and Review of Sport and Leisure. 

Determination of Sample Size 

For the present study, it was decided that proportions 

estimated to within ±.05 of the true population proportion 

with a 95% level of confidence were acceptable. Total sample 

size was calculated by substituting appropriate values 

into the formula given by Jaeger (1984, p. 59): 

(t/E)2 P (1 - P) 
Sample Size = 2 

1 + (1/N) [(t/E) P (1 - P) - 1] 

where t was the standard normal deviate for the desired 

level of confidence, E was the allowable estimation error, 

P was a hypothesized value of the population proportion for 

estimation purposes, and N was the total population size. 

This formula assumes simple random sampling, and this 

investigator assumed no reduction in error variance would 

be gained by stratifying by journal. 

The population size for the present study was deter­

mined by identifying and counting all articles published 

in the selected journals between July 1, 1977 and June 30, 

1984 that met the criteria stated above. A total of 582 

articles constituted the population. All articles were 
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listed separately by journal to create the sampling frames 

for the study. A value of .50 was used as the hypothesized 

P value to give a conservative estimate of the necessary 

sample size. Thus, substituting these values into the 

above formula, i.e., t = 1.96, E = .05, N = 582, and P = .50, 

the desired sample size for the present study was calculated 

to be 232 research articles. 

The sample size for each of the seven journals was 

determined so that the number of articles selected from each 

of them was directly proportional to the size of the 

population of quantitative research articles published 

therein. A constant sampling fraction of .4 was used for 

the seven journals. The resultant sample sizes for each 

journal are given in Table 1. The Research Quarterly for 

Exercise and Sport sample required 122, the largest number 

of articles. Only 2 articles were required for the Dance 

Research Journal sample. Due to rounding of fractions, the 

final sample sizes totaled 233 articles. 

Articles Selected for Analysis 

Using lists of random numbers (Rand Corporation, 1955) 

and procedures specified by Jaeger (1984) , simple random 

samples of articles were chosen from each journal list. 

Appendix A provides a complete listing of the research 

articles from each journal that were selected by using the 

above procedures. 
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Table 1 

Sample Sizes for Physical Education Research Journals 

Stratum Population Sampling Sample 
(Journal) Size Fraction Size 

Dance Research Journal 5 .4 2 

Journal of Sport and 
Social Issues 12 .4 5 

Journal of Sport Behavior 75 .4 30 

Journal of Sport 
Psychology 116 .4 46 

Journal of Teaching in 
Physical Education 32 .4 13 

Research Quarterly for 
Exercise and Sport 305 .4 122 

Review of Sport 
and Leisure 37 .4 15 
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Specification of Research Questions 

Most of the research questions for the present inves­

tigation were formulated to reflect problems suggested by 

the review of literature. Several additional research 

questions were designed in response to a scheme for eval­

uating and understanding statistical analyses presented by 

Cox (1979) and Cox and Snell (1981). The scheme consisted 

of several categories by which statistics used in research 

studies can be compared and contrasted. One category 

considered variations in the characteristics of the sta­

tistical technique itself, such as (a) the "type of answer" 

it provides, i.e., descriptive vs. probabilistic, (b) its 

"conceptual complexity," (c) its mathematical or "numerical 

analytic complexity," and (d) the "sensitivity" of the 

technique to detect differences and associations. Another 

of the framework categories considered variations in the 

"complexity and quantity" of the data analyzed, i.e., the 

number of variables and the sample sizes employed. Another 

category described and compared statistical analyses in 

terms of the "computational load" defined by data trans­

formations and special programming effort required. Thus, 

the refined problem statement dictated the procedures 

executed in carrying out each step in the investigation. 
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Content Analysis of the Selected Articles 

Each of the 233 selected articles was content analyzed 

to determine the statistical techniques reported in the 

respective data analyses. Statistical procedures identified 

within the Methods, Results, and/or Discussion sections of 

each article were recorded using a sign system, i.e., a 

statistic was tallied only once per article no matter how 

many times the technique was applied or reported. Reports 

of simple frequency counts were not considered. Nor were 

distinctions made for ANOVAs, ANCOVAs, MANOVAs, and MANCOVAs 

that were more complex than three-way analyses. 

Other information necessary to answer the research 

questions was also considered: (a) classification of sub­

specialty focus, (b) number of subjects and basic research 

design, (c) number of variables studied and simultaneously 

analyzed by using a single statistical technique, (d) selected 

details of significance tests, and (e) reporting of tests 

of statistical assumptions and data transformations. Also 

noted for each article were the presence or absence of 

explanations for the statistical analyses employed, citations 

of statistical references, and reports of computer data 

analysis procedures. Coding was conducted over a period of 

several weeks; the articles were analyzed in the same random 

order in which they were selected. 
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Data Collection 

A code sheet was developed to collect the necessary data 

for each research report. The code sheet is presented in 

Appendix B. Because category definitions are essential to 

the validity of content analyses, operational rules and 

explanations for each category on the code sheet were also 

developed. The definitions, rules, and explanations employed 

in the present study follow. 

Question A. For each article, the main physical edu­

cation subspecialty focus was identified. The subspecialty 

categorization followed Zeigler's (1983) classification 

scheme. Zeigler's scheme is unique in identifying both 

sub-disciplinary and sub-professional aspects associated 

with each of the named areas of scholarly study and research. 

Figure 1 presents the scheme in summary form. 

The best clue for determining the subspecialty focus of 

an article for analysis was its stated research purpose. 

Also helpful was the content of the supporting literature 

reviewed in the report. In every case, each article was 

coded according to its primary focus. For example, research 

on perceived exertion was classified as "Functional Effects 

of Physical Activity" if its primary focus was on physiolog­

ical variables. But it was classified as "Sociocultural & 

Behavioral Aspects" if its main focus was on psychological 

variables. When an article was encountered that was partic­

ularly difficult to classify, reference was made to 



Areas of Scholarly 
Study & Research 

Background, Meaning, 
& Intercultural 
Significance 

Functional Effects of 
Physical Activity 

Socio-cultural & 
Behavioral Aspects 

Sub-Disciplinary 
Aspects 

History 
Philosophy 
International & 
comparative study 

Exercise physiology 
Anthropometry & 
body composition 

Sociology 
Psychology (individual 
& social) 
Anthropology 
Political science 
Geography 
Economics 

Sub-Professional 
Aspects 

International 
relations 
Professional 
ethics 

Fitness & health 
appraisal 
Exercise therapy 

Application of 
theory to practice 

Motor Learning & 
Development 

Mechanical & 
Muscular Analysis 
of Motor Skills 

Management Theory 
& Practice 

Psycho-motor learning 
Physical growth & 
motor development 

Biomechanics 
Neuro-skeletal 
musculature 

Theory about the 
management function 

Application of 
theory to practice 

Application of 
theory to practice 

Application of 
theory to practice 

Program Development Theory about program 
development 
(General education? 
professional preparation; 

intramural sports & recreation; 
intercollegiate athletics; 

programs for the handicapped— 
including curriclum & 

instructional methodology) 

Evaluation & Theory about the Application of 
Measurement measurement function theory to practice 

Application of 
theory to practice 

Figure 1. Subspecialty foci within physical education 
(Zeigler, 1983, p. 58). 
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Zeigler's (1982) text, Physical Education and Sport: An 

Introduction in which separate chapters were devoted to 

each subdiscipline. 

Question B. The number of subjects were determined for 

each article. "Subjects" were usually persons, but were 

occasionally units of analysis such as classes or teams. 

Only the subjects from whom data were actually used in 

subsequent analyses were included. The present analysis 

did not acknowledge those subjects for whom data were not 

analyzed because they were incomplete or because the 

obtained data failed to meet a specified criterion level 

established by the researcher. 

Question B1 required classification of each article 

according to its research design. The main considera­

tion for the decision in the present analysis was whether 

or not data were collected on the same subjects under more 

than one condition or at more than one point in time. For 

example, a study was classified as "Completely Randomized" 

if different subjects were measured in all treatment condi­

tions and if the subjects were measured only once per 

variable. A study was classified as "Pure Within-S" if all 

subjects were measured in all conditions and/or measured 

more than once per variable. A "Mixed" classification was 

designated for those studies that measured some, but not 

all, subjects in more than one condition and/or more than 

once per variable. Reference was made to Keppel (1982) 

if further clarification was needed. 
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Question C. The total number of variables that were 

statistically analyzed were recorded for each article. 

Included were independent, dependent, clasification, and 

control variables. Variables that were mentioned in an 

article but did not receive any statistical analysis were 

not considered. Levels of categorical variables were not 

counted separately. 

The number of dependent variables was recorded for 

Question CI. In each case, the total number of variables 

that were treated in analyses as dependent variables were 

recorded. For example, if a separate ANOVA was executed 

for each of three different dependent variables, the coding 

was "3." For statistical techniques that do not specify a 

dependent variable, special coding conventions were followed. 

Simple correlations were coded as having "1" dependent 

variable, factor analyses were coded as if all variables were 

dependent, and discriminant function analyses were coded as 

if all predictor variables were dependent variables used to 

predict level of a single categorical variable. As used 

in the sampled studies, discriminant function analysis 

selected subjects on the basis of their membership to a 

criterion variable such as athlete versus non-athlete. Thus, 

the criterion variable acts as an independent variable 

(Thomas & Nelson, 1985). 

Question C2 called for recording the largest number of 

variables that were simultaneously analyzed. Number of 
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levels for categorical variables were ignored in this 

analysis. For example, a 2 X 2 X 8 analysis of variance 

was coded as "4", counting the three categorical variables 

and the one dependent variable. 

For Question C2a the largest number of dependent 

variables that were simultaneously analyzed was tabulated. 

Again, the coding conventions for simple correlations, 

factor analyses, and discriminant function analyses were 

followed. 

Question D. All statistical techniques employed in 

analysis of the data for each article were listed using a 

sign system. Only statistical procedures were listed, not 

all of the statistics derived from the procedures. For 

example, "multiple regression" was recorded while "stan­

dardized beta coefficient" was not. Statistical techniques 

used to describe the sample and the data collection instru­

ments were listed only if the analysis was performed as 

part of the reported study. 

Statistical procedures were most often located in the 

text of the Methods, Results, and Discussion sections of the 

research reports. However, tables, illustrations, and 

footnotes were also studied for statistical symbols that 

indicated use of a particular technique. 

The listing of statistical procedures was as specific 

as possible. For example, a complete listing would be 
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" 2 X 3 X 2  a n a l y s i s  o f  v a r i a n c e  w i t h  r e p e a t e d  m e a s u r e s  o n  

the last factor." Whenever possible, names of statistical 

procedures were directly quoted from the article. In cases 

where the statistical technique was not clearly specified, 

the procedure was listed in parentheses if it could be 

determined from supporting text. 

Question E. The coding of data for Question E was 

"Yes" if a single inferential statistical procedure was 

reported within an article. For Question El "Yes" was 

coded if there was a single reporting of statistical signif­

icance for a research question. 

The criterion alpha, or £ value, used for tests of 

significance throughout the article, was tabulated for 

Question E2. Categories included ".10", ".05", ".01" 

and "Other." "No" was coded if the £ value was not 

recorded or clearly implied by listing in statistical tables. 

"No" was also coded if the £ value changed from analysis to 

analysis. "Yes" was coded for Question E3 if exact £ 

values were reported for any of the analyses conducted 

within an article. 

Question F. "Yes" was coded when a justification or 

rationale for use of a particular statistical technique was 

proffered within an article. The explanation could be 

brief, but had to be included in the article itself. A 

reference citation not accompanied by any explanation was 

coded as "No." The nature of the justification and the page 
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of the article on which it was given was specified in the 

space provided on the code sheet. 

Question G. "Yes" or "No" was coded for each article 

to indicate whether or not a statistical reference was 

cited within an article. In order to be coded "Yes", a 

reference had to imply intent to explain a particular sta­

tistical technique. Citation of another research study 

that merely employed the same statistical technique was not 

considered a statistical reference. In each case, the 

reference itself and the page number of the article in 

which it was cited were specified on the code sheet. 

Question H. Question H was coded to indicate whether 

or not a statistical assumption was reportedly tested within 

an article. "Tested" was a key word in the coding of this 

variable. For example, the mere reporting of standard 

deviation values was not considered to constitute testing 

for homogeneity of variance. The assumption tested, the 

test employed, and the page where reported were specified 

on the coding sheet. 

Question I. "Yes" or "No" was recorded to indicate 

initial data transformation required for a particular sta­

tistical technique. Both linear and nonlinear transforma­

tions were considered for this question. The type of 

transformation and the page where it was reported were 

specified. 



61 

Question J. Question J was coded to indicate whether 

or not data analysis methods were reported in an article. 

"Report" was a key word in the coding of this variable. An 

article was coded "Yes" only if a specific computer program 

or other analysis procedure was named. The data analysis 

method and the page where it was reported were specified on 

the code sheet. 

Determination of Reliability 

The criterion level for reliability of coding between 

the principal investigator and an independent coder for each 

variable was established at a level of 80% or better than 

chance agreement (Krippendorff, 1980). The reliability 

check was performed on a proportional random sample of 10% of 

all articles analyzed. The articles checked for reliability 

are indicated in Appendix A with an asterisk. 

Agreement reliability for categorical variables derived 

from Questions A, Bl, and D through J, were computed using 

procedures for content analysis outlined by Krippendorff 

(1980). Reliability for ratio level data originating with 

Questions B, C, CI, C2, and C2a, were computed by procedures 

prescribed by Winer (1971) . Appendix C gives a computational 

example of each of these procedures. 

Obtained reliability coefficients for all variables 

are given in Table 2. The interjudge reliability coefficients 

ranged from .81 for Question F for justification of 
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Table 2 

Reliability Coefficients for Coding Variables* 

Reliability 
Variable Coefficient 

A. Subspecialty Focus of Article .90 (K) 

B. Number of Subjects .87 (W) 

Bl. Design .92 (K) 

C. Number of Variables .87 (W) 

CI. Number of Dependent Variables .84 (W) 

C2. Number of Variables Entered into 
a Sinqle Statistical Analysis 

1 .00 (W) 

C2a. Number of Dependent Variables 
Entered into a Single Analysis 

1 .00 (W) 

D. Statistical Analyses Used .91 (K) 

E. Use of Significance Testing 1 .00 (K) 

El. Reporting of Significance 1 .00 (K) 

E2. Reporting of Alpha .94 (K) 

E3. Reporting of Exact JD Values 1 .00 (K) 

F. Justification for Statistical Analysis .81 (K) 

G. Citation of Statistical Reference .84 (K) 

H. Testing of Statistical Assumption 1 .00 (K) 

I. Reporting of Data Transformation .84 (K) 

J. Reporting of Data Analysis Method 1 .00 (K) 

* Calculated according to Krippendorff procedure = K 
Calculated according to Winer procedure = W 
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statistical analyses to 1.00 for Question C2, C2a, E, El, 

E3, H, and J. All coefficients exceeded the criterion level 

set for reliability. 

Statistical Analyses 

Data were entered from the code sheets into a computer 

data file. These data were subsequently submitted to a 

series of analyses using the "PROC FREQ", "PROC UNIVARIATE", 

and "PROC CHART" programs of the Statistical Analysis System 

(SAS, 1982). These programs yielded frequency counts, per­

centages, means, and standard deviations necessary to answer 

the research questions based upon sample data. Computing 

was carried out at the Academic Computer Center of the 

University of North Carolina at Greensboro. 

Population Proportions and Confidence Intervals 

Population proportions were estimated for research ques­

tions la, lc, 2, 3a, 4, 5, 9, 10, 11, 12, and 13. Unbiased 

estimators of population proportions were calculated by: 

k nk 
P = 2 2 
st k=l i=l y±k 

n 
where y^ = 1 or 0 and denoted the value of the sampling 

variable for the ith element sampled from the kth stratum and 

n is the overall sample size (Jaeger, 1984, p. 82) . 



A 95% confidence interval for each estimated population 

proportion was calculated by: 

C.I. = P_. ± 1.96 y /v  (p ) 
.95 pst 

St St 

where v (Ps^) was an unbiased estimator of the variance of 

the proportion. This value was computed by: 

d - f) k pk  (  1 -  pk)  
v ( Pst) = • 2 

n N k=l (Nk - 1) 

where N denoted the overall population size, n denoted the 

overall sample size, Nk represented the population size for 

stratum k, f was the sampling fraction, and pk was the 

sample proportion for stratum k (Jaeger, 1984, p. 83). 

Rank Order 

Research questions lb, lb-1, lc, and lc-1 required 

determination of rank in the use of particular statistical 

analyses. Rankings were based upon estimated population 

proportions from high to low, e.g., a statistical analysis 

which had the highest £ value received a rank of 1. Tied 

ranks shared the value of the ranks proportionally. 

Concordance in Rankings 

Research question lb-1(a) asked for the extent of 

concordance between pairs of rankings. Kendall's tau was 
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calculated by procedures described in Daniels (1978) for all 

possible pairs of rankings for the subspecialty categories. 

Significance of associations in rankings were tested with 

alpha set at the .05 level using a one-tailed positive test. 

A .05 level was selected because of the nature of the data, 

i.e., written reports that remained constant from reading 

to reading. 

Population Means 

Research Questions 5, 6, and 7 required estimation of a 

population mean. With proportional allocation and simple 

random sampling from each journal, the arithmetic average of 

the variable under investigation for all sampled articles 

served as an unbiased estimator of the population mean 

(Jaeger, 1984). 

Summary 

Methods described in this chapter included the pro­

cedures for sampling, data collection, and data analysis. 

Specific formulas were cited for calculations used in 

sampling and analysis. Details were given to clarify the 

coding decisions made by the researcher in analyzing the 

research reports. 
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CHAPTER IV 

FINDINGS 

This chapter presents the findings derived from content 

analyzing 233 research articles sampled from seven different 

physical education research journals. Each report was 

analyzed in order to answer research questions concerning: 

(a) the use of particular statistical techniques, (b) the 

nature of the quantitative data that were analyzed, and 

(c) selected characteristics of the written descriptions 

reporting the statistical analyses employed. Appendix D 

indicates the definitions of abbreviations used in tables 

presented in this chapter. 

Statistical Techniques Employed in Physical Education 

Type and Frequency of Statistical Techniques 

A total of 87 different statistical techniques were 

used in the 23 3 research reports. Many of the techniques, 

such as Pearson's product moment correlation coefficient and 

the analysis of variance, were well-known. Others, such as 

the Behrens-Fisher statistic and the Pearson-Filon test, were 

comparatively unknown. Reported frequencies of observed 

use in the sample of papers studied ranged from 183 uses of 

the arithmetic mean to a single reported use of 26 different 

statistical techniques. Table 3 lists the 87 observed 
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Table 3 

Frequencies of Statistical Techniques Used in 233 Selected 

Physical Education Research Reports 

Frequency Percent of 
of Use Sample Reports 

Statistical Technique in Sample Using Technique 

Mean 183 78.5% 
Standard Deviation 112 48.1% 
Pearson's Product Moment 80 34.3% 

Correlation 
Proportion 70 30.0% 
Range 42 18.0% 
Two-Way ANOVA 39 16.7% 
One-Way ANOVA 38 16.3% 
Independent t-Test 26 11.2% 
Two-Way Repeated Measures ANOVA 25 10.7% 
Three-Way Repeated Measures ANOVA 24 10.3% 
Discriminant Function Analysis 24 10.3% 
Newman-Keuls Multiple Comparison 20 8.6% 
Multiple Regression 19 8.2% 
Dependent t-Test 16 6.9% 
Scheffe Multiple Comparison 16 6.9% 
One-Way Chi Square Analysis 15 6.4% 
Two-Way Chi Square Analysis 15 6.4% 
Principal Components Factor 15 6.4% 

Analysis 
Two-Way MANOVA 14 6.0% 
Median 14 6.0% 
Standard Error of the Mean 14 6.0% 
Tukey HSD Test 12 5.2% 
Three-Way ANOVA 11 4.7% 
Variance 9 3.9% 
Two-Way ANCOVA 8 3.4% 
Linear Regression 8 3.4% 
One-Way Repeated Measures ANOVA 7 3.0% 
Duncan New Multiple Range Test 7 3.0% 
One-Way MANOVA 7 3.0% 
Three-Way MANOVA 6 2.6% 
One-Way ANCOVA 5 2.1% 
Partial Correlation 5 2.1% 
Canonical Correlation 4 1.7% 
Cronbach's Coefficient Alpha 4 1.7% 
Hotelling's T-Square 4 1.7% 
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Table 3 (continued) 

Frequency Percent of 
of Use Sample Reports 

Statistical Technique in Sample Using Technique 

Path Analysis 4 1.7% 
Spearman Rank Order Correlation 4 1.7% 
Trend Analysis 4 1.7% 
z-Test 4 1.7% 
Three-Way ANCOVA 3 1.3% 
Biserial Correlation 3 1.3% 
Goodman-Kruskal's Gamma 3 1.3% 
Intraclass Correlation Coefficient 3 1.3% 
Kendall's Tau Beta 3 1.3% 
Kruskal-Wallis ANOVA by Ranks 3 1.3% 
Mode 3 1.3% 
Alpha Factor Analysis 2 0.9% 
Bonferroni t Multiple Comparison 2 0.9% 
Canonical Factor Analysis 2 0.9% 
Cluster Analysis 2 0.9% 
Difference in Proportions Test 2 0.9% 
Eta-Squared Correlation 2 0.9% 
Fisher's LSD Multiple Comparison 2 0.9% 
Image Factor Analysis 2 0.9% 
Kendall's Coefficient of 2 0.9% 

Concordance 
Multiple Classification Analysis 2 0.9% 
Three-Way MANCOVA 2 0.9% 
Maximum Likelihood Factor Analysis 2 0.9% 
Omega Squared 2 0.9% 
Scored-Interval Agreement Method 2 0.9% 
Tukey's Omega Multiple Comparison 2 0.9% 
One-Way Repeated Measures ANCOVA 1 0.4% 
Two-Way Repeated Measures ANCOVA 1 0.4% 
Three-Way Repeated Measures ANCOVA 1 0.4% 
Behrens-Fisher Statistic 1 0.4% 
Confusion Matrix 1 0.4% 
Coefficient of Variation 1 0.4% 
Duncan-Bonner Multiple Comparison 1 0.4% 
Generalizability Coefficient 1 0.4% 
Kendall's tau C 1 0.4% 
Kuder-Richardson 20 1 0.4% 
Likelihood Goodness-of-Fit Test 1 0.4% 
Log Linear Analysis 1 0.4% 
One-Way MANCOVA 1 0.4% 
Two-Way MANCOVA 1 0.4% 
One-Way Repeated Measures MANOVA 1 0.4% 
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Table 3 (continued) 

Frequency Percent of 
of Use Sample Reports 

Statistical Technique in Sample Using Technique 

Three-Way Repeated Measures 1 0.4% 
MANOVA 

Mann-Whitney U Test 1 0.4% 
Pearson-Filon Test 1 0.4% 
Profile Analysis 1 0.4% 
Point Biserial Correlation 1 0.4% 
R-Type Factor Analysis 1 0.4% 
Tetrachoric Correlation 1 0.4% 
Tukey's Alpha Procedure 1 0.4% 
Tukey's Beta Procedure 1 0.4% 
Tukey's WSD Multiple Comparison 1 0.4% 
Wilcoxon t-Test 1 0.4% 
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statistical techniques ordered by frequency of use in the 

sample of papers. 

Most common within the research reports were the 

descriptive techniques of mean, standard deviation, Pearson's 

product moment correlation coefficient, proportions, and 

range. The arithmetic mean was used in a vast majority of 

the published research reports, i.e., 78.5% of the sampled 

articles; standard deviation was used in nearly half of 

the reports, i.e., 48.1% of the articles. 

Only 11 statistical techniques were used in at least 

10% of the sampled articles. Eleven more analytic tech­

niques were identified when one considered 5% of all 

articles, i.e., at least 12 of the 233 articles. The 

remaining 65 statistical techniques were employed in fewer 

than 5% of the sampled research reports. The lesser-used 

statistics included several relatively new and more complex 

procedures such as log linear analysis and three-way multi­

ple analysis of covariance. Surprisingly, the list of 

lesser-used statistics included several relatively familiar 

and simple statistical procedures such as computation of the 

mode and linear regression. A number of nonparametric 

techniques, e.g., Goodman-Kruskal's gamma; multivariate 

techniques, e.g., Hotelling's T-square; correlational tech­

niques, e.g., tetrachoric correlation; and multiple compar­

ison tests, e.g., Bonferroni's t, were also used infrequently 

within the sampled research articles. 
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Because the research reports were sampled using pro­

portional allocation with simple random sampling from each 

journal, estimators of population proportions for use of 

statistics were computationally equivalent to the observed 

proportions for the total sample. Ninety-five percent 

confidence intervals were constructed around estimated 

population proportions. These confidence intervals vary 

as a function of the observed proportion of use for each 

technique within each journal. Table 4 presents the journal 

proportions and the resultant confidence intervals for the 

26 statistical techniques for which the confidence interval 

included or exceeded the 5% usage level. 

Statistic use by subspecialties. Table 5 presents the 

results of a crossbreak analysis of the 26 most-frequently-

used statistics by seven physical education subspecialties. 

Within parentheses in Table 5 are the ordered ranks of 

statistics, used by each subspecialty. Examination of Table 5 

reveals a number of zero frequencies. This occurred for 

subspecialties for which a large number of articles were 

sampled as well as those with fewer articles sampled. 

Comparison across subspecialties demonstrates few 

similarities in the. rank ordering of the 26 statistics. 

Exceptions are the mean and standard deviation which share 

top rankings across all subspecialties, and variance and 

two-way analysis of covariance which are consistently the 
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Table 4 

Sample Proportions of Statistics Used by Journal/ and 

95% Confidence Intervals on Overall Population Proportions 

STAT RQES JOSP JOSB ROSL JTPE JSSI DNRJ 
95% 

Confidence 
Interval 

MEAN .92 .76 .63 .40 .62 .40 .50 .747 to .823 
SDEV .61 .41 .40 .07 .31 .20 .50 .434 to .528 
PPMC .37 .41 .23 .20 .38 .20 .50 .296 to .390 
PROP .16 .33 .43 .67 .54 1.00 .50 .258 to .342 
RANG .18 .15 .17 .20 .31 .00 .00 .142 to .218 
ANV2 .17 .22 .13 .07 .15 .00 .50 .130 to .204 
AN VI .14 .22 .27 .00 .23 .00 .00 .127 to .199 
INTT .09 .13 .13 .00 .23 .20 .50 .081 to .143 
AVR2 .19 .02 .00 .00 .00 .00 .00 .078 to .136 
AVR3 .15 .11 .03 .00 .00 .00 .00 .073 to .133 
DFNA .07 .17 .13 .00 .23 .00 .00 .074 to .132 
MREG .07 .15 .07 .13 .00 .00 .00 .055 to .109 
NKPH .11 .13 .03 .00 .00 .00 .00 .058 to .114 
DETT .09 .04 .07 .00 .08 .00 .00 .044 to .094 
SCHE .11 .00 .10 .00 .00 .00 .00 .044 to .094 
PCFA .05 .11 .07 .07 .08 .00 .00 .039 to .089 
CSQ1 .04 .09 .07 .13 .08 .20 .00 .040 to .088 
CSQ2 .04 .09 .17 .07 .00 . .00 .00 .041 to .087 
MED I .03 .11 .07 .20 .00 .00 .00 .037 to .083 
SERM .11 .00 .00 .00 .00 .20 .00 .037 to .083 
MAN 2 .04 .13 .07 .00 .00 .00 .00 .038 to .082 
THSD .05 .07 .03 .07 .00 .00 .00 .031 to .073 
ANV3 .06 .11 .00 .00 .00 .00 .00 .025 to .069 
VARI .03 .07 .03 .00 .08 .00 .00 .020 to .058 
LREG .07 .00 .00 .00 .00 .00 .00 .016 to .052 
ACV2 .02 .09 .03 .00 .00 .00 .00 .017 to .051 



Table 5 

Frequencies and (Ranks) of Statistical Techniques Used, 

by Physical Education Subspecialties 

Func Socio M Lng M & M Mgmt Prgm Meas & 
STAT Effects & Beh & Dev Analy T & P Dev Eval 

MEAN 35(1) 65(1) 29(1) 16(1) 8 1) 23(1) 7(2) 
SDEV 27(2) 37(3) 14(2) 11(2) 6 2.5) 12(2) 5(3) 
PPMC 18(3) 27(4) 10(3.5) 6(4) 2 8) 9(4) 8(1) 
PROP 3(13.5) 39(2) 6(6.5) 2(7.5) 6 2.5) 11(3) 3(5) 
RANG 4(11) 15(8) 6(6.5) 8(3) 1 11.5) 6(7) 2(10) 
ANV2 4(11) 16(6.5) 9(5) 1(11.5) 3 4.5) 6(7) 0(23) 
AN VI 5(9) 17(5) 4(11.5) 2(7.5) 0 19.5) 8(5) 2(10) 
INTT 7(6.5) 9(12) 2(16.5) 0(20.5) 0 19.5) 6(7) 2(10) 
AVR2 11(5) 1(24.5) 5(9) 4(5) 0 19.5) 2(15.5) 2(10) 
AVR3 2(16.5) 8(14.5) 10(3.5) 0(20.5) 0 19.5) 2(15.5) 2(10) 
DFNA 0 (23) 16(6.5) 1(20) 0(20.5) 1 11.5) 4(9.5) 2(10) 
NKPH 4(11) 8(14.5) 5(9) 1(11.5) 0 19.5) 1(19.5) 1(16.5) 
MREG 3(13.5) 12(9) 1(20) 0(20.5) 2 8) 0(23.5) 1(16.5) 
DETT 6(8) 4(20) 2(16.5) 1(11.5) 0 19.5) 2(15.5) 1(16.5) 
SCHE 0(23) 5(18.5) 4(11.5) 3(6) 0 19.5) 3(11.5) 1(16.5) 
CSQ1 0(23) 10(10) 0(24.5) 0(20.5) 3 4.5) 2(15.5) 0(23) 
CSQ2 0(23) 9(12) 1(20) 0(20.5) 2 8) 1(19.5) 2(10) 
PCFA 0(23) 7(16.5) 0(24.5) 1(11.5) 0 19.5) 4(9.5) 3(5) 
MAN 2 1(19) 9(12) 1(20) 0(20.5) 0 19.5) 3(11.5) 0(23) 
MEDI 0 (23) 7(16.5) 3(14) 1(11.5) 2 8) 0(23.5) 1(16.5) 
SERM 12(4) 1(24.5) 0(24.5) 1(11.5) 0 19.5) 0(23.5) 0(23) 
THSD 2(16.5) 3(21.5) 3(14) 0(20.5) 2 8) 2(15.5) 0(23) 
ANV3 0(23) 3(21.5) 5(9) 0(20.5) 0 19.5) 0(23.5) 3(5) 
VARI 2(16.5) 1(24.5) 3(14) 0(20.5) 0 19.5) 2(15.5) 1(16.5) 
ACV2 2(16.5) 5(18.5) 1(20) 0(20.5) 0 19.5) 0(23.5) 0(23) 
LREG 7(6.5) 1(24.5) 0(24.5) 0(20.5) 0 19.5) 0(23.5) 0(23) 
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lowest ranked. None of the other statistics is consistent 

in rank across all seven subspecialties. For example, 

proportions were a popularly used statistical technique 

among the studies classified as Sociocultural & Behavioral 

Aspects and Program Development, i.e., 2nd and 3rd in rank, 

respectively. But neither statistical technique was used 

as often by researchers from the other subspecialties. 

Another inconsistently used statistic was the standard 

error of the mean. It ranked fourth in use among the Func­

tional Effects of Physical Activity group of studies, but 

it was observed only once or not at all within the other 

subspecialties. 

Kendall's tau values were calculated to quantify the 

extent of concordance in the rankings of statistic use for 

each pair of the seven subspecialty rankings. Table 6 

presents the complete matrix of Kendall's tau values. The 

lowest observed tau value was +.07 between Functional Effects 

of Physical Activity and Management Theory & Practice. The 

highest value was + .62 for the association between use of 

statistics in papers classified from the subspecialties 

Sociocultural & Behavioral Aspects and Program Development. 

Generally, the Kendall's tau values were in the +.30 to +.50 

range. 

Kendall's tau can be interpreted as an inferential 

statistic to test for significance of association between 
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Table 6 

Matrix of Kendall's tau Associations, by 

Physical Education Subspecialties 

Func 
Effets 

Socio 
& Beh 

M Lng 
& Dev 

M & M 
Analy 

Mgmt 
T & P 

Prgm 
Dev 

Meas & 
Eval 

Func 
Effects .15 .35* .44* .07 .30* .15 

Socio 
& Beh .15 .33* .30* .57* .62* .39* 

M Lng 
& Dev .35* .33* .52* .28* .44* .47* 

M & M 
Analy .44* .30* .52* .25* .49* .43* 

Mgmt 
T & P .07 .57* .28* .25* .37* .21 

Prgm 
Dev .30* .62* .44* .49* .37* .47* 

Meas & 
Eval .15 .39* .47* .43* .21 .47* 

•Significant at .05 level for one-tailed test 
(critical value = +.237) 
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two sets of rankings. Setting alpha at the .05 level and 

performing a one-tailed positive test of significance, four 

associations failed to meet the criterion level for signif­

icance. The ranking of statistics use for Functional 

Effects of Physical Activity was not significantly associated 

with the rankings for Sociocultural & Behavioral Aspects, 

Management Theory & Practice, or Measurement & Evaluation. 

Neither was there significant agreement in the rankings for 

Management Theory & Practice and Measurement & Evaluation. 

The significant agreements between rankings for the various 

subdisciplines are indicated by asterisks in Table 6. 

Classification of statistics by similar purpose. Con­

sistent with the findings for use of individual statistical 

techniques, the analysis of statistical techniques classified 

by similar purpose in Table 7 also showed that descriptive 

techniques were most commonly used in the published research. 

Statistics that describe dispersion and central tendency 

ranked first and second in frequency of use as a percentage 

of the total number of analyses performed. Inferential 

statistical techniques then followed. In decreasing order 

of use were: ANOVA, Correlation, Multiple Comparison, 

Regression, t-Test, MANOVA, Association, Factor Analysis, 

Goodness-of-Fit, ANCOVA, Reliability, and MANCOVA. 

Table 8 presents the results of a crossbreak analysis 

of the same statistical technique categories by seven 

physical education subspecialties. In contrast to the 
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Table 7 

Frequencies and (Ranks) of Statistical Techniques Used, 

Classified by Similar Purpose 

Category Frequency and (Rank) Percent of 
Statistical of Use Total Statistics 
Technique in Sample Used* 

Dispersion 248 (1) 24.5% 

Central Tendency 200 (2) 19.8% 

ANOVA 151 (3) 14.9% 

Correlation 96 (4) 9.5% 

Multiple Comparison 66 (5) 6.5% 

Regression 62 (6) 6.1% 

t-Test 47 (7) 4.6% 

MANOVA 34 (8) 3.4% 

Association 26 (9.5) 2.6% 

Factor Analysis 26 (9.5) 2.6% 

Goodness-of-Fit 21 (11) 2.1% 

ANCOVA 19 (12) 1.9% 

Reliability 11 (13) 1.1% 

MANCOVA 4 (14) 0.4% 

*Refers to percentage of the total 1011 statistical analyses 
employed in the sample of research reports. 



Table 8 

Frequencies and (Ranks) of Statistical Technique Categories, 

by Physical Education Subspecialties 

Category 
Statistical Func Socio M Lng M & M Mgmt Prgm Meas & 
Technique Effects & Beh & Dev Analy T & P Dev Eval 

Dispersion 49(1) 93(1) 29(3) 22(1) 13(1) 31(1) 11(1) 
Central 

Tendency 35(2) 75(2) 32(2) 17(2) 10(2) 23 (2) 8(5) 
ANOVA 27(3) 48(3) 35(1) 9(3) 5(3) 18(3) 9(3.5) 
Correlation 21(4) 34(4) 11(5) 7(4) 3(5.5) 10(4.5) 10(2) 
Multiple 

Comparison 10(6.5) 21(6) 18(4) 5(5) 2(7.5) 8(6) 2(11) 
Regression 10(6.5) 33(5) 4(7.5) 0(11.5) 4(4) 6(8) 5(6) 
t-Test 13(5) 14(8.5) 6(6) 1(7.5) 0(11.5) 10(4.5) 3(9) 
MANOVA 4(8.5) 19(7) 3(9) 0(11.5) 0(11.5) 5(9.5) 3(9) 
Association 0(13) 13 (10) 1(11) 0(11.5) 2(7.5) 7(7) 3(9) 
Factor 

Analysis 0(13) 10(11.5) 0(13.5) 2(6) 0(11.5) 5(9.5) 9(3.5) 
Goodness-

of-Fit 0(13) 14(8.5) 1(11) 0(11.5) 3(5.5) 3(11) 0(13) 
ANCOVA 4(8.5) 10(11.5) 4(7.5) 0(11.5) 0(11.5) 1(13.5) 0(13) 
Reliability 1 (10.5) 2(13.5) 1(11) 1(7.5) 0(11.5) 2(12) 4(7) 
MANCOVA 1(10.5) 2(13.5) 0(13.5) 0(11.5) 0(11.5) 1(13.5) 0(13) 

Total Stats 
Used 175 388 145 64 42 130 67 
No. Reports 
Sampled 35 95 32 18 12 28 13 
Mean Stats 
per Report 5.0 4.1 4.5 3.6 3.5 4.6 5.2 
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subspecialty rankings for individual statistical techniques, 

the category rankings show greater agreement. Nonetheless, 

there are clear differences across some of the categories. 

For example, Factor Analysis ranks high for studies in 

Measurement & Evaluation and Mechanical & Muscular Analysis 

of Motor Skills, yet the technique ranks near the bottom for 

the other subspecialties. 

Analytic Complexity 

The analysis of the complexity of statistical tech­

niques called for classification of each report as 1-variable, 

2-variable, multiple-variable, or multivariate according to 

the most complex analysis employed within the report. It was 

found that the most complex analysis used in 21 reports, 

representing 9.0% of the total sample, was a 1-variable 

statistical technique such as the mean, standard deviation, 

or proportions. A 2-variable statistical technique such as 

Pearson's product moment correlation coefficient or a t-test, 

was employed as the most complex analysis in 60, or 25.8%, 

of the reports. Ninety-three of the reports, i.e., 39.9%, 

used a multiple-variable procedure such as ANOVA or multiple 

regression as the most complex analysis. Multivariate 

techniques such as MANOVA or canonical correlation were 

reported in 59 of the 233 research reports. This repre­

sented 25.3% of the total sample. 
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Use of multivariate statistics. Table 9 presents the 

overall and subspecialty frequencies of use of multivariate 

statistical techniques. Twenty-one different multivariate 

procedures were used, contributing 9.4% to the total number 

of statistical techniques employed within the sample. The 

most commonly used multivariate statistical techniques were 

discriminant function analysis, principal components factor 

analysis, and two-way multiple analysis of variance. These 

techniques were used, respectively, in 24,15, and 14 research 

reports. 

Analysis of use of multivariate statistics within the 

various subspecialties revealed the greatest use among 

studies classified as Measurement & Evaluation. Multivariate 

techniques contributed 22.4% to the total number of statis­

tical techniques observed within the sample for Measurement & 

Evaluaton. They contributed 13.1% and 12.6%, respectively, 

to the statistics used within the subspecialties of Program 

Development and Sociocultural & Behavioral Aspects. 

Type of Generalization and Significance Levels 

Relatively few of the 233 research reports were purely 

descriptive in nature. The vast majority, i.e., 87.6%, of 

the published reports employed one or more inferential 

statistics to test for the significance of sample findings. 

And in all but four of the inferential studies, significance 

was reported. Analysis according to subspecialties revealed 
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Table 9 

Frequencies and (Ranks) of Multivariate Statistical Techniques, 

by Physical Education Subspecialties 

Func Socio M Lng M & M Mgmt Prgm Meas & 
STAT Effects & Beh & Dev Analy T & P Dev Eval Total 

MAN1 0 5 0 0 0 2 0 7 4) 
MAN 2 1 9 1 0 0 3 0 14 3) 
MAN 3 0 3 1 0 0 0 2 6 5) 
MVR1 0 1 0 0 0 0 0 1 18) 
MVR3 1 0 0 0 0 0 0 1 18) 
MCVl 0 0 0 0 0 1 0 1 18) 
MCV2 1 0 0 0 0 0 0 1 18) 
MCV3 0 2 0 0 0 0 0 2 11) 

HTSQ 1 1 1 0 0 0 1 4 6.5) 
CANC 0 1 1 0 0 2 0 4 6.5) 
DFNA 0 16 1 0 1 4 2 24 1) 
MCLA 0 1 1 0 0 0 0 2 11) 
PRAN 1 0 0 0 0 0 0 1 18) 
CONM 0 0 0 0 0 0 1 1 18) 

PCFA 0 7 0. 1 0 4 3 15 2 )  
ALFA 0 0 0 0 0 0 2 2 11) 
CAFA 0 0 0 0 0 0 2 2 11) 
IMFA 0 1 0 0 0 0 1 2 11) 
CLFA 0 1 0 0 0 1 0 2 11) 
MLFA 0 0 0 1 0 0 1 2 11) 
RTFA 0 1 0 0 0 0 0 1 18) 

Mvariate 
Stats 5 49 6 2 1 17 15 95 
Used 

Total 
Stats 175 388 145 64 42 130 67 1011 
Used 

Percent 
Mvariate 2.9% 12.6% 4.1% 3.1% . 2.4% 13.1% 22.4% 9.4% 
Used 

Rank 
Mvariate (7) (3) (4) (5) (6) (2) (1) 

Number 
Reports 35 95 32 18 12 28 13 
Ramoled 
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that the greatest percentage of purely descriptive studies 

compared to inferential studies, were in the categories of 

Program Development and Mechanical & Muscular Analysis of 

Motor Skills. Table 10 summarizes the results of the 

analysis. 

Level of significance. Testing for significance of a 

statistical result requires determination of an alpha level. 

In over half of the research reports, or 59.3%, no alpha 

level was either reported or clearly implied by consistent 

use in tables. In the articles reporting an alpha level, the 

majority employed a nominal alpha at the .05 level. Only 

11 articles employed a £ value other than .05. Of interest, 

however, was the relatively prevalent reporting of exact £ 

values. Exact £'s were indicated in 15.7% of the 204 

inferential studies. Table 11 presents the frequencies of 

the analyses for the subspecialties. Exact £ values were 

reported in Program Development articles most often. 

Nature of the Data and Related Statistical Issues 

Several analyses were necessary in order to investigate 

issues that permitted understanding of the nature of the 

data upon which statistical analyses were performed. These 

included determining (a) the number of variables studied 

and analyzed, (b) the number of subjects involved in the data 

collection, and (c) the extent of assumption testing, use of 

data transformations, and use of nonparametric statistical 

techniques. 



Table 10 

Frequencies of Significance Testing and Significance Reporting, 

by Physical Education Subspecialties 

Subspecialty 
Significance 

Tested 
Not 

Tested 
Significance 

Reported 
Not 

Reported 

Program Development 20 8 20 0 

Mechanical & Muscular 
Analysis of Motor Skills 13 5 13 0 

Sociocultural & 
Behavioral Aspects 82 13 80 2 

Management Theory 
& Practice 11 1 12 0 

Measurement & 
Evaluation 12 1 12 0 

Functional Effects 
of Physical Activity 34 1 33 1 

Motor Learning 
& Development 32 0 31 1 

Total Sample 204 29 200 4 

Percent of 
Total Sample 87.6% 12.4% 98.0% 2.0% 



Table 11 

Frequencies of Alpha Levels and p Values Reported, 

by Physical Education Subspecialties 

Subspecialty 
.05 
Alpha 

Other 
Alpha 

Alpha 
Not 

Reported 
Exact 

p Values 

p Values 
Not 

Reported 

Management Theory 
& Practice 2 0 9 2 9 

Measurement & 
Evaluation 2 1 9 1 11 

Sociocultural & 
Behavioral Aspects 24 0 55 13 69 

Motor Learning 
& Development 12 0 20 4 28 

Program 
Development 4 4 12 7 13 

Mechanical & Muscular 
Analysis of Motor Skills 5 2 6 1 12 

Functional Effects 
of Physical Activity 24 0 10 4 30 

Total Sample 72 11 121 32 172 

Percent of 
Total Sample 35.3% 5.4% 59.3% 15.7% 84.3% 
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Number of Variables 

The physical education research studies investigated a 

median number of 10 variables per study. However, there was 

great variability across studies, as evidenced by the semi-

interquartile deviation, 6.25, which is more than half as 

large as the median number of variables. The tally of the 

number of variables studied ranged from 2 to 99. Within 

subspecialties, Functional Effects of Physical Activity 

research averaged a median number of 13 variables per study. 

For Motor Learning & Development research a median of 

7 variables was identified. Table 12 presents the median 

number of variables studied for each of the seven subspecial­

ties. Figure 2 presents box-and-whisker plots (Chambers, 

Cleveland, Kleiner, & Tukey, 1983) for number of variables 

studied by each of the physical education subspecialties. 

Table 12 also indicates the median values for number 

of dependent variables studied, number of variables simul­

taneously analyzed in the most complex statistical analysis 

employed, and the number of dependent variables simultan­

eously analyzed in the most complex analysis. These 

values are given for the total sample and for subspecial­

ties. Figures 3, 4, and 5 present box-and-whisker plots 

for these variables. 

For the total sample, it was observed that although 

a median of 4 dependent variables were studied per published 

investigation, very few studies simultaneously analyzed 
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Table 12 

Median Number of Variables Studied and Simultaneously 

Analyzed, by Physical Education Subspecialties 

Total Dependent Variables Dep. Variables 
Subspecialty Variables Variables Simultaneously Simultaneously 

Studied Studied Analyzed Analyzed 

Prgm Dev 12 9 3 1 

Meas & Eval 10 9 7 

Func Effects 13 4 3 1 

Mgmt T & P 8.5 3.5 2.5 1 

Socio & Beh 9 3 4 1 

M & M Analy 9.5 5.5 2 1 

M Lng & Dev 7 3 4 1 

Total Md = 10 4 3 1 
Sample Q 6.25 3.5 1.5 0 
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Figure 2. Box-and-whisker plots for total variables 
studied, by physical education subspecial­
ties . 
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Figure 3. Box-and-whisker plots for dependent 
variables studied, by physical education 
subspecialties. 
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more than one dependent variable. The semi-interquartile 

deviation for number of dependent variables simultaneously 

analyzed was 0. Within the subspecialties, the most strik­

ing contrast between the median values for dependent variables 

studied and simultaneously analyzed was for Program Devel­

opment research. Within this area, a median 9 dependent 

variables were studied, but only 1 dependent variable was 

analyzed. Measurement & Evaluation research simultaneously 

analyzed a median 5 dependent variables; however, this value 

was inflated by the large number of factor analyses per­

formed in this subspecialty. 

Number of Subjects 

Descriptive statistics were calculated for the number 

of subjects used in the 233 sampled research reports. The 

median number of subjects was 64, with a semi-interquartile 

deviation of 65.5. Numbers of subjects ranged from a low 

of 1 to a high of 9433. The distribution was positively 

skewed with a value of 8.6. Because of the skewness, the 

median value of 64 gives a more representative central 

tendency value for sample size employed in the sampled 

physical education research than does the mean value. 

Table 13 presents the median sample sizes employed by 

the various physical education subspecialties. The median 

values varied greatly. The largest median of 272 subjects 

was for research conducted in Management Theory & Practice. 
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Table 13 

Medians and Semi-Interquartile Deviations for Number of 

Subjects, by Physical Education Subspecialties 

Subjects Semi-Interquartile 
Subspecialty Median Deviation 

Management 
Theory & Practice 272 120.75 

Sociocultural & 
Behavioral Aspects 108 142.5 

Program Development 83 37.75 

Measurement 
& Evaluation 76 55.5 

Motor Learning 
& Development 52.5 27.25 

Mechanical & Muscular 
Analysis of Motor Skills 26.5 21.5 

Functional Effects 
of Physical Activity 20 15 

Total Sample Md = 64 Q = 65.5 



The smallest medians recorded were in the areas of Mechanical 

& Muscular Analysis of Motor Skills, i.e., 26.5 subjects, 

and Functional Effects of Physical Activity, i.e., 20 sub­

jects. Figure 6 presents box-and-whisker plots of sample 

sizes employed by the physical education subspecialties. 

Assessing the appropriateness of a particular sample 

size depends on several factors, one of which is the basic 

design of the study. Of particular concern is whether 

measures were repeated on the same subjects or whether 

different subjects served in all of the various conditions 

of the study. Almost exactly half of all the research 

reports employed either a pure repeated measures or mixed 

design. The other half of the studies were completely 

randomized. Two of the subspecialties employed many more 

repeated measures and/or mixed designs than randomized 

designs. These were Functional Effects of Physical Activity 

and Motor Learning & Development. Table 14 presents the 

frequencies resulting from the analysis. 

Statistical Assumptions, Transformations, 
Nonparametries 

Not all statistical techniques require testing of 

assumptions. However, it was interesting to find that 

statistical assumptions were tested in only 16 of the 233 

reports analyzed. The number represented 6.9% of the total 

sample of research articles. Most commonly tested were 
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Table 14 

Frequencies of Designs Employed, by Physical 

Education Subspecialties 

Completely Within-
Subspecialty Randomized Subjects Mixed 

Sociocultural & 
Behavioral Aspects 

Management 
Theory & Practice 

Program Development 

Measurement 
& Evaluation 

Motor Learning 
& Development 

Functional Effects 
of Physical Activity 

Mechanical & Muscular 
Analysis of Motor Skills 

Total Sample 

59 6 30 

1 1 0  1  

15 3 10 

8 14 

8 4 20 

8 15 12 

8 9 1 

117 38 78 

Percent of 
Total Sample 50.2% 16.3% 33.5% 
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assumptions regarding homogeneity of variance and intercor-

relations among variables. Also tested were normality of 

distributions, symmetry of covariance matrices, equality of 

slopes for analysis of covariance, and expected cell fre­

quencies for chi square analyses. Table 15 shows the dis­

tribution of assumption testing across the physical education 

subspecialties. Assumptions were tested most frequently, 

in 12.5% of the articles, by Motor Learning & Development 

researchers. 

Transformations. It was observed that 12% of the 

physical education research studies employed some type of 

data transformation prior to statistical analysis. One 

transformation was recorded for each of the subdisciplines of 

Motor Learning & Development and Program Development, 2 each 

for Management Theory & Practice and Measurement & Evaluation, 

6 each for Functional Effects of Physical Activity and 

Mechanical & Muscular Analysis of Motor Skills, and 10 for 

Sociocultural & Behavioral Aspects. It should be noted, 

however, that the vast majority of these transformations 

were linear, e.g., transformations to z-scores or ranks, or 

creation of derived variables from raw scores. Only 3 

instances were observed of nonlinear transformations to 

normalize extremely skewed data, one each for papers classi­

fied as Functional Effets of Physical Activity, Mechanical 

& Muscular Analysis of Motor Skills, and Sociocultural & 

Behavioral Aspects. 
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Table 15 

Frequencies of Testing for Statistical Assumptions, 

by Physical Education Subspecialties 

Assumption(s) Not 
Subspecialty Tested Tested 

Management Theory & Practice 1 34 

Motor Learning & Development 4 28 

Program Development 3 25 

Measurement & Evaluation 1 12 

Sociocultural & Behavioral Aspects 5 90 

Functional Effects of 
Physical Activity 1 34 

Mechanical & Muscular Analysis 
of Motor Skills 0 18 

Total Sample 16 217 

Percent of 
Total Sample 6.9% 93.1% 
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Nonparametric statistics. Another analysis of interest 

concerned the type and frequency of use of nonparametric 

statistical techniques. Table 16 provides both overall and 

subspecialty frequency counts for the 10 nonparametric 

statistical techniques observed in the sample of research 

reports. Overall, nonparametric statistics contributed a 

mere 4.6% to the total number of statistical techniques 

employed and were distributed across 37 of the 233 sampled 

articles. That is to say, 15.9% of the research studies 

employed at least one nonparametric statistical analysis. 

The most common of the nonparametric techniques employed were 

one-way and two-way chi square analyses. 

When examining use among the various subspecialty group­

ings, it was observed that researchers in Management Theory 

and Practice employed nonparametric statistics more often 

than did researchers associated with the other subspecial­

ties. Nonparametric statistics contributed 11.9% to the total 

number of statistical techniques observed within the sample 

of Management Theory & Practice research reports. At the 

other extreme, it was observed that nonparametric statistics 

were not used at all in the sample of reports from Functional 

Effects of Physical Activity or Mechanical & Muscular Analysis 

of Motor Skills. 
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Table 16 

Frequencies and (Ranks) of Nonparametric Statistical 

Techniques, by Physical Education Subspecialties 

Func 
Stat Effects 

Socio 
& Beh 

M Lng 
& Dev 

M & M 
Analy 

Mgmt 
T & P 

Prgm 
Dev 

Meas & 
Eval Total 

CSQl 0 10 0 0 3 2 0 15 (1) 

CSQ2 0 9 1 0 2 1 0 13 (2) 

SROC 0 2 0 0 0 1 1 4 (3) 

GKGM 0 2 0 0 0 1 0 3 (5) 

KTAB 0 0 0 0 0 3 0 3 (5) 

KWAR 0 2 1 0 0 0 0 3 (5) 

KCCW 0 0 0 0 0 2 0 2 (7) 

LKGF 0 1 0 0 0 0 0 1 (9) 

MWUT 0 0 1 0 0 0 0 1 (9) 

WILT 0 0 0 0 0 1 0 1 (9) 

Nonpara 
Stats 
Used 

0 27 3 0 5 11 1 47 

Total 
Stats 
Used 

175 388 145 64 42 130 67 1011 

Percent 
Nonpara 
Used 

0% 7.0% 2.1% 0% 11.9% 8.5% 1.5% 4. 6% 

Rank 
Nonpara (6.5) (3) (4) (6.5) (1) (2) (5) 

Number 
Reports 35 95 32 18 12 28 13 
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Reporting of Statistical Analyses 

The final analysis of the published research reports 

was concerned with the extent to which the researchers "helped" 

the reader by (a) providing a justification for use of a par­

ticular statistical technique, (b) identifying specific 

data analysis programs, and (c) citing a statistical refer­

ence. Findings suggest that these were not very common 

practices among the writers of physical education research 

reports. 

Table 17 summarizes the data for reporting of statis­

tical analyses for the total sample and the subspecialties. 

There was one noted exception to the general failure to 

report explanations, data analysis programs, and statistical 

references. The articles sampled in Measurement & Evaluation 

generally did include this information in their reports. 

Justifications were often single sentence explanations 

such as, "Data were evaluated by the chi square test of 

significance, considered the most appropriate measure, 

because . . . categories were mutually exclusive and collec­

tively exhaustive and each observation was discrete" (Evans, 

1979, p. 3). Occasionally the explanations were much more 

comprehensive, such as the 16 line rationale offered for use 

of discriminant function analysis as a post hoc procedure 

in an article published in the Journal of Sport Psychology 

(Rejeski, Darracott, & Hutslar, 1979). A good example of 



Table 17 

Frequencies of Selected Reporting Practices, 

by Physical Education Subspecialties 

Subspecialty 
Explanation 
Provided 

Not 
Provided 

Data Analysis 
Identified 

Not 
Identified 

Reference 
Cited 

Not 
Cited 

Meas & 
Eval 9 4 4 9 7 6 

Mgmt 
T & P 5 7 1 11 4 8 

Prgm 
Dev 8 20 2 26 9 19 

Socio 
& Beh 27 68 2 93 28 67 

M Lng 
& Dev 9 23 1 31 3 29 

Func 
Effects 3 32 0 35 4 31 

M & M 
Analy 0 18 4 14 1 17 

Total 
Sample 61 172 14 219 56 177 

Percent 
Total Sample 26.2% 73.8% 6.0% 94.0% 24.0% 76.0% 
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reporting the data analysis method is from McAuley and 

Gill (1983), "... a confirmatory factor analysis was 

implemented using the Lisrel V program (Joreskog & Sorbom, 

1981). This program employs a measurement model to test 

the hypothetical factor structure" (p. 413). Belka and 

Williams (1980) provided readers with four current refer­

ences for canonical correlation analysis. A poor example of 

statistical referencing was the citing of two 1960 texts 

to explain the need for a post hoc multiple comparison 

test after a significant analysis of variance (Crompton, 

Lamb, & Vedlitz, 1979). 

Summary 

Analysis of the data revealed that many different 

statistical techniques were employed in the sample of 

recently-published physical education research reports. It 

also revealed that the frequency of use varied according to 

the subspecialty focus of the reports. 

Physical education research was discovered to be com­

plex in terms of the number of variables studied, but rela­

tively less complex in terms of the number of variables 

simultaneously analyzed. Sample sizes appeared to be no 

larger than they were two decades ago. The vast majority of 

published research reports were inferential; and nearly all 

inferential studies claimed statistical significance using a 

£ value of .05. Few physical education research studies 
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tested for statistical assumptions, performed data trans­

formations, or employed nonparametric analyses. 

Research writers generally did not provide readers 

with "help" in understanding statistical usage. The data 

analysis revealed limited observations of justifications for 

selection of a particular statistical technique or citations 

of statistical references. Very seldom did writers comment 

on their specific data analysis methods. 
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CHAPTER V 

DISCUSSION 

This chapter is organized into two major sections. The 

first section discusses and interprets major findings of the 

present investigation and relates them to the outcomes of 

research and opinions of others. The second section 

addresses the implications of the findings for the field 

of physical education. 

Findings of the Present Investigation 

Statistical Techniques Used in Physical 
Education Research 

Within the sample of research reports, a total of 

87 different statistical techniques were used. The analysis 

presented in Table 3 suggested that (a) many different 

statistical techniques are being employed by physical 

education researchers, and (b) that many of the statistical 

techniques are being used very infrequently. This implies 

that the nature of physical education investigations must 

be diverse, thus requiring many different approaches to 

data analysis. It also implies that if a consumer of 

research needs to know the reported statistical techniques 

in a study in order to fully understand and appreciate 

the research, physical educators must have a broad statistics 
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background to read and accurately interpret recently-

published physical education research. 

One way to consider the need for a working knowledge of 

statistics is to identify the statistical techniques which a 

"typical" reader of research might know. Assume that a par­

ticular research consumer does know (a) the descriptive 

statistics of mean, median, mode, standard deviation, var­

iance, range, standard error of the mean, and proportions; 

(b) the nonparametric inferential statistics of Spearman's 

rank order correlation, one-sample chi square analysis, and 

two-sample chi square analysis, (c) the parametric inferen­

tial statistics of dependent t-test, independent t-test, 

one-way ANOVA, two-way ANOVA, and linear regression; and 

(d) the multiple comparison techniques of the Newman-Keuls 

test, the Scheffe test, and the Tukey HSD test. Knowledge 

of the above 20 statistical techniques would permit the 

reader to understand 72.8% of all of the different analyses 

employed in the present sample of research reports. While 

the percentage tends to give the impression that the con­

sumer could successfully read a majority of the published 

physical education research literature, this may not be the 

case. 

The dispersion of statistical techniques within an 

article and across several reports also warrants considera­

tion. In the present sample of research, the average number 

of different statistical techniques used per study was between 
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4 and 5, i.e., mean = 4.3, range = 1 to 9. Typically, a 

study reported one or two descriptive statistics, one or two 

inferential statistics, and a post hoc test of some type. 

Although the research reader might understand the majority of 

the statistics used in a study, there is the possibility that 

he or she would encounter at least one unfamiliar statistic 

when reading a research report. A consumer who knows only 

the 20 above-identified statistical techniques could read 

and interpret only 29.6% of the present sample of research 

reports, i.e., 69 of the 233 reports, without encountering 

an unfamiliar statistic. The implications of the "read­

ability" of almost one-third of the published research of 

the field are startling. How many physical education 

research consumers have statistical knowledge that permits 

them to read and interpret only a portion of the research 

literature? Moreover, how can the purported role of research 

be fulfilled for the field of study if the research cannot 

be read and interpreted by members of the discipline and pro­

fession? 

A somewhat different perspective of this finding is 

gained when one considers categories of statistical tech­

niques reported rather than individual statistical techniques. 

Burkhardt (1969) classified statistical techniques employed 

in a sample of research reports from Research Quarterly into 

six categories: (a) descriptive statistics, (b) techniques 

of hypothesis testing of means, variances, and proportions, 
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(c) correlation and regression, (d) factor analysis, (e) non-

parametric tests, and (f) reliability techniques. Although 

the present study identified 14 classifications, by combining 

categories it was possible to compare the frequencies 

observed in Burkhardt's 1962-1966 sample with the findings 

of the present study. When combined, it was revealed that 

in every category of statistics there was greater use in the 

present sample. This suggests that more statistical tech­

niques were used per research report within the past 7 years 

than were used 20 years ago. Perhaps present-day authors 

rely on the help of high speed computers to generate a 

series of statistics that might have taken hours to calcu­

late by hand a couple of decades ago. Another possible 

explanation is that there is now greater sophistication and 

competence in statistical knowledge among physical education 

researchers than in prior years. 

Nonparametric statistical analyses. Uses of both 

nonparametric and multivariate statistical techniques were 

investigated in the present study. Burkhardt (1969) reported 

use of chi square analyses in 3.9% of his 382 article sample; 

"other" nonparametrics were used in 3.6% of his sample. The 

present sample revealed use of chi square analyses in 10.7% 

of the 233 articles; "other" nonparametrics were used in 

5.2% of the sampled articles. This suggests that there may 

be greater familiarity and acceptance of nonparametric 



108 

statistics. However, nonparametric techniques other than 

chi square analyses still seem to be used in only a limited 

number of studies. Is the infrequent use primarily a func­

tion of unfamiliarity, because nonparametric statistics 

traditionally receive little attention in graduate research 

and statistics courses? Is it because most physical educa­

tion data can appropriately be analyzed by parametric pro­

cedures? Or is it possible that there is a prejudice 

against nonparametric statistics among physical education 

researchers because of the lesser power of nonparametric 

techniques? 

Multivariate statistical analyses. The only multi­

variate statistical technique mentioned in Burkhardt's 

classification system was factor analysis. It is possible, 

however, that his "other" categories under hypothesis testing 

or correlation and regression could.have included some multi­

variate statistics. Factor analysis was used in 4.3% of 

Burkhardt's sample and was used in about 8.2% of the current 

sample. However, "other" multivariate statistics were 

employed in 18.9% of the current sample of research reports. 

Morrow and Frankiewicz (1979) discovered that many of 

the articles published in Research Quarterly in 1976 and 1977 

considered more than one dependent measure. However, they 

noted that few of the studies employed appropriate multi­

variate or repeated measures analyses. A similar conclusion 

was reached by Schutz, Smoll, and Gessaroli (1983) as a 



109 

result of a content analysis of four sport and physical 

activity research journals. Both sets of authors strongly 

encouraged physical education researchers to increase their 

use of multivariate and/or repeated measures analyses. 

Other physical educators have also appealed for the increased 

use of multivariate and repeated measures analyses (Cox & 

Serfass, 1981; Gould, 1982; Karpman, 1981; Korell & Safrit, 

1977; Levine, 1977). Apparently, such encouragement has 

been.heeded by at least some of the current researchers in 

physical education. Some type of multivariate statistic 

was used in approximately 25% of the articles comprising the 

current sample. One may infer, then, that a reader with no 

knowledge of multivariate statistics might not be able to 

understand one out of four published research reports in 

physical education. It is the opinion of the principal inves­

tigator that this is an inordinately high proportion of the 

research literature to go unread by scholars and profes­

sionals because they lack knowledge of multivariate methods. 

Repeated measures analyses. As for repeated measures 

analyses, it is unclear whether or not use has increased. 

Inasmuch as Burkhardt (1969) did not categorize repeated 

measures ANOVAs separately, a direct comparison with his 

research findings is not possible. However, it should be 

noted that two-way and three-way repeated measures analyses 

of variance ranked ninth and tenth overall in frequency of 
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use in the current sample of research. Each was employed 

in approximately 10% of the total number of research reports. 

It was not the purpose of the present study to determine 

appropriate use of statistical techniques, yet it was readily 

discernible to the present investigator that a number of 

within-subjects designs did not apply repeated measures 

analytic techniques. Nearly half of all reports employed 

either a pure within-subjects or mixed design, yet only 

61 studies employed repeated measures analyses. Perhaps too 

many physical education researchers are unaware of the error 

committed when failing to recognize the need for repeated-

measures analyses. 

Statistics Use According to Subspecialties 

The comparison of frequencies of statistics used in the 

published research of physical education subspecialties 

revealed limited agreement in rank ordering. Rankings for 

Motor Learning & Development, Mechanical & Muscular Analysis 

of Motor Skills, and Program Development were positively 

associated with every other subspecialty ranking. However, 

four of the six Kendall's tau coefficients for agreement 

between pairs of rankings failed to reach the critical value 

for statistical significance at the .05 level, thus indicating 

differences in rankings of use of statistical analyses. Three 

of the four nonsignificant associations involved Functional 

Effects of Physical Activity studies. This suggests that 
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further research be conducted to determine if there is 

something characteristically different about the research 

in this subspecialty. An inspection of Table 7 revealed 

(a) less use of proportions, chi square analysis, discrim­

inant function analysis, and factor analysis, and (b) greater 

use of t-tests, standard error of the mean, and repeated 

measures analysis of variance by researchers of Functional 

Effects of Physical Activity. It would appear that 

researchers of Functional Effects often employ two-group 

pretest-posttest designs. The ranking association for 

studies classified as Measurement & Evaluation and Management 

Theory & Practice was also nonsignificant. Measurement & 

Evaluation researchers apparently use (a) correlation, 

t-tests, analyses of variance, and factor analysis more 

frequently, and (b) proportions and chi square analyses 

less frequently than do Management researchers. 

Nonparametric, multivariate, and repeated measures 

analyses. The use of nonparametric, multivariate, and 

repeated measures analyses varied among the subspecialties. 

Nonparametric statistical techniques were employed most often 

in the following subspecialties: (a) Management Theory & 

Practice, (b) Program Development, and (c) Sociocultural & 

Behavioral Aspects. As expected, these were also the sub­

specialties that frequently employed proportions and 

survey research strategies. The reporting of multivariate 
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statistics was most common in Measurement & Evaluation 

research. This occurred because of the frequent use of 

factor analyses in the evaluation of test structures, 

Repeated measures analyses (ANOVR, ANCOVR, and MANOVR) 

were employed most frequently by researchers of (a) Motor 

Learning & Development, (b) Functional Effects of Physical 

Activity, (c) Mechanical & Muscular Analysis of Motor Skills, 

and (d) Measurement & Evaluation. These were also expected 

findings when one considers the type of research typically 

conducted in these specialized areas of physical education. 

Each one is concerned with research that is "longitudinal" 

in the sense that the same subjects are typically measured 

at two or more points in time to discover changes due to 

maturation, treatment, and the like. Such studies are 

characteristically different from research that quantita­

tively compares groups at a single point in time. 

There were frequent observations of data from a within-

subjects design analyzed as if they were from a randomized 

design. This was especially problematic for reports cate­

gorized as Program Development. Nearly 50% of the articles 

in this subspecialty used a within-subjects or mixed design, 

yet only 14% of the articles reported use of a repeated-

measures analysis. This may be a chance finding peculiar to 

the present sample. Or, it may indicate that the Program 

Development researchers are particularly negligent with 

regard to repeated measures analyses. 
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Number of Variables Studied 

Physical education researchers design studies that are 

"complex" in number of variables, i.e., a median of 10 

variables per study was found for the present sample. 

Consistent with the findings of Schutz, Smoll, and Gessa-

roli (1983), physical education research seems also to be 

characterized by use of multiple dependent variables, i.e., 

a median of 4 dependent variables per study. Schutz, 

Smoll, and Gessaroli (1983) found, however, that only 

about 40% of the studies that reported multiple dependent 

variables employed multivariate analyses. Findings from the 

present investigation that 32% of the studies reporting 

multiple dependent variables used multivariate analyses are 

similar to the findings of Schutz, Smoll, and Gessaroli. 

It was also found in the present study that typically 

only 1 of the 4 dependent variables studied was simultan­

eously analyzed by use of a multivariate technique. Schutz, 

Smoll, and Gessaroli (1983) lamented the relative neglect of 

multivariate statistics by many researchers; the present 

investigator similarly bemoans such a condition. Unless 

there is logic in conducting research that specifies inde­

pendent treatment of dependent variables, multivariate data 

should be analyzed by using multivariate statistical tech­

niques. Failure to do so results in an increase in Type I 

errors, and/or a loss of information regarding interrela­

tionships among the dependent variables. The potential 
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value of the research is unfortunately reduced for both the 

producers and consumers of published reports. 

Number of Subjects 

Several scholars concluded that much physical education 

research has been conducted with inadequate sample sizes 

(Baumgartner, 1974; Christensen & Christensen, 1977; Dotson, 

1980; Jones & Brewer, 1972; Schutz, 1973). Jones and Brewer 

(1972) found from study of a sample of reports published in 

the Research Quarterly between 1969 and 1971 that sample 

sizes ranged from 3 to 1200. Mean and median sample sizes 

were not reported. However, it was determined that the 

value of the median was between 51 and 75. In the present 

study, sample sizes ranged from 1 to 9433, with a median 

value of 64 and a semi-interquartile deviation of 65.5. 

This is certainly comparable to the median sample size 

found by Jones and Brewer 15 years ago. Current physical 

education researchers appear to be guilty of continuing to 

employ inadequate sample sizes. The consequence of using 

samples that are too small is inadequate statistical power 

thus making it harder to find statistical significance for 

a stated alpha level. Again, the worth of the reported 

research is reduced when researchers ignore the relationship 

between sample size and statistical power. Ideally, 

researchers should be employing samples sufficient in size 

to detect real relationships among variables. 
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Statistical power should not, however, be the only 

guide to determination of adequate sample size. Practical 

significance or "meaningfulness" is even more important. 

Roundy (1968) recommended that physical education researchers 

first determine the smallest possible relationship that 

would be of practical importance, then use appropriate 

formulas to determine the needed sample size. Tolson (1980) 

and Thomas and Nelson (1985) added to this idea by recom­

mending that physical education researchers employ the 

omega-squared statistic to test for meaningfulness of an 

effect, given the number of subjects tested. In the present 

sample of 233 reports, only two calculated omega-squared. 

They were studies classified as Sociocultural & Behavioral 

Aspects and Measurement & Evaluation. 

Another of the factors upon which sample size depends is 

the basic design of the research study. It was found in 

the present study that almost half of all the research 

reports employed either a pure repeated measures or mixed 

design. The required sample size for these designs is 

smaller than the size for a comparable randomized design. 

Consistent with the researcher's expectations, mean sample 

sizes for subspecialties were inversely related to frequency 

of use of within-subjects designs. 

Type of statistic used also influences the required 

sample size. In general, multivariate statistics require 
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large sample sizes (Schutz, Smoll, & Gessaroli, 1983) and 

nonparametric statistics are used in conjunction with 

smaller sample sizes. If physical education researchers are 

now increasingly analyzing data by using multivariate tech­

niques and using relatively few nonparametric statistics, 

then sample sizes should be larger than they were a decade 

or two ago. Yet this was not observed in the present 

sample. The nature of the relationships between sample 

size and use of nonparametric and multivariate statistics 

for the seven physical eduation subspecialties is unclear 

from the present investigation. 

Significance Testing 

Physical education researchers have been criticized for 

overconcern with statistical significance (Nelson & Hurst 

1963; Schutz, 1973). Schutz (1973) accused researchers and 

journal editors of harboring a "prejudice against the null 

hypothesis." In a small scale study limited to two issues 

of the Research Quarterly, he found that 89% of the studies 

that used significance testing reported significant find­

ings. Schutz worried that studies reporting significance 

were somehow believed to be more valuable than studies that 

report nonsignificance. In the present investigation, 

approximately 88% of the research articles tested for 

significance, and 98% of them reported at least one of the 

analyses as statistically significant. This is higher than 
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Schutz's finding of approximately 12 years ago. It should 

be noted, however, that in the present investigation no 

attempt was made to identify which of several analyses con­

ducted within a study was considered to be the "primary" 

statistical test. This may have inflated the present count 

of articles reporting significance. 

Nelson and Hurst (1963) focused criticism on interpre­

tations of £ values. They suggested that physical education 

researchers seemed to believe that significance found at the 

.01 level was "better" than significance found at the .05 

level. The inference was that they seemingly ignore the 

rationale behind a researcher's a priori setting of an 

alpha level which he or she believed to be consistent with 

the nature of the investigation. Support for Nelson and 

Hurst's criticism was found in the present study. In 59.3% 

of the inferential research reports, an alpha level was 

neither stated nor clearly implied. Among the reported 

alpha levels, a £ value of .05 was predominantly used. But, 

never was there any rationale given for its selection. 

A relatively new phenomenon in the reporting of sta­

tistical significance was observed in the present sample of 

research. Exact £ values were reported in 15.7% of the 

inferential studies. This is considered to be a positive 

practice. However, this could be a result of how signif-

cance levels are now recorded in the printouts of computer 
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analyses rather than the researcher's reasoned decision. If 

such were the case, little is said for the meanings of £ 

values among physical education researchers. Nelson and 

Hurst's concern may be as valid today as it was in 1963. 

Testing of Statistical Assumptions 

A researcher who applies an incorrect statistical model 

for the evaluation of data has committed a "vulgar error" 

(Slater-Hammel/ 1969). Dotson (1980) stated that the 

majority of Research Quarterly contributors failed to attend 

to statistical assumptions,that underlie particular statis­

tical models. Evidence of assumption testing was found in 

only 6.9% of the present sample of research articles. 

Physical education researchers either are not concerned 

with parametric assumptions or they simply failed to include 

reports of their tests within their published reports. 

Transformations. One of the parametric assumptions 

that can be tested rather easily is the assumption of normal­

ity of distribution. If a distribution is highly skewed, 

platykurtic or leptokurtic, it can sometimes be normalized 

by means of a nonlinear transformation. Berenson and Wolf 

(1977) recommended that more physical education researchers 

consider use of data transformations or use of appropriate 

nonparametric techniques when data are not normally dis­

tributed. In the present sample of research reports, only 

3 instances were discovered in which nonlinear transformations 
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were performed on raw scores for the purpose of normalizing 

the distribution. Evidently, the practice is not common 

among physical education researchers. 

The result of using an inappropriate statistic is loss 

of precision in probabilistic conclusions because actual 

alpha levels differ from nominal alpha levels. While many 

of the parametric statistics are robust with respect to 

violations in normality, in some cases an erroneous con­

clusion could be made. 

Reporting of Statistical Analyses 

It is considered good practice for researchers to 

(a) report the rationale for use of particular statistics, 

(b) cite helpful statistical references, (c) identify data 

processing procedures, and (d) report any other potentially 

important information to explain the nature of an effect 

(American Psychological Association, 1983; Isaac & Michael, 

1982; Leedy, 1985; Slater-Hammel,1965a; Teraslinna, 1967). 

The results of the present investigation revealed limited 

reporting of this nature. Why? Perhaps the ultimate fault 

can be ascribed to journal editors rather than to the 

researchers themselves. Such information is not difficult 

to report in an article nor is it necessarily space consum­

ing. If journal editors required such information from 

their contributors, undoubtedly, research writers would 

include the information in their reports. Continued omission 
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of details concerning statistical analyses limits the mean-

ingfulness of the reported projects for the consumers of 

physical education research. 

Implications for the Field of Physical Education 

Improving the Quality of Published Research 

It is commonly acknowledged that the published research 

of a field of study serves as an "index" of scholarship 

(Crase, 1978) . It also serves as a model that novice 

researchers can emulate (Baumgartner, 1974; Slater-Hammel, 

1965b). The results of the present study, although concerned 

with selected statistical issues, suggest that published 

research is not an index of good scholarship. Neither does 

it serve as an exemplary model. Following are some sugges­

tions that may have the potential to improve the quality of 

physical education research. They are not all-encompassing 

but, rather, are limited to just a few of the many decisions 

a researcher must consider in the design and conduct of a 

study. The ideas were suggested by the findings of the 

present study. 

The first suggestion for physical education research is 

to take more care in the selection of appropriate statistics. 

Before using any statistical technique, the researcher must 

make sure that the data fit the model. If the statistic 

requires interval level of measurement, independence, normal­

ity, homogeneity of variance, etc., one should not cavalierly 
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proceed in analyzing data without investigating these 

assumptions. This initial effort should be made despite the 

fact that many parametric statistics are robust with respect 

to assumption violations. 

If the data do not accurately fit the model, then 

available options should be explored. In some cases, non-

normal distributions can be transformed to approach normal­

ity. In other cases, there may be an analogous nonparametric 

statistic that can be used to answer the statistical ques­

tion of concern. In still other cases, the researcher may 

decide to use a parametric statistic but employ a more 

conservative alpha value for testing. Or simply, conclu­

sions may be stated more tentatively than usual. 

Whatever the decision, the results of investigating 

assumptions and subsequent decision-making should be shared 

with the reader. In other words, it is the researcher's 

responsibility to convince the reader that the selected 

statistical methods are appropriate. Only then can the 

consumer trust the statistical conclusions resulting from 

the analyses. As Leedy (1985) posited, "... failure to 

substantiate what one has done with a solid rationale as to 

why one has done it" may be one of the "weakest links" in 

the research process (p. 231). Far too many physical educa­

tion researchers seem to neglect the statistical methods 

and statistical results sections of the research report. 
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The citation of a good statistical reference to which the 

reader could turn for better understanding of an unfamiliar 

statistic is a minimally acceptable remedy for the present 

practice. 

The selection of an appropriate statistic also calls 

for understanding of the research design. The present study 

revealed relatively frequent use of within-subjects designs 

and multiple-dependent-variable designs. However, there 

was evidence of only limited use of repeated measures and 

multivariate analyses. Treating such designs as randomized 

and univariate is an incorrect practice. This is not to say 

that studies that have made this "error" should be dismissed 

as totally invalid. Rather, their conclusions should be taken 

taken more tentatively. Ideally, the data should be sub­

jected to appropriate re-analyses. 

Another suggestion for physical education researchers 

is to divorce themselves from their "marriage" to statis­

tical significance. The criterion for judging research 

quality should not be the level at which significance can 

be reported. An alpha level should be selected in light of 

the nature of the investigation and the consequences of an 

erroneous conclusion. It should also be realized that there 

is nothing magical about the .05 level. For many educational 

and psychological studies in which control of extraneous 

variables is very difficult, researchers should consider use 

of £ values of .10 or even .20. 
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Physical education researchers also need to distinguish 

between statistical significance and practical meaningful-

ness. The present investigator applauds the approach taken 

in a recently-published research text (Thomas & Nelson, 

1985) in which the authors repeatedly differentiate between 

the question of reliability of an effect or relationship and 

the question of strength, i.e., meaningfulness of an effect 

or relationship. Physical education researchers should 

habitually calculate the omega squared value as a follow-up 

to every significant ANOVA finding. Using examples from 

reports published in the Research Quarterly, Tolson (1980) 

clearly demonstrated that statistical significance does not 

guarantee practical meaningfulness. Statistical significance 

merely means that a similar result is likely to be found in 

a replication study. 

Statistical power analyses of reports published in the 

Research Quarterly (Christensen & Christensen, 1977; Jones & 

Brewer, 1972) showed that despite preoccupation with sta­

tistical significance many physical education researchers 

effectively reduce the power of the statistics they employ 

by using small numbers of subjects. That is to say, they 

make it harder to detect effects or relationships that may 

really exist. It is not possible to generalize as to how 

many subjects are required for different types of studies 

and designs. However, there are statistical guidelines and 
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aids to help the investigator make this decision. Researchers 

should be reminded of Roundy's (1968) suggestion that one 

work backward from the smallest difference or relationship 

which is meaningful to discover the sample size needed to 

detect such a difference or relationship. Survey researchers 

can also refer to King's (1978) published nomogram to deter­

mine the size of sample needed for a stated confidence level 

and acceptable error. 

Improving Academic preparation in Statistics 

Perhaps the most clearcut finding of the present 

investigation is that many different statistical techniques 

are being used by physical education researchers today. 

It is naive to believe that one can acquire sufficient sta­

tistical competence to read and conduct research within an 

interest area in the traditional series of graduate level 

research and statistics courses. The goal of academic 

preparation in statistics coursework should be to develop 

an "independent learner" of statistics, i.e., one who can 

continue to learn new statistical techniques from texts, 

journal articles, workshops, oral presentations at profes­

sional meetings, and the like. In statistics courses, 

concepts that can be generalized to categories of statistics 

should be taught. Concepts of appropriate use and interpre­

tation of statistical techniques should take precedence over 

the "how to do" aspects of the techniques. For example, 
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rather than teaching separate formulas for testing group 

differences in means, variances, proportions, and correla­

tion coefficients, statistics students should be taught the 

concept that a test statistic is computed by dividing the 

difference between the sample statistic and the hypothesized 

parameter by the standard error of the statistic (Hinkle, 

Wiersma, & Jurs, 1982) . 

Cause and effect relationships are always difficult to 

substantiate in research. Likewise, the relationship 

between statistics learned in graduate coursework and sta­

tistics subsequently used in independent research is unclear. 

It has been suggested that too many researchers, not just 

in physical education, tend to ask questions and design 

studies that are appropriate for the statistical techniques 

they know and use comfortably. How much better it would be 

if all researchers let their questions evolve naturally 

from observations of the world and from previous research 

and, thereafter, sought to determine the best methodology 

by which to discover an answer. Researchers should not be 

tied to a particular research or statistical methodology. 

Such a notion is consistent with the call for "independent" 

learners. If one does not know a statistical technique that 

is needed, then he or she must seek out a way to learn it! 

And, preferably, the new technique should be learned prior 

to writing a research proposal that calls for the use of the 

technique. 
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Finally, the results of the present study can perhaps 

provide some valuable guidance in the design of courses for 

statistical preparation for subdiscipline specialization 

within the field of physical eduation. The frequency of 

statistical analyses used within different subspecialties 

seems to suggest that academic preparation in statistics 

should differ somewhat across subspecialties. This implies 

a type of needs assessment approach to curriculum where 

emphasis is given to statistical methods used most frequently 

within one's own subspecialty. For example, research con­

sumers and producers in Functional Effects of Physical 

Activity and Motor Learning & Development must definitely 

learn repeated measures techniques. A Measurement & Evalua-
* 

tion specialist must know factor analytic techniques. 

Consumers and producers in Sociocultural & Behavioral Aspects 

especially need the tools of multivariate analysis of variance 

and discriminant function analysis. While this is an enor­

mous challenge to graduate curriculum planners, it appears 

worthy of consideration. 

Summary 

Findings of the present study were discussed in rela­

tionship to pertinent references cited in the review of lit­

erature. The use of particular statistical analyses and 

categories of analyses, variables influencing the numerical 

complexity of the data, significance, assumption testing, 
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and reporting of statistical analyses were discussed. The 

latter portion of the chapter presented implications of the 

present findings for the field of physical education. It 

was suggested that the quality of published research could 

be improved, and that effective statistical preparation of 

physical educators may demand strengthening experiences in 

present programs of study. 
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CHAPTER VI 

SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 

This chapter briefly outlines the methods used in this 

study and reports the major findings and conclusions in 

light of the data collected and the broad framing questions 

specified in Chapter I. In addition, as is customary, rec­

ommendations for further study are proposed. 

Summary 

The present investigation was designed to determine 

the types and frequencies of statistical analyses reported 

in recently-published physical education research. It also 

examined several statistical issues. Most variables were 

analyzed both for the population of physical education 

research and for physical education subspecialty research. 

Despite obvious interest in research among physical 

educators and prevalent use of statistical analyses, the 

review of literature identified few research investigations 

that focused on statistical usage in physical education. 

Brady (1968) determined that the statistical techniques 

reported most frequently in doctoral dissertations in 

physical education were the mean, standard deviation, 

Pearson's product moment correlation, and analysis of 

variance. Burkhardt (1969) reported that 42% of the studies 



129 

published in the Research Quarterly between 1962 and 1966 

employed techniques of hypothesis testing about means, 

variances, and proportions, 24% used correlation and/or 

regression, 15% used reliability and/or validity techniques, 

13% used descriptive statistics, 5% used nonparametric 

statistics, and 1% employed factor analysis. More recent 

studies revealed that physical education researchers fre­

quently designed investigations with multiple dependent 

measures, but employed appropriate multivariate and/or 

repeated-measures analyses less frequently (Morrow & 

Frankiewicz, 1979; Schutz, Smoll, & Gesarolli, 1983). 

Physical education researchers have been criticized for 

their overconcern with statistical significance. Schutz 

(1973) found that 89% of the research reports in two issues 

of Research Quarterly reported statistically significant 

findings. Yet, surprisingly, few physical education 

researchers employed sample sizes that would enable them to 

detect anything less than a large effect size (Christensen 

& Christensen, 1977; Jones & Brewer, 1972). 

Physical education researchers have also been criticized 

for some of their reporting practices. Slater-Hammel (1965a) 

expressed the concern that researchers seemed to be unfamil­

iar with the most current statistical references. Tera-

slinna (1967) believed that the use of sophisticated statis­

tical procedures required more explanation than was usually 

given. According to the American Psychological Association 
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(1983), the authors of research reports are responsible for 

selection of statistical method and presentation of all 

supporting data. This may include citations of references 

and formulas for less common statistics. It may also 

include reporting of statistic values, degrees of freedom, 

exact probability levels, and other such supporting infor­

mation . 

Research questions were specified for the present 

investigation to reflect concerns suggested by the review 

of literature. Using stratified random sampling with pro­

portional allocation from seven different physical education 

journals, 233 studies were selected and content analyzed. 

All articles were published between July 1, 1977 and June 30, 

1984. Reliability was determined by procedures specified 

by Krippendorff (1980) and Winer (1971) . Classification of 

articles by subspecialty focus followed the Zeigler (1983) 

scheme. Descriptive statistics were calculated to summarize 

findings regarding statistical usage and the related issues 

of interest for the sample data. Inferential statistics 

were employed in order to estimate population parameters. 

Major Findings and Conclusions 

1. What statistical techniques were used in a sample of 

recently-published physical education research reports? 

Eighty-seven different statistical techniques were 

reported in the sampled research studies. Included were 
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many well-known statistics and also several relatively less-

known techniques. It was concluded that a consumer of 

today's physical education research needs a very broad sta­

tistical background. 

The estimated population proportion for use of the arith­

metic mean, the most commonly reported statistical analysis, 

was 78.5% with a 95% confidence interval of 74.7 to 82.3%. 

Other commonly reported statistical techniques and the 

estimated population proportions were (a) standard devia­

tion, 48.1%, (b) Pearson's product moment correlation, 34.3%, 

(c) proportion, 30.0%, and (d) range, 18.0%. There were 

only 13 statistical techniques with confidence intervals 

that spanned the 10% level of usage, and only 26 techniques 

with confidence intervals that spanned 5% usage. 

Analysis of statistical usage according to subspecialty 

focus revealed that the mean and standard deviation were 

employed frequently in the research of all subspecialties, 

and variance and two-way ANCOVA were used infrequently. 

However, many differences in use were observed. 

In order of estimated use in the population of published 

physical education research, the 26 top-ranked statistical 

analyses were: mean, standard deviation, Pearson's product 

moment correlation coefficient, range, two-way ANOVA, 

one-way ANOVA, independent t-test, two-way repeated 

measures ANOVA, three-way repeated measures ANOVA, discrim­

inant function analysis, Newman-Keuls multiple comparison, 
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multiple regression, dependent t-test, Scheffe multiple 

comparison, principal components factor analysis, one-sample 

chi square, two-sample chi square, median, standard error 

of the mean, two-way MANOVA, Tukey's HSD test, three-way ANOVA, 

variance, linear regression, and two-way ANCOVA. When 

analyzed by subspecialty, several differences in rank 

ordering of the 26 most frequently reported statistical 

analyses were noted. For example, the standard error of 

the mean ranked fourth in use by reports classified as 

Functional Effects of Physical Activity but ranked nearly 

last in use among other subspecialty reports. 

Kendall's tau values for the associations in rank 

order of statistical techniques used among subspecialties 

ranged from +.62 to +.07. Four Kendall's tau values were 

found to be nonsignificant at the .05 level for a one-tailed 

positive test, thus suggesting that some of the subspecial­

ties differed in their use of statistics. It was hypoth­

esized that researchers and consumers from different sub­

specialties may need different statistical training. 

When individual statistical techniques were classified 

by similar purpose, the following ordering and estimated 

population proportions of occurrences in physical education 

research resulted: () dispersion, 24.5%, (b) central 

tendency, 19.8%, (c) ANOVA, 14.9%, (d) correlation, 9.5%, 

(e) multiple comparison, 6.5%, (f) regression, 6.1%, 

(g) t-test, 4.6%, (h) MANOVA, 3.4%, (i) association, 2.6%, 
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(j) factor analysis, 2.6%, (k) goodness-of-fit, 2.1%, 

(1) ANCOVA, 1.9%, (m) reliability, 1.1%, and (n) MANCOVA, 

0.4%. There were many similarities in usage across the 

seven subspecialties. However, there were again a few 

observed differences in statistical usage. For example, 

the category of factor analysis ranked 3.5 in Measurement & 

Evaluation reports and ranked 13.5 in Motor Learning & 

Development reports. 

2. What was the estimated population proportion of physical 

education research reports that used as their most com­

plex analysis a 1-variable statistical technique? 

...a 2-variable technique? ...a multiple-variable tech­

nique? ...a multivariate technique? 

The most complex analysis was a 1-variable technique in 

9.0% of the published research reports, a 2-variable tech­

nique in 25.8% of the reports, and a multiple-variable 

technique in 39.9% of the reports. A multivariate technique 

was employed in 25.3% of the physical education research 

reports. It was suggested that a consumer who lacked 

knowledge of multivariate statistical techniques might not 

be able to read a meaningful portion of the published 

physical education research. 

Twenty-one different multivariate statistics were 

reported, contributing 9.4% to the total number of statis­

tical techniques reported in the sampled research. Most 
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commonly reported were discriminant function analysis, prin­

cipal components factor analysis, and two-way MANOVA. Dis­

criminant function analysis was employed in 10.3% of the 

physical education research reports, factor analysis was used 

in 6.4% of the reports, and two-way MANOVA was used in 6.0% 

of the reports. 

Multivariate statistics, especially factor analytic 

techniques, were reported most frequently in Measurement & 

Evaluation research studies. They were employed least fre­

quently in Functional Effects of Physical Activity research. 

However, at least one multivariate statistic was reported 

in every subspecialty category of research reports. 

3. What was the estimated population proportion of physical 

education research reports that used inferential sta­

tistical techniques? ...only descriptive techniques? 

The vast majority, 87.6% of the published reports, 

employed one or more inferential statistics to test for 

significance. The remaining 12.4% of the reports employed 

only descriptive statistical procedures. Significance was 

reported in 98.0% of the articles in which an inferential 

procedure was used. 

The greatest use of inferential techniques, in 100% of 

the sampled reports, was in Motor Learning & Development 

research. The greatest use of descriptive techniques, in 

28.6% of the sampled reports, was in the research classi­

fied as Program Development. 
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4. What was the estimated population proportion of physical 

education research reports that employed a £ value of .05 

for tests of significance? ...reported exact £ values? 

Alpha values were not stated or clearly implied in 59.3% 

of the reports. In the reports that did report £ values, 

86.7% employed a nominal alpha of .05. Exact £ values were 

reported in 15.7% of the inferential research studies. 

Considering only the inferential research reports that 

reported a £ value, the .05 level was used in 100% of the 

reports classified as Management Theory & Practice, Socio-

cultural & Behavioral Aspets, Motor Learning & Development, 

and Functional Effects of Physical Activity. The greatest 

use of exact £ values, in 35.0% of the inferential reports, 

was in Program Development research. 

5. What was the estimated population median number of 

variables studied in physical education research? 

...of dependent variables studied? 

On the average, physical education research studies 

investigated 10 variables per study. However, there was 

considerable variability in the number of variables studied. 

The median number of dependent variables studied was 4. 

The largest median number of variables and dependent 

variables studied in a subspecialty area, 12 variables and 

9 dependent variables, was in Program Development research. 

The smallest medians, 7 and 3, were found for Motor Learning 

& Development research. 
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6. What was the estimated population median for the largest 

number of variables simultaneously analyzed in a single 

statistical analysis? ...of dependent variables simul­

taneously analyzed? 

The median number of variables simultaneously analyzed 

by a single statistical procedure was 3, while the median 

number of dependent variables simultaneously analyzed was 1. 

It was concluded that physical education research designs may 

be more sophisticated than the statistical analyses being 

applied to them. In terms of the number of variables simul­

taneously analyzed, Measurement & Evaluation research 

employed the most complex analyses and Mechanical & Muscular 

Analysis of Motor Skills employed the least complex analyses. 

7. What was the estimated population median number of 

subjects employed in physical education research? 

There was great variability in sample sizes employed in 

physical eduation research. The median number of subjects 

was 64, but the semi-interquartile deviation was 65.5. The 

median number of subjects ranged from 272 for the sub­

specialty research of Management Theory & Practice to 

20 subjects for Functional Effects of Physical Activity 

research. 

8. What was the estimated population proportion of physical 

education research reports that used a within-subjects 

or mixed design? 
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Almost exactly half, 49.8%, of the physical eduation 

research reports employed designs classified as within-

subjects or mixed. The greatest use of within-subjects 

and/or mixed designs was in the research on Functional 

Effects of Physical Activity and Motor Learning & Develop­

ment. It was concluded that consumers and researchers in 

these subspecialties especially must know repeated measures 

statistical techniques. 

9. What was the estimated population proportion of physical 

education research that tested for a statistical assump­

tion? 

Only 6.9% of physical education research studies 

reported testing for a statistical assumption. It was 

concluded that assumption testing is not a common practice 

among physical education researchers. An assumption was 

tested in 12.5% of the sampled reports classified as Motor 

Learning & Development. This was the greatest use observed 

among the subspecialties. 

10. What was the estimated population proportion of physical 

education research reports that employed data trans­

formation? 

Only 12.0% of the published research employed data 

transformation, and a mere 1.3% performed a nonlinear 

transformation. Nonlinear data transformation was observed 
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in one research report from each of the subspecialties of 

Sociocultural & Behavioral Aspects, Functional Effects of 

Physical Activity, and Mechanical & Muscular Analysis of 

Motor Skills. 

11. What was the estimated population proportion of physical 

education research reports that used a nonparametric 

statistical technique? 

Nonparametric statistical techniques were employed 

relatively infrequently, contributing to only 4.6% of the 

total number of analyses reported. Most commonly used of 

these techniques were chi square analyses. One or more 

nonparametric techniques were reported in 15.9% of physical 

education research reports. 

Management Theory &• Practice researchers employed 

nonparametric techniques more frequently, in 11.9% of the 

total statistical techniques used, than did researchers rep­

resenting any other subspecialty. The sampled research 

classified as Functional Effects of Physical Activity and 

Mechanical & Muscular Analysis of Motor Skills employed no 

nonparametric techniques. 

12. What was the estimated population proportion of 

physical eduation research reports that provided jus­

tification for use of a particular statistical tech­

nique? ...reported data analysis methods? ...cited 

a statistical reference? 
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Explanations of statistical analysis selection were 

provided in 26.2% of physical education research reports.. 

Statistical references were cited in 24.0% of the reports. 

Data analysis methods were specified in 6.0% of the research 

reports. It was concluded that these reporting practices 

were not extremely common among physical education research­

ers. 

Measurement & Evaluation research provided justifica­

tion for statistical analyses in 69.2% of the reports and 

cited statistical references in 53.8% of the reports. The 

greatest identification of data analysis was the 22.2% 

observed for research reports classified as Mechanical & 

Muscular Analysis of Motor Skills. 

Recommendations for Further Study 

The principal investigator recommends continued inves­

tigation into the nature of statistics usage in physical 

education research. The following suggestions may be con­

sidered for future studies. 

1. Sampling procedures should be revised and expanded 

so that population parameters can be estimated for the 

physical education subspecialties. The findings of the 

present investigation suggest that there may be some real 

differences in the use of statistical techniques by various 

subspecialty researchers. However, one must be tentative 

regarding generalizations to the subspecialties from the 
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present sample. The present sample size of 233 articles 

was determined to yield precise estimates only for the 

population of physical education research papers, not for 

the individual populations of subspecialty research. 

2. Different criteria for selection of research 

journals to be studied might be considered. There is a 

wealth of research literature that physical educators read and 

to which they contribute that is not published in the 

research journals identified for the present sutdy. For 

example, many exercise physiologists read and contribute 

research to Medicine and Science in Sports and Exercise; 

motor learning specialists read and contribute to Perceptual 

and Motor Skills. Geneializations from the present study 

must be limited to the research published in the journals 

included in the sample. 

3. Graphical techniques should be included as a category 

of statistical analysis procedures. For example, graphical 

techniques such as scattergrams and box-and-whisker plots 

should be included in future analyses. 

4. Replication of the present investigation after 

passage of a few years might be informative. For example, 

it could be interesting to compare the use of multivariate 

statistical techniques in 5 years with the observations in 

the present study. Several other variables of usage would 

also be interesting to compare. 
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5. Although it would be a very challenging research 

endeavor, the assumption that one needs to know a statistical 

technique in order to fully appreciate and understand 

its use in a research study should be tested. What is 

the nature of the relationship between general and specific 

knowledge of statistics and comprehension of quantitative 

research? A similarly challenging research endeavor 

would be to attempt to determine the relationship between 

the statistical techniques a researcher knows and the 

research questions that he or she asks. The answers 

to the above questions are essential to the content and 

design of learning experiences intended to establish 

competence for producing and consuming high quality research. 
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JOURNAL # 

A. What is the primary subspecialty focus of the article? 
1 = Background, Meaning, & Significance 
2 = Functional Effects of Physical Activity 
3 = Sociocultural & Behavioral Aspects 
4 = Motor Learning & Development 
5 = Mechanical & Muscular Analysis of Motor Skills 
6 = Management Theory & Practice 
7 = Program Development 
8 = Measurement & Evaluation 

B. Number of subjects (or similar unit of analysis)? 
B1. What is the design of the study? 

. 1 = Completely Randomized 2 = Pure Within-S 3 = Mixed 

C. Number of variables (IV, DV, classification)? 
CI. Number of dependent variables? 
C2. What is the largest number of variables which were 

entered into a single statistical analysis? 
C2a. How many were dependent variables? 

D. What statistical analyses were used? 

E. Were any significance tests performed? 1 = No 2 = Yes 
(Go to F) 

El. Was significance reported for any of 
the significance tests? 1 = No 2 = Yes 

E2. Was a single criterion p-value reported/implied? 
1 = No 2 = .10 3 = .05 4 = .01 5 = Other 

E3. Were exact p-values reported? 1 = No 2 = Yes 
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Was an explanation and/or a rationale given for any of 
the statistical analyses employed? 
1 = No 2 = Yes (specify) ; 

Were any statistical references cited? 
1 = No 2 = Yes (specify) " 

Were any statistical assumptions tested for? 
1 = No 2 = Yes (specify) 

Does the article report data transformation of any kind? 
1 = No 2 = Yes (specify) 

Does the article report data analysis methods (i.e , 
computer programs used)? 
1 = No 2 = Yes (specify) 
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Coding of Question A by Judge 1 and Judge 2 

Judge 1 
Category 

RQES #27 2 
#34 3 
#38 2 
#42 3 
#62 8 
#86 5 
#90 3 
#141 6 
#149 2 
#195 5 
#222 2 
#266 7 
#303 3 

JOSP #26 3 
#32 ' 4 
#44 3 
#50 8 
#80 8 

JOSB #18 3 
#32 . 3 
#64 3 

JTPE #13 3 
#16 3 

ROSL #23 3 
#30 3 

JSSI #3 3 
DNRJ #3 7 

Judge 2 
Category 

2 
3 
2 
3 
8 
5 
3 
6 
2 
5 
2 
7 
2 
3 
4 
3 
8 
8 
3 
3 
3 
3 
3 
3 
6 
3 
7 

Computation of Reliability for Question A 

Agreement 
Coefficient 

1 - rm - 1 
m - 1 

? ^ ^ n n d 
i b c>b bi ci abc 

n. n 
b c>b b c be. 

(Krippendorff, 1980, p. 138) 

nl= 0 n2= 9 n3= 26 n4= 2 n^= 4 n^= 3 n^= 4 ng= 6 

r = # of articles = 27 

(27) (2) - ll T 2 
1 - 1039 

m = # of independent judges = 2 

.90 = 90% better than chance 



Coding of Question C by Judge 1 and Judge 2 

Judge 1 Judge 2 
Category Category TOTAL 

RQES #27 17 19 36 
#34 10 10 20 
#38 5 5 10 
#42 7 10 17 
#62 8 8 16 
#86 6 8 14 
#90 5 4 9 
#141 27 18 45 
#149 11 9 20 
#195 4 4 8 
#222 11 12 23 
#266 4 4 8 
#303 10 11 21 

JOSP #26 11 10 21 
#32 6 10 16 
#44 5 13 18 
#50 16 15 31 
#80 5 6 11 

JOSB #18 3 5 8 
#32 6 15 21 
#64 5 7 12 

JTPE #13 8 10 18 
#16 3 4 7 

ROSL #23 5 6 11 
#30 4 • 5 9 

JSSI #3 8 8 16 
DNRJ #3 4 7 11 

G = 457 

Computation of Reliability for Question C 

SS 2Pi2 - G-2 = = 9845 - (457)2 = = 1054 
b/t articles m mr 2 2(27) 

(Pi) 

MS 
b/t articles 

= 1054.9259 = 40.57 
2 7 - 1  

SS 
w/in articles 

2(5X2) - 2Pi2 = 5069 - 4922.5 = 146 
m 

MS 
w/in articles 27 

5.43 

=146.5 = 5.43 

(Winer, 1971, pp. 286-288) 

1 - 40.57 = .87 = 87% reliable 
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Coding of Question F by Judge 1 and Judge 2 

JUDGE 2 

Yes No 

Yes 6 1 
JUDGE 1 

No 1 19 

Computation of Reliability for Question F 

Yes/Yes = (14/54) (13/53) X 27 = 1.72 

Yes/No = (14/54) (40/53) X 27 = 5.28 

• No/Yes = (40/54) (14/53) X 27 = 5.28 

No/No = (40/54) (39/53) X 27 = 14.72 

1 - Observed Disagreements = 
Expected Disagreements 

1 - 1 + 1 = . 8 1 = 8 1 %  b e t t e r  t h a n  c h a n c e  
10.56 

(Krippendorf, 1980, p. 134) 
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Physical Education Subspecialties 

Func Effects 
Socio & Beh 
M Lng & Dev 
M & M Analy 
Mgmt T & P 
Prgm Dev 
Meas & Eval 

= Functional Effects of Physical Activity 
= Sociocultural & Behavioral Aspects 
= Motor Learning & Development 
= Mechanical & Muscular Analysis of Motor Skills 
= Management Theory & Practice 
= Program Development 
= Measurement & Evaluation 

Physical Education Research Journals 

RQES = Research Quarterly for Exercise and Sport 
JOSP = Journal of Sport Psychology 
JOSB « Journal of Sport Behavior 
ROSL = Review of Sport and Leisure 
JTPE = Journal of Teaching in Physical Education 
JSSI = Journal of Sport and Social Issues 
DNRJ = Dance Research Journal 

Statistical Techniques 

ACVI = One-way Analysis of Covariance (ANCOVA) 
ACV2 = Two-way ANCOVA 
ACV3 = Three-way (or greater) ANCOVA 

ACR1 = One-way Repeated Measures Analysis of Covariance (ANCOVR) 
ACR2 = Two-way ANCOVR 
ACR3 = Three-way (or greater) ANCOVR 

ALFA = Alpha Factor Analysis 

ANV1 = One-way Analysis of Variance (ANOVA) 
ANV2 = Two-way ANOVA 
ANV3 = Three-way (or greater) ANOVA 

AVR1 = One-way Repeated Measures Analysis of Variance (ANOVR) 
AVR2 = Two-way ANOVR 
AVR3 = Three-way (or greater) ANOVR 

BISC = Biserial Correlation 
BFSH = Behrens-Fisher Statistic 
BTPH = Bonferroni t Multiple Comparison Test 

CAFA = Canonical Factor Analysis 
CANC = Canonical Correlation 
CCAL = Cronbach's Coefficient Alpha 
CLFA = Cluster Analysis 
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CONM = Confusion Matrix 
CSQ1 = One-Sample Chi Square Analysis 
CSQ2 = Two-Sample Chi Square Analysis 
CVAR = Coefficient of Variation 

DBPH = Duncan-Bonner Post Hoc Test 
DETT = Dependent t-Test 
DFNA = Discriminant Function Analysis 
DIFP = Difference in Proportions 
DNMR = Duncan's New Multiple Range Test 

ESQC = Eta-Squared Correlation 

FLSD = Fisher's Least Significant Difference Test 

GENC = Generalizability Coefficient 
GKGM = Goodman-Kruskal's Gamma 

HTSQ = Hotelling's T-Square 

ICCC = Intraclass Correlation Coefficient 
IMFA = Image Factor Analysis 
INTT = Independent t-Test 

KCCW = Kendall's Coefficient of Concordance 
KDRR = Kuder-Richardson Reliability 
KTAB = Kendall's tau beta 
KTAC = Kendall's tau C 
KWAR = Kruskal-Wallis ANOVA by Ranks 

LKGF = Likelihood Goodness-of-Fit Test 
LLAN = Log Linear Analysis 
LREG = Linear Regression 

MANl = One-way Multivariate Analysis of Variance (MANOVA) 
MAN2 = Two-way MANOVA 
MAN3 = Three-way (or greater) MANOVA 

MCLA = Multiple Classification Analysis 

MCV1 = One-way Multivariate Analysis of Covariance (MANCOVA) 
MCV2 = Two-way MANCOVA 
MCV3 = Three-way (or greater) MANCOVA 

MEAN = Arithmetic Mean 
MEDI = Median 
MLFA = Confirmatory Maximum 
MODE = Mode 
MREG — Multiple Regression 

Likelihood Factor Analysis 
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MVR1 = One-way Repeated Measures Multivariate Analysis of 
Variance (MANOVR) 

MVR3 = Three-way (or greater) MANOVR 

MWUT = Mann-Whitney U Test 

NKPH = Newman-Keuls Post Hoc 

OMSQ = Omega Squared 

PARC = Partial Correlation 
PATH = Path Analysis 
PCFA = Principal Components Factor Analysis 
PFLT = Pearson-Filon Test 

PPMC = Pearson's Product Moment Correlation 
PRAN = Profile Analysis 
PROP = Proportion 
PTBC = Point Biserial Correlation 

RANG = Range 
RTFA = R-Type Factor Analysis 

SCHE = Scheffe Test 
SDEV = Standard Deviation 
SERM = Standard Error of the Mean 
SIAM = Scored-Interval Agreement Method 
SROC = Spearman's Rank Order Correlation 

TAPH = Tukey's Alpha Test 
TBPH = Tukey's Beta Procedure 
TETC = Tetrachoric Correlation 
THSD = Tukey's Honestly Significant Difference Test 
TNDA = Trend Analysis 
TOPH = Tukey's Omega Test 
TWSD = Tukey's Wholely Significant Difference Test 

VARI = Variance 

WILT = Wilcoxon t-Test 

ZTST = z Critical Ratio Test 
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Category of 
Statistics 

Central 

Individual Statistical Analyses 

Tendency = MEAN MEDI MODE 

Dispersion = RANG SDEV VARI CVAR SERM PROP 

Correlaton = PPMC SROC BISC PTBC TETC ESQC 

Association = GKGM KTAB KTAC KCCW CSQ2 OMSQ 

Reliability = SI AM CCAL ICCC KDRR GENC 

Goodness-
of-Fit = CSQ1 LKGF LLAN* ZTST* 

t-Test = DETT INTT BFSH WILT MWUT DIFP 

ANOVA = ANVl-•3 AVRl -3 TNDA KWAR 

ANCOVA 

MANOVA 

MANCOVA 

Regression 

Factor 
Analysis 

Multiple 
Comparison 

= ACV1-3 ACR1-3 

= MAN1-3 MVR1-3 HTSQ PRAN 

= MCV1-3 MCR1-3 

= LREG MREG DFNA CANC PATH MCLA CONM 

= PCFA ALFA CAFA IMFA CLFA MLFA RTFA 

THSD SCHE DNMR NKPH BTPH DBPH FLSD 
TAPH TBPH TWSD TOPH PFLT 

* Log linear analysis and z-test have been classified as 
"goodness-of-fit" tests because of their particular use 
in the sampled research reports. Log linear analysis was 
used to test a model. The z-tests were used to test the 
differences between a sample estimate and a known population 
value. 


