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ABSTRACT

Large reservoirs of cold (∼ 104 K) gas exist out to and beyond the virial radius in the circumgalactic
medium (CGM) of all types of galaxies. Photoionization modeling suggests that cold CGM gas
has significantly lower densities than expected by theoretical predictions based on thermal pressure
equilibrium with hot CGM gas. In this work, we investigate the impact of cosmic ray physics on the
formation of cold gas via thermal instability. We use idealized three-dimensional magnetohydrodynamic
simulations to follow the evolution of thermally unstable gas in a gravitationally stratified medium.
We find that cosmic ray pressure lowers the density and increases the size of cold gas clouds formed
through thermal instability. We develop a simple model for how the cold cloud sizes and the relative
densities of cold and hot gas depend on cosmic ray pressure. Cosmic ray pressure can help counteract
gravity to keep cold gas in the CGM for longer, thereby increasing the predicted cold mass fraction and
decreasing the predicted cold gas inflow rates. Efficient cosmic ray transport, by streaming or diffusion,
redistributes cosmic ray pressure from the cold gas to the background medium, resulting in cold gas
properties that are in-between those predicted by simulations with inefficient transport and simulations
without cosmic rays. We show that cosmic rays can significantly reduce galactic accretion rates and
resolve the tension between theoretical models and observational constraints on the properties of cold
CGM gas.

Keywords: Astrophysical fluid dynamics (101), Circumgalactic medium (1879), Cosmic rays (329),
Galaxy accretion (575), Galaxy evolution (594), Magnetohydrodynamical simulations
(1966)

1. INTRODUCTION

Observations of H I Lyman series and low-ion
metal transitions in quasar absorption line spectroscopy
studies indicate that cold (∼104 K) gas exists around
galaxies of all types out to ∼300 kpc (Chen et al.
2010; Prochaska et al. 2011; Tumlinson et al. 2013;
Keeney et al. 2018). Cold circumgalactic medium
(CGM) gas makes up a substantial fraction (30−50%) of
galactic baryons (Werk et al. 2014) and may accrete onto
galaxies to fuel star formation. It is then particularly
intriguing that the CGM of some quenched galaxies are
observed to have massive reservoirs of cold gas (Thom
et al. 2012; Berg et al. 2019). How these galaxies
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remain quenched despite these large cold gas reservoirs
is uncertain. It is possible that they are about to resume
star formation, that this gas is incapable of cooling to
the right temperatures in the interstellar medium (ISM),
or perhaps that there is some mechanism preventing this
gas from accreting onto its host galaxy. Furthermore,
careful ionization modeling based on the COS-Halos
observations suggests that the densities of cold CGM
gas are at least an order-of-magnitude too low for the
cold gas to be in thermal pressure equilibrium with the
theoretically predicted pressure of hot CGM gas (Werk
et al. 2014). Although the density of the hot CGM gas
phase is itself poorly constrained, these observations are
consistent with the presence of non-thermal pressure
support in the CGM. Understanding the origin and
physical properties of cold CGM gas is integral to a self-
consistent theory of galaxy evolution.
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There are two families of explanations for the origins
of cold CGM gas: the gas formed elsewhere and was
transported to the CGM, or the gas was formed in
situ (Hafen et al. 2019). Both of these mechanisms
play a role to different degrees in different galaxies.
Traditionally, transporting cold gas from the ISM to
the CGM has been challenging, as the survival times of
cold gas embedded in a hot medium are short (McKee
& Cowie 1975; Zhang et al. 2017). However, there
is a wealth of multiwavelength observations supporting
the existence of multiphase outflows (Heckman et al.
2000; Chen et al. 2010; Ashley et al. 2020; Burchett
et al. 2020; Fluetsch et al. 2020) and theoretical works
demonstrating prolonged survival and growth of cold gas
in a hot wind (McCourt et al. 2015; Thompson et al.
2016; Wiener et al. 2017; Schneider et al. 2018; Gronke
& Oh 2018; Fielding et al. 2020a; Li et al. 2020). It
remains unclear if the amount of cold gas entrained in
outflows is enough to explain the observed abundance of
cold CGM gas.

Alternatively, cold gas can form directly out of a
hot (∼ 106 K) medium through thermal instability
(Field 1965). When the cooling time of gravitationally
stratified hot gas in thermal hydrostatic equilibrium is
. 10 times the gravitational free-fall time, small isobaric
perturbations can drive runaway cooling, resulting in
cold gas condensation and precipitation (McCourt et al.
2012; Sharma et al. 2012; Voit et al. 2015). Although
thermal instability in gravitationally stratified gas was
originally invoked to explain observations of galaxy
clusters (Gaspari et al. 2012; Sharma & Nath 2012),
thermal instability is believed to also play an integral
role in producing cold CGM gas and regulating the
baryon cycle (Fielding et al. 2017; Voit et al. 2017, 2019;
Esmerian et al. 2020). Both cosmological and idealized
simulations have explored the impact of a broad range
of processes on thermal instability including thermal
conduction (Sharma et al. 2010; Wagh et al. 2014),
magnetic fields (Ji et al. 2018), turbulence (Voit 2018),
the shape of the gravitational potential (Meece et al.
2015; Choudhury & Sharma 2016), and perturbation
amplitude (Pizzolato & Soker 2005; Singh & Sharma
2015; Choudhury et al. 2019). While the impact of
cosmic rays has largely been ignored in simulations
of thermal instability, Sharma et al. (2010) used two-
dimensional simulations to show that the presence of
adiabatic cosmic rays decreases the density of cold gas
that forms through thermal instability.

Cosmic rays are likely an important source of energy
in the CGM. In the Milky Way ISM, cosmic ray energy
is roughly in equipartition with thermal and magnetic
energies (Ginzburg & Ptuskin 1985; Boulares & Cox
1990), and many recent simulations have shown that
cosmic rays launch far-reaching galactic outflows (Uhlig
et al. 2012; Booth et al. 2013; Girichidis et al. 2016;
Simpson et al. 2016; Ruszkowski et al. 2017; Bustard
et al. 2020; Jana et al. 2020), altering the phase structure

of the CGM (Salem et al. 2016; Butsky & Quinn
2018; Buck et al. 2020; Ji et al. 2020). Galaxy-scale
simulations that include cosmic rays find that cosmic ray
pressure may even be the dominant source of pressure
in the CGM (Girichidis et al. 2018; Ji et al. 2020).

There are several ways in which cosmic rays could
alter the thermal instability in CGM gas. Non-thermal
cosmic ray pressure supports cold gas, enabling it to cool
isochorically (Sharma et al. 2010; Kempski & Quataert
2020) and may explain the inferred low densities of cold
CGM gas. Cosmic ray pressure also counteracts gravity
and may prevent cold halo gas from accreting onto
the galaxy (Hopkins et al. 2020c). In some transport
approximations, streaming cosmic rays transfer energy
to the thermal gas and provide a source of heating. In
some regimes, this additional heating term can balance
radiative cooling and has been shown to prevent gas
from overcooling in simulations of galaxy clusters (Guo
& Oh 2008; Sharma et al. 2010; Jacob & Pfrommer
2017a,b). Linear thermal stability analysis predicts that
CGM gas (105K < T < 107K) is likely thermally
unstable in the presence of streaming cosmic rays, but
the predicted thermal instability growth rate depends on
the invoked cosmic ray transport mechanism (Kempski
& Quataert 2020). However, linear analysis breaks down
once thermal instability saturates, and there is a strong
need for simulations to further understand the cold gas
properties and subsequent evolution.

In this work, we run the first three-dimensional
simulations of thermal instability in a gravitationally
stratified medium that include cosmic ray pressure with
diffusion and streaming. We focus our analysis on the
properties of the cold gas that forms through thermal
instability and its implications for observations of cold
CGM gas. The paper is organized as follows. In Section
2, we describe the initial conditions, model assumptions,
and the scope of the parameter study. In Section
3, we provide physical expectations of the impact of
cosmic ray pressure, transport, and heating on thermal
instability. In Section 4, we present the results of our
simulations with a focus on the gas density, cold mass
fraction, and cold mass flux. In Section 5, we discuss the
implications of these results on cold cloud sizes, galaxy
accretion rates, and the CGM pressure problem. We
summarize our findings in Section 6. In the Appendix,
we demonstrate the impact of resolution (Appendix A),
cold gas temperature (Appendix B), and halo profile
(Appendix C).

2. METHODS

We perform our simulations with the astrophysical
simulation code, enzo (Bryan et al. 2014; Brummel-
Smith et al. 2019), using the magnetohydrodynamics
(MHD) local Lax-Friedrichs (LLF; Kurganov & Tadmor
2000) Riemann solver. This MHD solver uses the
piecewise linear reconstruction method (PLM; van Leer
1977) and performs divergence cleaning of the magnetic
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field as described in Dedner et al. (2002) and tested in
Wang et al. (2008). We perform all simulations on a
3-dimensional grid with uniform resolution.

In addition to the standard Euler equations, which
define the conservation of mass, momentum, and energy
in hydrodynamics simulations, our simulations also
conserve the magnetic flux and cosmic ray energy. The
following equations describe the evolution of the gas,
magnetic field, and cosmic ray fluids.

∂ρ

∂t
+∇ · (ρv) = 0 (1)

∂(ρv)

∂t
+∇ ·

(
ρvvT− B · ∇B

4π

)
+∇Ptot = −ρg (2)

∂B

∂t
+∇ · (BvT − vBT) = 0 (3)

∂εg

∂t
+∇ · (vεg) = −Pg∇ · v − L+H+Hc (4)

∂εc

∂t
+∇ · Fc = −Pc∇ · v −Hc (5)

Fc = vεc

advection

+ vs(εc + Pc)

streaming

−κcb̂(b̂ · ∇εc)

diffusion

(6)

In the equations above, ρ is the gas density, v is the
gas velocity vector, g is the gravitational acceleration,
and t is the time variable. B is the magnetic field vector
and b̂ is the magnetic field direction, b̂ = B/|B|. L
and H are the gas cooling and heating terms defined in
section 2.2. εg and εc are the gas and cosmic ray energy
densities (energy per volume). Pg = (γ − 1)εg, PB =
B2/8π, Pc = (γc − 1)εc are the gas, magnetic, and
cosmic ray pressures. Together, they comprise the total
pressure, Ptot = Pg +PB+Pc. The adiabatic indices are
γ = 5/3, and γc = 4/3 respectively.

Fc describes the cosmic ray flux, which encompasses
advection, streaming, and diffusion. In the streaming
approximation, cosmic rays move along magnetic field
lines at the streaming velocity,

vs = −sgn(b̂ · ∇εc)vA, (7)

and heat the gas at a rate proportional to the Alfvén
velocity,

Hc = |vA · ∇Pc|. (8)

In the equations above, sgn returns the sign of the
enclosed expression, and the Alfvén velocity is defined

as vA = B/
√

4πρ. We note that the streaming term is
always positive, so that energy is only ever transferred
from the cosmic rays to heat the gas. When streaming
is turned off, Hc = 0. In the diffusion approximation,
we assume a constant cosmic ray diffusion coefficient,
κc. When modeling cosmic ray transport, we either
invoke diffusion or streaming. Cosmic ray advection
is always turned on. For an in-depth description of the
implementation and tests of the anisotropic cosmic ray
physics in enzo, see Butsky & Quinn (2018).

2.1. Initial Conditions

The initial conditions model the behavior of a column
of gas extending off the disk of a galaxy into the CGM.
The physical domain is comprised of a gravitationally
stratified medium in hydrostatic equilibrium, similar to
the simulations described in McCourt et al. (2012) and
Ji et al. (2018). The gravitational acceleration is given
by the following expression:

g = g0
z/a

[1 + (z/a)2]1/2
ẑ. (9)

Here, z is the vertical distance from the midplane, g0 is
a constant acceleration factor, and a is the gravitational
smoothing length scale. This definition ensures that
the gravitational acceleration goes smoothly to zero at
the midplane but is nearly constant for |z| > a. The
corresponding gas free-fall time from a position, z, above
the disk midplane is:

tff =

√
2z

g0
. (10)

Using the criterion for hydrostatic equilibrium,
dPtot/dz = −ρ(z)g(z), we derive the total pressure
profile, Ptot(z), from the gravitational acceleration
profile. We initialize magnetic and cosmic ray pressures
to be constant fractions of the gas pressure throughout,
β = Pg/PB and η = Pc/Pg. Therefore, the the total
pressure can be expressed as a multiple of the thermal
pressure: Ptot = (1 + β−1 + η)Pg.

Given the derived vertical pressure profile, we can
choose a variety of gas density and temperature profiles
(ρ(z), T (z)) – so long as they obey the ideal gas law:
P = nkBT . We consider two such halo profiles:
isothermal (constant temperature) and “iso-cooling”
(constant cooling time).

In the isothermal halo, the density and temperature
profiles are described by

ρ(z) = ρ0exp

[
− a

H

(
1+β−1+η

)([
1+(z/a)2

]1/2)]
(11)

T (z) = T0. (12)

We define the scale height, H = g0/c
2
s, and choose a

gravitational smoothing length scale, a = 0.1H. In the
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purely hydrostatic case (β =∞, η = 0), the temperature
and density profiles described above are identical to
those described in McCourt et al. (2012) and Ji et al.
(2018). In simulations with β < ∞, the magnetic
field is initialized to have a constant β everywhere
so that magnetic pressure contributes to hydrostatic
equilibrium. This is different from the initial conditions
described in Ji et al. (2018), in which the magnetic
fields do not contribute to hydrostatic equilibrium and
are initialized with a constant magnetic field strength
throughout.1

When the cosmic ray and magnetic pressures
contribute to hydrostatic equilibrium, the thermal gas
contributes less to balancing gravity. Therefore, in the
isothermal halo profile, non-thermal pressure changes
the steepness of the vertical gas density profile (Eq. 11).
Since gas cooling times are proportional to the square
of the density, simulations with an isothermal halo
profile initialized with different amounts of non-thermal
pressure will have different cooling time profiles, tcool(z).
The differences in cooling times as a function of height
makes it difficult to discern the impact of non-thermal
pressure support from the impact of different cooling
times on the onset of thermal instability. For this reason,
we consider a new hydrostatic gas profile, in which the
density and temperature of the gas are calibrated such
that cooling time is constant everywhere (“iso-cooling”;
Meece et al. 2015). Using this new constraint, the
temperature and density profiles in the “iso-cooling”
setup are given by

T (z) = T0

[
1− 1

2− α
a

H

(
1+β−1+η

)([
1+(z/a)2

]1/2−1

)]
,

(13)

ρ(z) = ρ0

(
T

T0

)1−α

, (14)

where α is the power-law index of the cooling function
(see Section 2.2).

Both the isothermal and “iso-cooling” profiles describe
gas distributions that are homogeneous at a every
height, z. However, thermal instability needs local
inhomogeneity in order to grow. We seed the
instability by introducing small isobaric perturbations
with wavenumbers, k, such that 4 ≤ (kL/2π) ≤ 32, and
a root-mean-square perturbation amplitude of 0.02.

We choose the constants g0 = 5 × 10−10 cm s−2

(so that the gravitational free-fall time at the scale
height is 7.37 × 108 yr), ρ0 = 10−27 g cm−3, and
T0 = 106K. In physical units, the scale height, H,

1 The choice of initial magnetic field configuration does not
qualitatively impact the results.

is 43.85 kpc. Although these constants are chosen to
represent typical gas properties in the CGM of an L∗

galaxy, the simulations are scale-free and insensitive to
the choice of physical parameter values.

Our fiducial simulations are performed in tall, skinny
boxes with resolution of 64 x 64 x 256. The vertical
axis spans 4 H in the “iso-cooling” profile and 6 H in
the isothermal profile. The horizontal axes span 1 H
in both profiles. We have confirmed that the choice of
geometry does not affect the properties of the resulting
thermal instability. The x̂ and ŷ boundaries have
periodic boundary conditions, and the ẑ boundary has
“hydrostatic” boundary conditions. At the hydrostatic
boundary, fluid values are interpolated quadratically
from the horizontally-averaged values in the preceding
cells, with a couple of notable exceptions: 1) the vertical
velocity is set to zero and 2) the magnetic field is set to
its value in the nearest vertical layer.

2.2. Cooling and Heating

Both cooling and heating are crucial to developing
local thermal instability in a globally stable atmosphere.
Without a heating mechanism, simulations suffer from a
cooling catastrophe. We assume that the gas is optically
thin and cools radiatively following a simple power-law
function described below.

L = n2Λ(T ), (15)

Λ(T ) = Λ0T
α erg cm3 s−1, (16)

for Tmin < T < Tmax. For our fiducial runs, we use
α = −2/3, which is a reasonable approximation of the
real cooling curve in the CGM. The truncated cooling
term, Tmin, regulates the minimum temperature in our
simulation which is ∼ T0/20. We use a tanh function to
let the cooling rate go smoothly to zero near T = Tmin

and T = Tmax. Truncating the cooling curve at Tmin

allows us to control the characteristic temperature of the
cold gas. Since the size of cold gas clouds is proportional
to the cooling time, the choice of Tmin also prevents
the simulation from prohibitively short time steps or
severely under-resolved cold gas clouds. The truncation
at Tmax does not impact the simulation, as the cooling
times in the hot phase are much longer than the duration
of the simulation. The constant Λ0 is a free parameter
that is used to change the ratio of the cooling time to
free-fall time in the simulations. The cooling time of gas
is given by:

tcool =
kBT

(γ − 1)nΛ(T )
, (17)

where kB is the Boltzmann constant.
Observations of high column densities imply that the

CGM is likely long-lived and globally stable (Tumlinson
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et al. 2011; Stocke et al. 2013; Werk et al. 2014). We
model this global stability by balancing the total cooling
with a mass-weighted heating in each vertical layer, so
that the heating in a given cell is

Hi = ρi
〈L〉
〈ρ〉

, (18)

where the angled brackets represent the volume average
of the enclosed quantity in a vertical layer. Since enzo
explicitly tracks the specific energy (e = εg/ρ), we
modify the above equations so that the cooling and
heating in each cell becomes

∆ei,cool = ∆t
Li
ρi

(19)

∆ei,heat = ∆t
〈Li〉
〈ρi〉

. (20)

In the equations above, Hi and Li are the volumetric
heating and cooling in a given cell, i, and ∆t is the
current simulation time step. Ultimately we model
global thermal equilibrium by ensuring that the total
cooling in each vertical layer is exactly balanced by the
total heating. The fiducial simulations with cosmic ray
streaming have an additional perturbative heating term,
Hc, that is not accounted for in H above.

We turn off all cooling and heating within 0.1H of
the midplane to prevent unphysical runaway cooling.
Similarly, we turn off all cooling and heating within
0.05H of the vertical domain boundaries to prevent
any unphysical precipitation seeded by the boundary
conditions.

2.3. Parameter Survey Description

We systematically vary the parameters described
below.

Cooling time: We keep the gravitational free-fall
time fixed and vary Λ0 to achieve the following ratios
of cooling time to free-fall time (measured at z =
H): tcool/tff ∈ [0.1, 0.3, 1, 3, 10]. All simulations are
evolved for t = 10tcool.

Magnetic field strength: For every cooling time
above, we run simulations with β ∈ [∞, 100, 10, 3].
Our fiducial runs have β = 100.

Cosmic ray pressure: For every combination
of initial cooling time and magnetic field strength,
we vary the initial ratio of cosmic ray pressure
to gas pressure, η = Pc/Pg ∈ [0, 0.01, 0.1, 1, 10].
Additionally, we run a small subset of the parameter
space with an initial Pc/Pg = 3.0.

Cosmic ray transport:

Advection: The simulations with cosmic ray pressure
described above all include cosmic ray advection.
Simulations with additional cosmic ray transport are
run for tcool/tff = 0.1− 3.

Diffusion: For every simulation with β = 100, we run
simulations with three different diffusion coefficients,
κc ∈ [7.9 × 1028, 2.6 × 1029, 7.9 × 1029] cm2 s−1,
corresponding to diffusion timescale ratios of tdiff/tff ∈
[10, 3, 1]. We define the diffusion timescale as tdiff =
H2/κc. In the diffusion transport prescription, the
transport velocity only depends on the direction of
the magnetic field and not its strength. Therefore,
our choice of β = 100 allows us to better isolate the
effects of cosmic ray transport from those of magnetic
fields. Simulations with cosmic ray diffusion have no
cosmic ray streaming and no cosmic ray heating.

Streaming: For every initial cosmic ray pressure, we
turn on cosmic ray streaming in runs with β ∈
[100, 10, 3]. Since the cosmic ray streaming velocity
depends on the magnetic field strength (Eq. 7),
this effectively models cosmic ray streaming at three
different transport rates, tstream/tff ∈ [6, 1.8, 1], where
tstream = H/vA.

The fiducial simulations with cosmic ray streaming
have an additional heating term, Hc, that is not
present in cosmic ray diffusion. To separate out the
impact of cosmic ray heating, we run each streaming
simulation with and without the additional heating
term. Runs with streaming but without cosmic ray
heating are marked with the label “no heating” for
clarity. Simulations with cosmic ray streaming have
no cosmic ray diffusion (κc = 0).

Miscellaneous: The parameters listed above
summarize the fiducial simulation suite. However
there are a few additional parameters that we vary
for a subset of the above simulations. Most of the
simulations described below are discussed in Section
4.6 and in the Appendix.

Resolution: The fiducial resolution of our simulations
is 64×64×256 cells across a simulation domain of 1×
1× 4H. We also run a subset of the above simulations
with half and double the resolution elements.

Halo profile: Our fiducial simulations have an “iso-
cooling” profile. We also run a subset of simulations
with an isothermal gas profile.

Cold gas temperature: The fiducial simulation suite
has a Tmin = 5 × 104K. We also run a handful of
simulations with Tmin = 1× 104K.

3. PHYSICAL EXPECTATIONS

3.1. Classical Thermal Instability

Classical thermal instability describes how the
interplay of local cooling and heating in a globally stable
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gas leads to condensation and the formation of a two-
phase medium. Consider an initially uniform patch of
hot gas that undergoes a small density perturbation.
Since heating rates are proportional to density while
cooling rates are proportional to density squared, the
perturbed overdense gas will cool faster than it can be
heated. As the gas cools and condenses, its cooling rate
continues to increase, until the cold gas reaches a new
equilibrium temperature. The initially uniform single-
phase medium is now transformed into a two-phase
medium with cold gas cloudlets in pressure equilibrium
with the volume-filling hot gas.

The growth rate of thermally unstable gas can
be derived analytically, measured by the density
fluctuation:

δρ

ρ
=
ρ− 〈ρ〉
〈ρ〉

. (21)

By perturbing Eqs. 1 - 4, we can determine the
dispersion relation and solve for the characteristic
growth timescale of the thermal instability under
different conditions. For gas with a simple power-
law cooling function and mass-weighted heating, the
exponential growth rate of the thermal instability is
characterized by tTI (McCourt et al. 2012; Sharma et al.
2012):

tTI =
γtcool

(1− dlnΛ/dlnT )
. (22)

In the expression above, dlnΛ/dlnT = α is the
logarithmic slope of the cooling function.

In the presence of gravity, buoyancy forces
(characterized by the free-fall time) become important.
Assuming gas is initially in hydrostatic equilibrium, an
overdense parcel of gas will begin to sink in the direction
of the gravitational acceleration. As the cold gas sinks,
its surroundings become progressively more dense, and
the cold gas experiences compressive heating. If the
cooling time is sufficiently fast, the overdense gas will
form into cold cloudlets (“condensation”) and fall down
the potential well towards the galaxy (“precipitation”).
Alternatively, if the cooling time is slow the overdense
parcel of gas will be compressively heated faster than it
can cool, preventing condensation.

The balance between radiative cooling and
compressive heating is often expressed as the ratio
of the gas cooling time and free-fall time, tcool/tff . If
tcool/tff is less than 1, cooling is considered efficient
and cold gas is expected to form. If tcool/tff is greater
than one but is less than ∼ 10 − 20, cold gas may still
form with the help of magnetic fields or large density
perturbations (Meece et al. 2015; Voit et al. 2017; Ji
et al. 2018; Prasad et al. 2018; Choudhury et al. 2019).
The median ratio of tcool/tff in the CGM is expected to
be between 5 and 20 (Esmerian et al. 2020).

Magnetic fields enhance thermal instability in gas
with tcool/tff ≥ 1 in two ways. Magnetic tension can

directly counteract compressive heating by supporting
overdense gas against gravity so that it cools in-
situ. Magnetic tension can also indirectly counteract
compressive heating by confining pressurized hot gas (Ji
et al. 2018).

3.2. Thermal Instability with Cosmic Rays

The behavior of cosmic rays in galaxy-scale
simulations is well-modeled as that of a relativistic fluid.
This cosmic ray fluid interacts with the gas by providing
non-thermal pressure support (Pc in Eqs. 2 and 4), and,
in some cases, by heating the thermal gas (Hc in Eqs. 4
and 5). The cosmic ray fluid moves both with the gas
(advection) and relative to the gas, along magnetic field
lines. The latter motion is typically approximated by
either diffusion or streaming.

The impact of cosmic rays on thermal instability
depends on how cosmic ray pressure scales with gas
density, Pc ∝ ργc,eff . In the limit of inefficient cosmic
ray transport (i.e., advection only), cosmic rays are fully
coupled with the gas, and γc,eff = γc = 4/3. Cosmic ray
transport redistributes cosmic ray pressure from high
density to low density regions, effectively lowering γc,eff .
In the limit of very efficient cosmic ray transport, cosmic
ray pressure decouples from the gas and γc,eff → 0.
The exact value of γc,eff depends on the balance of the
efficiency of cosmic ray transport, the ratio of cosmic
ray pressure to gas pressure, the gas cooling time, and
the Alfvén velocity.

In the discussion below, we provide a brief overview
of the relevant cosmic ray physics and provide some
intuition for how different aspects of the cosmic ray
fluid can affect thermal instability. We first focus on
the impact of cosmic ray pressure in the limit of no
cosmic ray transport and make predictions for the gas
density contrast and cold cloud sizes. We then discuss
the expected qualitative impact of cosmic ray transport.

3.2.1. Thermal Instability with Cosmic Ray Pressure

Cosmic ray pressure can convert thermal instability
from an isobaric to an isochoric process. Unlike regular
gas, cosmic rays do not lose energy through radiative
cooling. In a purely thermal gas, a cooling cloud
condenses to balance its change in temperature in
order to remain in pressure equilibrium with the hot
medium. In the presence of cosmic rays, as a cooling
cloud contracts, its non-thermal cosmic ray pressure
grows. The added pressure support lets gas cool without
contracting as much, since the cooling cloud needs to
be in total pressure equilibrium, Ptot = Pg + PB + Pc.
With sufficiently high cosmic ray pressures, gas cools
at constant density (isochorically; Sharma et al. 2010;
Kempski & Quataert 2020).

This non-thermal pressure support increases the size
of cold gas clouds, `cloudlet, and lowers the density
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contrast, δ, between the cold and hot gas phases,

δ =
〈ρcold〉
〈ρhot〉

. (23)

We introduce a simple model for how these quantities
depend on cosmic ray pressure below.

Assuming that the total pressure stays constant, (Pg+
PB +Pc)cold = (Pg +PB +Pc)hot, and that the magnetic
and cosmic ray pressures scale with gas density, we
expect the density contrast to follow

PB,hot = β−1
coldPg,cold

(
ρhot

ρcold

)γB
,

Pc,hot = ηcoldPg,cold

(
ρhot

ρcold

)γc,eff
,

(24)

we expect the density contrast to follow:(
1 + β−1

cold + ηcold

)
=

Θ

δ
+
β−1

cold

δγB
+
ηcold

δγc,eff
, (25)

where ηcold, βcold are evaluated in the cold gas, and
Θ = Thot/Tcold is the temperature contrast between the
hot and cold gas phases. The temperature contrast is
set by the details of the atomic physics that determines
the cooling curve and is independent of magnetic fields
and cosmic rays. The constant γB = 4/3 describes how
magnetic pressure scales with gas density, PB ∝ ργB , in
the flux-freezing limit of ideal MHD. This is similar to
the advection-only limit of cosmic ray transport. We
explore the application of the predicted density contrast
in Section 4.6 and in Appendix B.

The characteristic scale of cold gas clouds is predicted
to be set by the minimum of the product of the gas
sound speed and cooling time2, `cloudlet ∼ min(cstcool)
(McCourt et al. 2018). Both the effective sound speed
and the gas cooling time may be altered by non-thermal
pressure support.

In the presence of magnetic fields and cosmic rays,
the maximum wave speed is given by, c2max = c2s +

v2
A + c2s,c, where cs =

√
(γPg/ρ) is the thermal gas

sound speed, vA =
√

2PB/ρ is the Alfvén velocity, and

cs,c =
√
γc,effPc/ρ is the cosmic ray sound speed. We

can rewrite the maximum wave speed as a function of
the ratios of magnetic and cosmic ray pressures to the
gas pressure, β and η:

cmax = cs

(
1 +

2

γ
β−1 +

γc,eff

γ
η

)1/2

. (26)

Assuming that gas cooling follows a power law
(Eq. 16), the gas cooling time scales as:

tcool =
3
2ρkBT(
ρ2

µmp

)
Λ0Tα

∝ ρ−1T 1−α, (27)

2 The minimum value of cstcool is expected to happen around T ≈
104.2K for a variety of gas pressures (Liang & Remming 2020).

where µ is the mean molecular weight and mp is the
proton mass. Since the temperature of cold gas is
set by the cooling curve and isn’t affected by non-
thermal pressure, we expect non-thermal pressure to
only alter the density in the cooling time scaling relation.
Combining the expected expression for the cold cloud
size with Eqs. 26 and 27, we predict the non-thermal
pressure-supported cold gas cloud size, `∗cloudlet, to scale
as:

`∗cloudlet

`cloudlet
=

(
ρcold

ρ∗cold

)(
1+

2

γ
β−1

cold +
γc,eff

γ
ηcold

)1/2

, (28)

where ρ∗cold is the density of non-thermal pressure-
supported cold gas. In the limit of high cosmic ray
pressure (Eq. 25), the cold gas density is the same as the
hot gas density, ρ∗cold = ρhot, so the ratio ρcold/ρ

∗
cold ≈ Θ

can be expressed in terms of the temperature contrast
between cold and hot phases. For a cosmic ray
pressure-dominated medium with inefficient transport
(γc,effηcold � 1), we expect:

`∗cloudlet,η�1

`cloudlet
≈ Θ

(
γc,eff

γ
ηcold

)1/2

. (29)

Following Eq. 29, we expect simulations with Θ = 20,
Pg,0 = 490 K cm−3, ηcold = 100 to have cold cloud
sizes, `∗cloudlet ≈ 200 `cloudlet ≈ 40 kpc, which is in
good agreement with the results discussed below (see
Section 4.2). In the real CGM, the temperature contrast
between hot and cold phases is closer to Θ = 100 and
the range of gas pressures Pg/kB ∼ 1−103 K cm−3 gives
predicted cold cloudlet sizes of `cloudlet ∼ 1 − 1000 pc.
Therefore, in the limit of no cosmic ray transport in
a cosmic ray-pressure dominated halo, we expect cold
cloud sizes to be to ∼ 1000 times larger than predicted
for cold gas in thermal pressure equilibrium. This
prediction is an upper limit for cold cloud sizes in a
cosmic ray pressure-dominated halo as realistic cosmic
ray transport will reduce γc,eff , thereby reducing the
predicted cold cloud increase.

In addition to altering cold gas density and cloud
size, cosmic ray pressure also contributes to hydrostatic
equilibrium and changes the effective entropy profiles
of the gas. This could prevent cold gas clumps
from precipitating after they condense out of the hot
background medium. Additionally, if the cosmic ray
scale height is sufficiently large relative to the gas
scale height, Hc/Hg ≥ 5/2, gas becomes convectively
unstable (Kempski & Quataert 2020). Our simulations
are initialized with constant η, so Hc/Hg is always close
to 1.

3.2.2. Thermal Instability with Cosmic Ray Transport

In addition to advection, the cosmic ray fluid moves
relative to the gas via some transport mechanism.
Although there is no consensus as to which transport
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mechanism produces the most realistic results in galaxy
simulations (Butsky & Quinn 2018; Farber et al.
2018; Buck et al. 2020; Hopkins et al. 2020b), cosmic
ray transport has been historically modeled as either
streaming or diffusion. Physically, both streaming
and diffusion model how perturbations in the magnetic
field lines scatter the pitch-angle of the cosmic ray
orbit. The main difference lies in the assumption about
what is driving the perturbations in the magnetic field,
either the streaming instability (streaming) or extrinsic
turbulence (diffusion).

In the fluid approximation, both cosmic ray streaming
and cosmic ray diffusion model how cosmic rays move
along magnetic field lines, down the cosmic ray pressure
gradient. In the diffusion approximation, the transport
rate is set by the constant diffusion coefficient, κc, and
in the streaming approximation, the transport rate is set
by the local Alfvén velocity. Since cosmic ray transport
reduces the non-thermal pressure support in cold gas,
we expect simulations with cosmic ray transport to have
smaller cold cloud sizes, higher gas densities, and higher
cold mass flux rates than simulations with only cosmic
ray advection. However, the quantitative impact on
thermal instability will be sensitive to the details of the
cosmic ray transport model parameters.

In the streaming approximation of cosmic ray
transport, cosmic rays heat the gas at a rate
proportional to the Alfvén velocity and cosmic ray
pressure gradient (Hc in Eqs. 4 and 5). We expect
cosmic ray heating to be significant in gas with low β
and high η (Kempski & Quataert 2020). This heating
process is also more efficient in simulations with larger
tcool/tff , which are evolved long enough for cosmic ray
transport processes to become important.

Cosmic ray transport also alters the growth rate of
the thermal instability. In the limit of no cosmic ray
pressure, the growth rate is that predicted by classical
thermal instability. In the limit of high cosmic ray
pressure, the growth rate depends on the invoked cosmic
ray transport mechanisms (see Kempski & Quataert
(2020) for detailed derivations).

While the discussion above provides some intuition of
the isolated impacts of cosmic ray pressure, transport,
and heating, simulations are necessary to study the
interplay of these effects in the non-linear regime.

4. RESULTS

In the following sections, we quantify the evolution of
thermal instability by measuring three quantities: the
density fluctuation, the cold mass fraction, and the cold
mass flux. We focus our analysis around the scale height,
0.8H ≤ |z| ≤ 1.2H. This region is both sufficiently
thick to capture the relevant effects and sufficiently
removed from the simulation center and boundaries (see
Figure 1). We first show the growth and saturation of
thermal instability without cosmic rays for a wide range
of initial tcool/tff values. We then show the impact

of cosmic ray pressure in advection-only simulations,
followed by the impact of various cosmic ray transport
models.

The density fluctuation, δρ/ρ (Eq. 21), measures the
variance in density values between the cold and hot
phases. In the early stages of thermal instability, the
density fluctuation grows following a power law that
depends on the slope of the cooling function (Eq. 22).
At late times, the density fluctuation saturates. At
very late times, the measured density fluctuation may
decrease as cold gas clumps precipitate from the scale
height down to the simulation midplane.

The cold mass fraction measures the total mass of cold
gas as a fraction of the total gas mass (Mcold/Mtotal).
The average temperature of cold gas in the simulation is
set by Tmin, which is 5×104K in our fiducial simulations.
However, since the temperature distribution is highly
bimodal (see Section 5), we define cold gas to be T ≤
3×105K in our analysis. Like the density fluctuation, the
cold mass fraction near the scale height can decrease at
late times as cold gas clumps precipitate and fall towards
the midplane.

The cold mass flux,

Ṁcold

Ṁff

= ρcoldvin
tff
ρ0H

, (30)

measures the rate at which cold gas precipitates towards
the midplane, normalized by the free-fall mass flux.3

The quantity vin = −vz · ẑ measures the infalling
velocity of cold gas clouds. Since the simulations are
run for a constant number of cooling times, simulations
with larger tcool/tff have time to accelerate to larger
vin velocities. Larger inflowing velocities result in an
increase in the cold mass flux (assuming the simulation
formed cold gas). Later, we will demonstrate how cosmic
ray pressure can suppress cold mass flux by limiting vin.

4.1. Thermal Instability Without Cosmic Rays

We first demonstrate the onset of thermal instability
without cosmic ray physics. Figure 1 shows density
projections of simulations with β = 100, and varying
initial values of tcool/tff . These snapshots are pictured
after the simulations have evolved for 4 cooling times,4

which is roughly when the density fluctuation saturates
(see Figure 2). In simulations with short cooling times,
cold gas condenses out of the background medium much
faster than the gravitational free fall time. Therefore,
after several cooling cycles, there is still plenty of cold
gas high in the “atmosphere”. For larger values of
tcool/tff , the gravitational acceleration becomes more

3 Our initial conditions satisfy hydrostatic equilibrium and there
is no initial mass flux.

4 Since the projections were generated after the same number of
cooling cycles, this means that simulations with longer cooling
times were run for longer physical times.



Thermal Instability with Cosmic Rays 9

Figure 1. Projections of the gas density for different initial values of tcool/tff . The dimensions of each slice are 1H x 2H in the x̂ and

ẑ directions respectively and the projection depth in ŷ is 1H (43.85 kpc). The simulations showcased above were initialized with β = 100

and no cosmic rays. Since the simulations are symmetric about the midplane, we only show the top half of the domain. The snapshots

are taken at t = 4tcool, which corresponds to longer physical times for simulations with higher tcool/tff . As expected, there is a direct

relationship between the value of tcool/tff and the condensation of dense, cold gas. Simulations evolved for longer physical times show

signs of cold gas precipitating towards the midplane. However, in simulations with tcool/tff ≥ 3, insufficient condensation occurs to form

appreciable amounts of cold gas.

important, and condensed gas clumps start precipitating
down towards the midplane. The size of the cold
condensed gas clumps is also visibly larger in simulations
with larger tcool/tff , because cloud sizes are proportional
to the cooling time, and because cold gas cloudlets have
had more time to coagulate (Gronke & Oh 2020). There
is no sign of thermal instability in the simulation with
tcool/tff = 10.

The left panel of Figure 2 quantifies the time evolution
of the average density fluctuation, 〈δρ/ρ〉, measured at z
= 0.8-1.2H, for the five simulations pictured in Figure 1.
At early times, the density fluctuation for simulations
with tcool/tff ≤ 1 grows at the rate predicted by linear
theory (see Eq. 22). The thermal instability saturates
after about roughly 4 cooling times. The saturated
density fluctuation value is higher for simulations with
lower tcool/tff and are generally consistent with those
presented in McCourt et al. (2012) and Ji et al. (2018).
For tcool/tff ≥ 0.3, the density fluctuation decreases at
late times as cold gas precipitates from the scale height
towards the midplane.

The middle panel of Figure 2 shows the time evolution
of the mass fraction, Mcold/Mtotal, of cold gas. The cold
mass fraction is nearly identical for runs with tcool/tff =
0.1 and tcool/tff = 0.3 for the majority of the simulation.
At late times (t & 2 tff), the cold mass fraction decreases
as cold gas clouds begin to precipitate. There is no sign
of precipitation in the simulation with tcool/tff = 0.1,
since it was only evolved for t = 10 tcool = 1 tff . The
simulation with tcool/tff = 1 only reaches a cold gas
mass fraction of about 0.1 before the cold gas clumps
precipitate out of the halo. Unsurprisingly, simulations
with tcool/tff ≥ 3 do not form substantial amounts of
cold gas.

The right panel of Figure 2 shows the time evolution
of the cold mass flux towards the midplane, Ṁcold/Ṁff .
Although the simulation with tcool/tff = 1 has a lower
cold mass fraction near the scale height than simulations
with tcool/tff = 0.1, 0.3, it has comparable cold mass
flux values due to larger values of the inflow velocity,
vin. Since simulations are evolved for a fixed number
of cooling cycles, simulations with larger tcool/tff are
evolved for longer physical time and develop larger infall
velocities. Without thermal instability, there is no cold
mass flux.

Next, we demonstrate the effects of magnetic fields
on thermal instability in the absence of cosmic rays.
Figure 3 shows the time-averaged density fluctuation,
cold mass fraction, and cold mass flux as a function
of the initial tcool/tff . Each point represents the mean
measurement for all simulation outputs between 4 and
6 tcool, and the error bars show one standard deviation.
The colors show different initial magnetic field strengths
ranging from no magnetic fields (β = ∞), to strong
magnetic fields (β = 3). These initial magnetic field
strengths span the range of magnetic fields considered
in our cosmic ray simulations and serve as a useful
reference to disentangle the effects of cosmic rays from
the effects of magnetic fields.

When cooling times are short (tcool/tff ≤ 1), thermal
instability is efficient in all simulations, independent of
magnetic field strength. The density fluctuation is lower
in runs with strong magnetic fields and tcool/tff = 0.1
due to the additional non-thermal pressure support
lowering cold gas densities. Although the cold mass
fraction is constant between all runs with short cooling
times, the cold mass flux decreases with increasing
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Figure 2. The time evolution of the density fluctuation (〈δρ/ρ〉; left), cold mass fraction (Mcold/Mtotal; middle), and infalling cold

mass flux (Ṁcold/Ṁff ; right). The different lines show different initial values of the ratio of cooling time to free-fall time at the scale height.

The black dashed line in the left panel shows the linear theory prediction for the density fluctuation growth with mass-weighted heating

and a logarithmic cooling slope, α = −2/3 (Eq. 16). All values are measured between 0.8 and 1.2 times the scale height. The fiducial

simulations presented are initialized with β = 100. The x-axis values are scaled by the cooling time of the simulation, so that simulations

with higher values of tcool/tff are evolved over longer physical times. This figure demonstrates thermal instability without cosmic rays:

simulations with lower tcool/tff show higher density fluctuations and cold mass fractions. Although the cold mass fraction is significantly

higher in simulations with tcool/tff = 0.1 − 0.3 than in simulations with tcool/tff = 1, their cold mass flux rates are comparable shortly

after the saturation of the thermal instability. This is because simulations with longer tcool/tff have been evolved for longer physical time,

and have developed a higher inflow velocity, vin = −v · ẑ.

Figure 3. The average density fluctuation (〈δρ/ρ〉; left), cold mass fraction (Mcold/Mtotal; middle), and cold mass flux (Ṁcold/Ṁff ;

right) as a function of the initial tcool/tff for simulations with varying initial magnetic field strengths, in the absence of cosmic rays. The

measurements are taken between 0.8 and 1.2H and averaged over all outputs between 4 and 6 tcool, which corresponds to the saturated

phase of the thermal instability (see Figure 2). Magnetic fields suppress buoyancy oscillations, which simultaneously enhances the formation

of cold gas through thermal instability for simulations with higher tcool/tff and decreases the inflowing cold mass flux in simulations with

lower tcool/tff .

magnetic field strength due to increased non-thermal
pressure support.

When cooling times are long (tcool/tff ≥ 1), magnetic
fields enhance thermal instability by suppressing
buoyancy oscillations (Ji et al. 2018). The density
fluctuation, cold mass fraction, and cold mass flux
increase with decreased β. Our density fluctuation
values are consistent with those reported in Ji et al.
(2018). Small differences are likely due to measurements
being taken at different simulation times.

These MHD-only simulations highlight the previously
demonstrated dependence of thermal instability on
the gas cooling time and magnetic field strength.
Simulations with short tcool/tff produce higher density
fluctuations and cold mass fractions in less physical
time. Magnetic fields enhance thermal instability when
cooling times are long.
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Figure 4. 2D slices of the 3D density (top) and temperature (bottom) for simulations with varying initial ratios of cosmic ray pressure to

gas pressure, Pc/Pg. Similarly to Figure 1, the dimensions of each panel are 1H × 1.8H. All simulations are initialized with tcool/tff = 1.0,

and the slices are taken at t = 6 tcool. Simulations with cosmic rays were run with advection as the only form of cosmic ray transport.

Increased cosmic ray pressure support creates larger cold gas clouds with lower densities. The temperature of the cold gas does not change

with increased cosmic ray pressure since the temperature is set by the cooling function and our choice of Tmin. With sufficiently high

cosmic ray pressure, cold gas remains in the atmosphere and does not precipitate.

4.2. Thermal Instability with Cosmic Ray Pressure

In the limit that cosmic ray transport is very slow
relative to the time scale of thermal instability, cosmic
ray advection with the thermal gas becomes important.
We isolate this phenomenon with a suite of simulations,
varying the initial cosmic ray pressure fraction, Pc/Pg,
for which both cosmic ray diffusion and cosmic ray
streaming are turned off.

Figure 4 shows the impact of cosmic ray pressure on
the density and temperature slices of thermally unstable
gas. All simulations are initialized with tcool/tff =
1.0, β = 100 and have been run for 4 cooling times. The
columns differ from each other by their initial value of
Pc/Pg.

Increased cosmic ray pressure alters the morphology
of cold gas. Radiative gas cooling does not remove
cosmic ray energy. In the limit where the cosmic
ray pressure is high and dominates the total pressure,
the loss of thermal pressure from radiative cooling
leads to negligible compression. As a result the gas

cools isochorically. This behavior is in contrast to
traditional thermal instability, where as the gas cools,
it loses thermal pressure, and collapses isobarically,
with large density fluctuations (for more detail, see
Section 4.4). Therefore, increased cosmic ray pressure
results in larger cold gas clouds that have a lower
density contrast with the background medium. When
cosmic ray pressure dominates (right panel), cold
cloud structures span tens of kiloparsecs, which is
broadly consistent with our predictions using Eq. 29 in
Section 3. Additionally, cosmic ray pressure contributes
to hydrostatic equilibrium and keeps cold gas at high
altitudes for longer.

The temperature of the cold gas phase does not change
with increased cosmic ray pressure. This is because gas
temperature is set by the cooling function, which is an
approximation to atomic physics and is insensitive to
cosmic ray physics.

Figure 5 shows the time evolution of the density
fluctuation, cold mass fraction, and cold mass flux for
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Figure 5. The time evolution of the density fluctuation (〈δρ/ρ〉; left), cold mass fraction (Mcold/Mtotal; middle), and cold mass flux

(Ṁcold/Ṁff ; right) near the scale height (0.8H < z < 1.2H). All of the depicted simulations have tcool/tff = 0.3 and β = 100 but have

different initial values of Pc/Pg. Increased cosmic ray pressure decreases density fluctuation but has a modest effect on the cold mass

fraction. Non-thermal cosmic ray pressure support counteracts gravity and lowers the cold mass flux towards the midplane. Simulations

with Pc ≥ Pg have more cold gas near the scale height at late times.

Figure 6. The average density fluctuation (〈δρ/ρ〉; left), cold mass fraction (Mcold/Mtotal; middle), and cold mass flux (Ṁcold/Ṁff ;

right) as a function of the initial tcool/tff for simulations with β = 100 and varying initial ratios of Pc/Pg. The measurements are taken

between 0.8 and 1.2 H and averaged over all outputs between 4 and 6 tcool, which corresponds to the saturated phase of the thermal

instability (see Figure 5). Increased cosmic ray pressure decreases the gas density fluctuation. High cosmic ray pressures increase the

cold fraction in simulations with tcool/tff ≥ 1 by preventing cold gas from precipitating towards the midplane. Cold gas does not form in

simulations with tcool/tff = 10.

the simulations pictured in Figure 4. The different
colored lines represent simulations with different initial
values of Pc/Pg. All simulations have an initial
tcool/tff = 0.3 and β = 100.

The density fluctuation decreases monotonically with
increased cosmic ray pressure. Remarkably, the cold
mass fraction remains relatively unchanged. Even in the
extreme case of Pc/Pg = 10, the cold mass fraction only
varies from the control run by a factor of 2-3, whereas
the density fluctuation measurement varies by a factor
of 50. At late times, runs with significant cosmic ray
pressure support have more cold gas mass near the scale
height since the cosmic ray pressure prevents it from
precipitating towards the midplane. Although the cold
mass fraction is relatively unchanged, the cold mass

flux decreases substantially with increased cosmic ray
pressure. Even a modest initial value of Pc/Pg = 0.01 is
enough to decrease the cold mass flux by a factor of ∼ 2.
Since cosmic rays advect with the gas, cold gas clumps
end up having a larger ratio of Pc/Pg. This added non-
thermal pressure supports the cold gas against gravity.

Figure 6 compiles the average values of the density
fluctuation, cold mass fraction, and cold mass flux
measured between t = 4tcool and t = 6tcool as a
function of the simulation’s initial tcool/tff . Increasing
the cosmic ray pressure monotonically decreases the
measured density fluctuation for all initial values of
tcool/tff (left panel). As non-thermal cosmic ray pressure
increases, the gas is better able to cool isochorically,
decreasing the density contrast between the cold and



Thermal Instability with Cosmic Rays 13

hot phases. With increased cosmic ray pressure, the
average density fluctuation also becomes less sensitive
to the initial tcool/tff .

When cooling times are short, (tcool/tff ≤ 1), the
average cold mass fraction (middle panel) remains
relatively unchanged with increased cosmic ray pressure.
However, when cooling times are long (tcool/tff ≥ 1),
the average cold mass fraction is higher for simulations
with Pc/Pg ≥ 1. The presence of cosmic rays can,
therefore, significantly increase the amount of cold gas
in the CGM, particularly in the outer halo where cooling
times would otherwise be too long relative to free fall
times. In part, this is due to cosmic ray pressure
counteracting compressive heating, similar to the role
of strong magnetic fields in Figure 3 (see also Ji et al.
2018). Additionally, once the cold gas is formed, cosmic
ray pressure support prevents it from precipitating
by supporting the gas against gravity. This effect is
prevalent when cosmic ray pressure is at least as strong
as the gas pressure and when the cooling times are long,
such that gas inflow velocities become important. This
is likely a very relevant regime for low redshift galaxies.

Finally, the third panel of Figure 6, shows that the
cold mass flux decreases with increased cosmic ray
pressure in nearly all cases. Since cosmic ray pressure
does not decrease the cold mass fraction at the midplane
(see the middle panel), the decrease in cold mass flux
is a result of decreased cold gas inflow velocity due to
increased cosmic ray pressure support. The increased
cold mass flux at tcool/tff = 3, Pc/Pg = 1 is an exception
to this trend and is due to the relative increase in the
average cold mass fraction.

Increased cosmic ray pressure does not inhibit the
formation of cold gas through thermal instability.
However, cosmic ray pressure changes the saturation of
the instability from forming small, dense cloudlets that
precipitate readily to large, diffuse clouds that remain
static.

4.3. Thermal Instability and Cosmic Ray Transport

In the previous section, we built intuition for the
impact of cosmic ray pressure on thermal instability in
the limit of no cosmic ray transport. Next, we will focus
on the impact of cosmic ray transport on the formation
of cold gas and its properties.

As predicted by (Kempski & Quataert 2020), we find
that the growth rate of density fluctuations depends on
the cosmic ray transport model, so that models with
cosmic ray transport have growth rates in-between those
without cosmic rays and without cosmic ray transport.
In the limit of efficient cosmic ray transport or low
cosmic ray pressures, the growth rates approach that of
the traditional thermal instability (Eq. 22). However, in
this work, we focus on the nonlinear evolution of thermal
instability at late times.

As there is no consensus on the dominant cosmic ray
transport mechanisms, we investigate both cosmic ray

diffusion and cosmic ray streaming at three different
transport rates. In the case of cosmic ray diffusion, we
adopt diffusion coefficients, κc, such that the diffusion
time, tdiff = κc/H

2, is a constant fraction of the free-
fall time: tdiff/tff = [10, 3, 1]. Given the free-fall time
in our simulations is tff = 7.4 × 108 yr at the scale
height, this corresponds to diffusion coefficients of κc =
[7.9× 1028, 2.6× 1029, 7.9× 1029] cm2s−1.

In the case of cosmic ray streaming, we define the
streaming time, tstream = H/vA. Since cosmic ray
streaming is proportional to the strength of the magnetic
field, we simulate cosmic ray streaming for three
different initial magnetic field strengths (β = 100, 10, 3)
as a proxy for varying the cosmic ray transport rate.
This roughly corresponds to the following ratios of
streaming time to free-fall time: tstream/tff = [6, 1.8, 1].
Simulations with cosmic ray streaming also have a
perturbative heating term, Hc. Although this heating
term is implemented in addition to the global heating
model, H, heating due to cosmic ray streaming is
expected to be much smaller than the global heating
model.

Figure 7 shows the 2D slices of the cosmic ray
pressure in simulations with different models of cosmic
ray transport. All simulations have tcool/tff = 0.3,
Pc/Pg = 1, and are pictured after t = 6tcool. Cosmic
ray transport redistributes cosmic ray pressure from
regions of high cosmic ray pressure to regions of low
cosmic ray pressure. The more more efficient the cosmic
ray transport (diffusion with tdiff/tff = 3 or streaming
with β = 10), the more uniform the distribution of
cosmic ray pressure. Consequently simulations with
more efficient cosmic ray transport provide less non-
thermal pressure support to cold gas, and form smaller
cold gas structures. Simulations with cosmic ray
diffusion produce relatively large cold gas clouds with
long connecting filaments. Simulations with cosmic ray
streaming have smaller, more compact cold gas clouds.

Figure 8 shows the average density fluctuation, cold
mass fraction, and inflowing cold mass flux as a function
of the initial tcool/tff . Consistent with previous figures,
each point represents the average quantity and its
standard deviation measured between 0.8 and 1.2 H,
from all outputs between t = 4 − 6tcool. The rows
are organized by the initial cosmic ray pressure ratio,
ranging from Pc/Pg = 0.01 (top) to Pc/Pg = 10.0
(bottom). The different lines are colored by the cosmic
ray transport model: advection (green), diffusion (red),
and streaming (blue). We remind the reader that for
the majority of the lines, the corresponding MHD-only
run has β = 100 (see Figure 3). However, two runs with
cosmic ray advection and streaming should be compared
against runs with β = 10 and β = 3.

For the most part, simulations with cosmic ray
transport lie between simulations without cosmic rays
and simulations with only cosmic ray advection. Runs
with relatively slow cosmic ray streaming and diffusion
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Figure 7. 2D slices of the 3D cosmic ray pressure for simulations with different implementations of cosmic ray transport: advection,

diffusion, and streaming. Similarly to Figures 1 and 4, the dimensions of each panel are 1H × 1.8H. All simulations are initialized with

tcool/tff = 0.3 and Pc/Pg = 1. Except for the right-most panel, all simulations have β = 100. The slices are taken at t = 6 tcool. Cosmic

ray transport redistributes cosmic ray pressure from regions of high density to low density. When cosmic ray transport is more efficient

(diffusion with tdiff/tff = 3 or streaming with β = 10), the cosmic ray pressure approaches a more homogeneous distribution.

exhibit many of the same characteristics as runs with
only cosmic ray advection: cold gas has lower densities
and less precipitation than predicted by purely thermal
pressure support. The more efficient the cosmic ray
transport, the more closely it resembles the MHD-only
thermal instability. This is because cosmic ray transport
redistributes cosmic ray pressure from regions of high
cosmic ray density to regions of low cosmic ray density.
When cosmic ray transport is very efficient relative to
the cooling timescale, the cosmic ray pressure profile
becomes uniform (see the discussion in Section 4.4). As
cosmic ray pressure decreases in the cold gas clouds, the
cold gas density and cold mass flux increase.

We note that when cooling times are long relative
to the free-fall time, the temporal variation of a single
model can be larger than the variance between models.
This makes it difficult to draw detailed comparisons
between models with different cosmic ray physics.
Although the amount of cold gas formed is comparable,
the biggest difference is that with sufficiently strong non-
thermal pressure support, any cold gas that forms at
the scale height remains at the scale height. For runs
with cosmic ray streaming, the perturbative heating
term results in a decrease in the cold mass fraction
and an increase in its flux towards the midplane. This
perturbative heating destroys cold gas in simulations
with high cosmic ray pressures (Pc/Pg ≥ 1) that are
evolved for longer physical times (tcool/tff ≥ 1).

4.4. Impact of Cosmic Rays on Gas Phase

Figure 9 shows 2D histograms of gas density and
temperature, comparing simulations with tcool/tff = 0.3
and different cosmic ray transport. The colors show
probability density, which is quantified on the top and

right of each panel. The dashed lines show contours of
constant thermal pressure and entropy.

Without cosmic rays (top left), the gas first cools
at constant thermal pressure before dipping to lower
pressures once it reaches the most rapid cooling regime,
around T ∼ 105K. This pressure decrement is likely
the result of insufficient spatial resolution to capture
the cooling length scale cstcool (e.g., Fielding et al.
2020a,b). Although the cooling curve cuts off at T =
5 × 104K in these simulations, we expect the general
shape of the phase diagram to be the same if a lower
cutoff temperature were adopted. The loss of thermal
energy due to cooling leads to compression, which
maintains pressure equilibrium (when the cooling length
is resolved).

With added cosmic ray pressure (top right), the loss
of thermal energy does not lead to a significant total
pressure gradient, so there is negligible compression
and cooling proceeds at nearly constant density. In
the simulation highlighted here, cosmic ray pressure is
initialized to be equal to the gas pressure, which is
sufficiently strong to inhibit compression and cause the
gas to cool isochorically.

Cosmic ray transport (bottom row) redistributes
cosmic ray pressure so that the resulting gas
temperatures and densities bridge the gap between
simulations without cosmic rays and simulations
without cosmic ray transport. However, cosmic ray
transport also significantly broadens the temperature-
density phase distribution of gas. Specifically,
simulations with cosmic ray transport have more
intermediate-temperature gas at low densities, which
is more likely to hold photoionized (rather than
collisionally ionized) gas.
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Figure 8. Similar to Figures 3 and 6, the panels above measure the mean density fluctuation (〈δρ/ρ〉; left), cold mass fraction

(Mcold/Mtotal; middle), and cold mass flux (Ṁcold/Ṁff ; right) as a function of their initial tcool/tff . The data points are measured between

0.8 and 1.2 H and averaged over all simulation outputs between 4tcool ≤ t ≤ 6tcool. The error bars show 1 standard deviation. Starting

from the top, the rows vary the initial cosmic ray pressure ratio, Pc/Pg = 0.01, 0.1, 1, 10. The green lines show simulations with cosmic ray

advection for different initial values of β, the red lines show simulations with cosmic ray diffusion for three different diffusion timescales,

and the blue lines show simulations with cosmic ray streaming for three different initial values of β. Cosmic ray transport redistributes

cosmic ray pressure so that the resulting density fluctuation, cold mass fraction, and cold mass flux tend to lie between those of MHD-only

simulations and simulations with only cosmic ray advection.
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Figure 9. The mass-weighted 2D histograms of density and temperature for simulations with tcool/tff = 0.3 with various cosmic

ray transport prescriptions. The data presented here are an accumulation from all outputs between t = 4 − 6tcool, measured between

0.8 and 1.2H to minimize the influence of stochastic processes. The top-left panel shows the phase histogram of a simulation without

cosmic rays and β = 100. The remaining panels all have an initial Pc/Pt = 1.0 and β = 100, but differ in their models of cosmic ray

transport: advection (top-right), diffusion (bottom-left), and streaming (bottom-right). The dashed lines show contours of constant thermal

pressure and entropy. Without cosmic rays, gas cools at constant thermal pressure. With sufficient cosmic ray pressure support, gas cools

isochorically. Cosmic ray transport widens the gas temperature-density phase space into low-density, low-temperature regimes that are not

present in either simulations without cosmic rays or simulations without efficient cosmic ray transport.



Thermal Instability with Cosmic Rays 17

Figure 10. The mass-weighted probability density functions (PDFs) of the gas density, temperature, and cosmic ray pressure ratio

for simulations with Pc/Pg = 1 and tcool/tff = 0.3 (top) and tcool/tff = 1.0 (bottom). The data in the PDFs is an aggregate from all

simulation outputs between t = 4− 6tcool, measured between 0.8 and 1.2 scale heights. The PDFs are normalized so that the area under

each distribution integrates to 1. Different implementations of cosmic ray transport change the distribution of the ratio of cosmic ray

pressure to gas pressure, which in turn sets the distribution of gas densities. When cold gas has high cosmic ray pressures, the density

contrast between the cold and hot gas phases decreases. When cooling times are short (tcool/tff ≤ 1), cosmic ray physics does not have

a significant impact on the distribution of gas temperatures. However, when cooling times are long enough for the free-fall time to be

important (tcool/tff & 1), cosmic ray pressure prevents precipitation and keeps cold gas near the scale height. This effect is strongest for

simulations with cosmic ray advection and modest in simulations with efficient cosmic ray transport.
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In Figure 10, we compare the probability distribution
functions (PDFs) of the gas density, temperature, and
the ratio of Pc/Pg as a function of the initial cosmic ray
pressure ratio and cosmic ray transport mechanism. The
top panels show simulations with an initial tcool/tff =
0.3 and the bottom panels show simulations with an
initial tcool/tff = 1.0. Both sets of simulations have an
initial Pc/Pg = 1. Each row shows the properties of
simulations with different cosmic ray transport models.
The data in the PDFs represents gas near the scale
height (0.8H ≤ z ≤ 1.2H) and is accumulated from
all outputs between 4 and 6 tcool.

For simulations with tcool/tff = 0.3, the distribution
of gas temperatures is similar for a variety of cosmic
ray transport prescriptions. However, the density
profiles vary substantially. Without cosmic rays, the gas
forms a two-phase medium where the density profiles
complement the temperature profiles such that gas is
always close to thermal pressure equilibrium. Cosmic
ray pressure support enables the cold and hot gas to
have a lower density contrast. This effect is most
pronounced in simulations with advection as the only
form of cosmic ray transport, which have distinctly
bimodal distributions of cosmic ray pressure between
the hot and cold gas phases. Cosmic ray diffusion and
streaming move cosmic ray pressure out of the regions
where it is concentrated, thus removing the impact of
non-thermal pressure support and thereby allowing the
cold clouds to compress.

For simulations with high tcool/tff = 1, the
temperature distributions are affected by the choice
of cosmic ray physics. There are several factors at
play. High cosmic ray pressures not only alter the
gas density, but they can also keep low-entropy gas
from precipitating. This effect becomes relevant if the
cooling time is equal to or greater than the dynamical
time (see Figures 6 and 8). In this case, the MHD-
only run has less cold gas at the scale height because
that cold gas has precipitated out. Simulations with
fast streaming also have strong magnetic fields which
alter the amount of cold gas formed. For example,
although both simulations with fast cosmic ray diffusion
(tdiff/tff = 1) and fast cosmic ray streaming (β =
3, tstream/tff = 1) have the same cosmic ray transport
time scale, simulations with stronger magnetic fields
have a significantly larger fraction of cold gas.

The distribution of the cosmic ray pressure ratio,
Pc/Pg is a function of the transport mechanism.
Simulations with only cosmic ray advection have
a distinctly bimodal distribution with the cold gas
receiving substantially more pressure support than the
hot gas. In the presence of both streaming and diffusion,
the bimodality in cosmic ray pressure ratios shrinks.
The more efficient the cosmic ray transport, the more
the cosmic ray pressure ratio distribution converges on
the initial value. In simulations evolved for a longer
physical time (tcool/tff ≥ 1), the convergence on a

single value is more pronounced since the cosmic rays
have had more time to propagate. Most notably, the
bimodality distribution of cosmic ray pressure ratios
is inversely proportional to the bimodality of gas
densities. Simulations in which cold gas builds up higher
cosmic ray pressure than hot gas can cool isochorically.
Conversely, simulations where the cosmic ray pressure
ratio is roughly constant have a larger density contrast
between the cold and hot phases.

4.5. Impact of Cosmic Ray Heating

The transport model for cosmic ray streaming
traditionally includes a heating term through which
cosmic rays transfer energy to the thermal gas. The
simulations labeled “streaming” described so far all have
this perturbative heating source. However, since our
simulation set-up and model for gas cooling and heating
is very idealized, we also include simulations with cosmic
ray streaming without the additional cosmic-ray heating
term, Hc. This models the scenario in which cosmic
ray heating is just one of the many potential sources
that contributes to the overall heating that ultimately
balances cooling in the simulations.

We include simulations with cosmic ray streaming but
no perturbative heating in Figure 10, labeled with the
appended “no heat”. Overall, we find that the inclusion
of the cosmic ray heating term has a modest impact on
the gas phase. Since cosmic ray heating is a function
of both the cosmic ray pressure gradient and the Alfvén
velocity, we expect it to be important when the magnetic
field is strong and the cosmic ray pressure gradient is
steep. That said, even the relatively weak magnetic
fields in our fiducial simulations (β = 100) are enough
to have an observable effect due to cosmic ray heating.

Without the added cosmic ray heating term,
simulations with cosmic ray streaming have less of
a density contrast between hot and cold gas phases
and a narrower distribution in the hot gas phase
than simulations that do include cosmic ray heating.
Furthermore, the distribution of the cosmic ray pressure
ratio, Pc/Pg is shifted towards higher values when the
cosmic ray heating term is omitted. This is expected
behavior as the cosmic ray heating term is expected to
remove cosmic ray energy and use it to heat the gas.

Although cosmic ray heating has modest effects on
the global temperature and density profiles it is likely
important for setting the local cold gas properties. The
effect of cosmic ray heating is strongest at the cold
cloud edge, where the cosmic ray pressure gradient is
large. In this case, cosmic ray heating can broaden the
boundary between the cold and hot gas phases, with
interesting implications for the observed ion abundances
and kinematics (Wiener et al. 2017). Like (Heintz et al.
2020), we find that the effects of cosmic ray heating are
spatially offset from regions with the shortest cooling
times: cosmic ray heating predominantly affects diffuse
cool gas, by shifting it to higher temperatures. This
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effect is present in the lack of low temperature, low
density gas in the bottom right panel of Figure 9. While
the effects of cosmic ray heating are modest in Figure 10,
they primarily affect the temperature of the warm gas
(by directly heating it) and the density of the cold gas
(indirectly, by removing the available cosmic pressure
that would have supported the cold gas). Changing the
cloud boundary may also alter the mass and momentum
transfer between the cold and hot gas phases (Fielding
et al. 2020a).

4.6. Cold Gas Density Contrast

Ultimately, the impact of the wide range of cosmic ray
transport model parameters can be summarized by the
distribution of cosmic ray pressure between the cold and
hot phases and its impact on the gas phase.

In Figure 11, we show the gas density contrast,
〈ρcold〉/〈ρhot〉, as function of the cosmic ray pressure
ratio (Pc/Pg) in the cold gas. This figure includes all
simulations with cosmic ray physics that form cold gas,
at both fiducial and high-resolution. Both the average
density contrast and cosmic ray pressure are measured
in a region near the midplane, 0.8H ≤ |z| ≤ 1.2H. In
order to mitigate stochastic effects between outputs, the
points show data averaged over 20 outputs between t =
4tcool and t = 6tcool. The green circles show simulations
with cosmic ray advection for β = 100 (light green),
β = 10 (medium green), and β = 3 (light green). The
red squares show simulations with cosmic ray diffusion
with tdiff/tff = 10 (dark red), tdiff/tff = 3 (medium red),
and tdiff/tff = 1 (light red). The blue triangles show
simulations with cosmic ray streaming with β = 100
(dark blue), β = 10 (medium blue), and β = 3 (light
blue). The black lines show predictions for density
contrast profiles (Eq. 25) as a function of how cosmic
ray pressure scales with gas density, Pc ∝ ργc,eff . In
these predicted profiles, we use a temperature contrast
of Θ = 20, corresponding to Tmin = 5× 104 K.

We assume a fixed βcold = 3, which is roughly the
average β in cold gas for simulations with an initial
β = 100. Although the magnetic field is initialized with
β = 100 everywhere in most simulations, the magnetic
field strength is amplified in dense gas due to the flux-
freezing assumption in ideal MHD. Furthermore, the
magnetic field becomes tangled on large scales, which
effectively slows cosmic ray transport. Simulations
with higher initial magnetic field strengths have more
magnetic pressure support in cold clouds than accounted
for in the analytic lines.

Overall, the average density contrast between the cold
and hot gas phases decreases with increasing cosmic
ray pressure (Section 4.2). However, the slope of
that decrease depends on the cosmic ray transport
prescription. In the pure advection case, we expect
γc,eff = γc = 4/3, which corresponds to the dashed
black line. The simulated data follow the expected
density contrast relation. The scatter in the advection

simulations at low cosmic ray pressures is likely due to a
combination of resolution effects, different initial values
of tcool/tff , and the relative importance of magnetic
fields (which are not accounted for in the plotted
analytic model). Further investigations of the effects
of resolution and the choice of density contrast, are
discussed in Appendices A and B.

Since cosmic ray transport redistributes cosmic ray
pressure from overdense regions, we expect simulations
with cosmic ray transport to have a weaker scaling of
cosmic ray pressure and gas density than in simulations
with only cosmic ray advection (γc,eff < 4/3). However
the exact value of γc,eff depends on the details of cosmic
ray transport and assumptions about the impact of
cosmic ray heating. For simulations with cosmic ray
transport (diffusion with tdiff/tff = 10 and streaming
with β = 100), we empirically find that γc,eff ' 1/3,
which is modeled by the dash-dotted line in Figure 11.
For context, Wiener et al. (2017) predict γc,eff = 2/3
in the case of cosmic ray streaming where cosmic
ray heating balances gas cooling. Simulations with
relatively faster cosmic ray transport have much weaker
scalings of cosmic ray pressure with gas density. In the
extreme case that cosmic ray transport is so efficient
that γc,eff → 0, we expect the predicted density contrast
to be unchanged as a function of Pc/Pg.

5. DISCUSSION

5.1. The CGM Pressure Problem

Based upon the original work of Mo & Miralda-
Escude (1996), numerous two-phase models of the CGM
envision cold clouds condensing out of a hot medium as
a result of hydrostatic instabilities. Such models have
successfully reproduced many of the observed properties
of high-velocity clouds in the Milky Way halo (e.g Maller
& Bullock 2004; Putman et al. 2012).

Photoionization modeling of observed low-ionization-
state metal-ion column densities derives cold CGM gas
volume densities that are at least an order of magnitude
lower than predicted by traditional two-phase models
(e.g. Werk et al. 2014; Stern et al. 2016). There are
two possible explanations for such low densities of cold
CGM gas: 1) the cold gas is in thermal equilibrium with
the hot CGM gas, which also has a much lower density
than predicted by traditional two-phase models, or 2)
the cold gas is out of thermal pressure equilibrium with
the hot gas phase.

If cold gas is out of thermal pressure equilibrium,
the lack of pressure support would imply very short
lifetimes of cold clouds, in stark contrast to the ∼100
Myr lifetimes required by simulations of the CGM that
predict a cold gas origin in recycled ISM material (in
which halo gas is largely in hydrostatic equilibrium;
Ford et al. 2014; Anglés-Alcázar et al. 2017; Tumlinson
et al. 2017). In order to bring observations in agreement
with simulations, there either needs to be some physical
process capable of continually generating the observed



20 Butsky et al.

Figure 11. The average density contrast between the cold and hot gas phases (〈ρcold〉/〈ρhot〉) as a function of the average ratio of

Pc/Pg in cold gas clumps. The points show data from all simulations described in the fiducial parameter suite (Section 2.3) that form

cold gas, both at fiducial and high resolution. The data were measured between 0.8 and 1.2 scale heights and averaged over 20 outputs

between t = 4 − 6tcool. The different colors indicate simulations with different prescriptions of cosmic ray transport: advection (green),

diffusion (red), and streaming (blue). The black lines show predictions for the density contrast for various possible scalings of cosmic ray

pressure with gas density, assuming Θ = 20 and βcold = 3 (Eq. 25). In all cases, the density contrast between the cold and hot gas phases

decreases with increased cosmic ray pressure. However, the rate of that decrease depends on the transport model, which effectively changes

the degree to which cosmic ray pressure scales with gas density.

abundance of cold gas or some additional source of non-
thermal pressure.

Simulations show that the average magnetic field in
the CGM can be as high as ∼ 0.1 − 0.5µG (Pakmor
et al. 2019; Nelson et al. 2020; van de Voort et al.
2020). These magnetic fields both enhance thermal
instability and provide pressure support to the cold gas
that forms. Due to flux freezing, the cold gas clumps
are dominated by magnetic pressure (β � 1) even
though the background halo has relatively low magnetic
pressure (β ≥ 100) (Nelson et al. 2020). Since there
are few observational constraints of magnetic fields in
galactic halos, it is unclear if such high magnetic field
values are typical. However, these simulations fall well
within the upper limit of magnetic field strength (2µG)
determined by (Lan & Prochaska 2020), and provides
another mechanism through which non-thermal pressure
support can alleviate the pressure problem.

Galaxy simulations that include cosmic ray physics
also find that cosmic ray pressure supports cold CGM
gas at low densities (Salem et al. 2016; Butsky & Quinn
2018; Buck et al. 2020). In a cosmic ray pressure-
dominated halo, cool, warm, and hot gas phases can
exist at the same gas density (Ji et al. 2020). Although
there are few observational constraints of cosmic ray
pressures in the CGM, simulations predict that a cosmic
ray pressure-dominated halo could be consistent with
existing γ-ray observations (Chan et al. 2019; Ji et al.
2020).

In our simulations, cosmic ray pressure (and in some
cases, magnetic pressure) supplements thermal pressure
to support low-density cold gas. In simulations with low
initial cosmic ray pressures, cold cloudlets are supported
by cosmic ray pressure while the background medium
is dominated by thermal pressure. Simulations with
high initial values of cosmic ray pressure allow gas
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to cool isochorically and form large, diffuse cold gas
clouds. Cosmic ray transport complicates this behavior
by redistributing cosmic ray pressure from the cold
gas to the surrounding medium. Overall, our findings
highlight that even modest cosmic ray pressures can
resolve the perceived pressure problem with two-phase
halo models by providing a viable physical mechanism
to maintain the cold gas while out of thermal pressure
equilibrium.

5.2. Cold Cloud Sizes

The sizes of cold gas clouds remains an unresolved
issue within the CGM community; CGM cloud sizes
(given as path lengths) derived from absorption-line
spectroscopy at low and high redshift range from 1 pc
− 1 Mpc (e.g. Rauch et al. 2001; Prochaska & Hennawi
2009; Stocke et al. 2013; Chen et al. 2014; Werk et al.
2014; Crighton et al. 2015; Stern et al. 2016; Zahedy
et al. 2019). The challenge of this measurement is
essentially two-fold: absorption-line probes of the CGM
rely heavily on model assumptions for a length-scale
estimate (e.g. strength and nature of ionization source)
and most observations are limited to a single sightline
per galaxy.

Nonetheless, recent studies have used additional, novel
techniques to place constraints on the physical scales of
structures in the CGM. Rubin et al. (2018) analyzed
the CGM of 27 star-forming galaxies along spatially-
resolved background-galaxy lines of sight to determine
that the coherence scale of Mg II absorbers is > 1.9
kpc. Specifically, cold gas clouds are either > 2 kpc
in radius themselves or represent collections of much
smaller clouds with similar properties. Rudie et al.
(2019) used observations of a galaxy halo probed by a
lensed background quasi-stellar object (QSO) to show
that while warm (O VI bearing) gas has structures
that are > 400 pc, lower-ionization cold gas exhibits
significant variations on the same scales, implying that
cold gas clouds have sizes < 400 pc. Werk et al. (2019)
studied multiphase absorption at the Milky Way disk-
halo interface, and showed that warm gas clouds were
larger than 1 kpc, whereas cold gas was clumpy on scales
down to 10 pc, possibly implying cold clouds are smaller
than 10 pc (see also: Bish et al. 2019). Zahedy et al.
(2019) find that the cold clump thickness in luminous
red galaxies (LRGs) is between 10 pc and 1 kpc, with a
median of 120 pc.

Theoretically, cold gas is predicted to have a
characteristic cloudlet size `cloudlet ∼ min(cstcool)
(McCourt et al. 2018). Using this model, a cold cloud
in typical CGM conditions can have a characteristic size
somewhere between `cloudlet ∼ 1pc − 1kpc, depending
on the gas pressure, metallicity, and UV background
radiation. Additionally, depending on the conditions of
the surrounding medium, the true size of cold gas clouds
may be significantly larger, as clouds can coagulate to
form larger structures (Gronke & Oh 2020).

Resolving sub-parsec scales is currently impossible
in galaxy-scale simulations and prohibitively expensive
in even idealized meso-scale simulations. Recently, a
number of groups have demonstrated that enhancing
the spatial resolution in and beyond the galactic halo
results in more cold gas due to increased accuracy in
the formation and retention of cool gas structures (van
de Voort et al. 2019; Hummels et al. 2019; Mandelker
et al. 2019; Peeples et al. 2019; Suresh et al. 2019).
However, the size of the best-resolved CGM cells in these
simulations is still hundreds of times larger than the
expected cold gas cloud size. Indeed the properties of
cold CGM gas in galaxy simulations have not converged
with resolution, implying that current state-of-the art
simulations are not resolving the true cold gas physics.
Likewise, Nelson et al. (2020) find cold cloud sizes of 0.5
- 1 kpc in TNG50, but also warn that the cloud sizes do
not converge, even at their highest resolution.

In our simulations, cosmic ray pressure increases cloud
sizes. The cloud size (and density) is a function of the
degree of cosmic ray pressure support in the cold cloud.
By altering gas densities, cosmic ray pressure alters the
predicted cloud-size ansatz, `cloudlet ∼ min(cstcool). If
cosmic ray pressure support is modest, the resulting gas
will still likely be a mist comprised of numerous tiny
cloudlets, albeit with larger cloudlet sizes. However,
if cosmic ray pressure dominates over thermal pressure
in halo gas, then we can expect that cold gas has
similar gas densities to the hot gas phase. In the
extreme case, if the cold gas has the same density as
the hot gas, we can expect that cold cloud sizes would
be roughly ∼ 900 times larger than those predicted
assuming purely thermal pressure balance (assuming a
temperature contrast of 100 and η = 100 in Eq. 29).

With this generous boost in cloud size, we would
expect the maximum cold cloud size in a cosmic ray
pressure-dominated CGM, with inefficient cosmic ray
transport to be `cloudlet ∼ 1 − 1000 kpc. If the
characteristic cold cloud size is & 10 kpc, then existing
high-resolution galaxy simulations are capable of fully
resolving cold CGM gas. However, even if low-redshift
galaxies have a cosmic ray pressure-dominated CGM,
this regime is an unlikely description of the high-redshift
universe and simulations would still need infeasibly high
resolution to model cold gas evolution at early times.

5.3. Cold Mass Accretion Rates

The galactic fountain, through which gas is expelled
from and accreted onto the galactic disk, is an integral
component of galaxy evolution. The mass accretion of
cold gas in the Milky Way is measured to be somewhere
between 0.0002 - 0.006 M�kpc−2yr−1(Fox et al. 2019;
Werk et al. 2019).

Throughout this work, we have measured the mass
flux (at the scale height) in the right panel of
Figures 2, 3, 5, 6, and 8. The values are normalized
by the free-fall cold mass flux, ρ0H/tff = 0.00088
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M�kpc−2yr−1. Fiducial MHD-only simulations with
β = 100 therefore predict mass flux rates of 0.0018
- 0.0026 M�kpc−2yr−1after t = 4tcool. Cosmic ray
pressure counteracts gravity and reduces the mass influx
rate, so that for runs with Pc/Pg = 1, the mass accretion
rate is roughly an order of magnitude lower. This is
consistent with results from Su et al. (2020), that show
that cosmic rays can suppress cooling flows even with
modest cosmic ray pressures.

However, our simulations show that the predicted
mass accretion rate is sensitive to both the cosmic
ray pressure and the invoked cosmic ray transport.
Differences in initial cosmic ray pressures and cosmic
ray transport models can vary the mass accretion rate
by an order of magnitude. Therefore, thermal instability
with cosmic rays can simultaneously explain both high
mass accretion rates and the inferred low mass accretion
rates of quenched galaxies with large reservoirs of cold
CGM gas.

5.4. Limitations of Idealized Setup

The highly idealized nature of our simulations is
helpful for isolating the impact of cosmic ray pressure
and transport on thermal instability. However, the
simulations are missing a physically realistic context
that may impact the formation and survival of cold gas.

The cooling and heating models in our simulations
crudely approximate an isolated, globally stable, long-
lived CGM by explicitly balancing the total cooling and
total heating at each vertical layer. A more realistic
simulation would explicitly model the local processes
(e.g. gas accretion, stellar formation and feedback,
mergers) that contribute to this global equilibrium.
These processes would be particularly important in
simulations with long cooling times which are evolved
for at least 500 million years. On those timescales,
the assumption of an isolated CGM breaks down, as
the CGM is likely to be perturbed by either feedback
from its host galaxy or accretion from the surrounding
medium.

Additionally, the isolated nature of the simulations
means that once cold gas has precipitated out of the
hot gas, the cooling time of the remaining gas is
too long to create any more cold gas. In a realistic
galaxy halo, we expect outflows or inflows to replenish
thermally unstable gas. These processes interfere with
the prediction for the long term state of cold gas,
especially for simulations with high tcool/tff in the
“isolated” thermal instability studied here.

The cosmic ray transport models considered in this
work are simplified approximations of two different
regimes: pure streaming or pure diffusion. Realistically,
both streaming and diffusion should happen, to different
degrees, simultaneously and there are recent algorithms
that can handle the two self-consistently (Jiang & Oh
2018; Chan et al. 2019; Thomas & Pfrommer 2019).
Furthermore, unresolved microphysics alter the local

cosmic ray diffusion coefficient (Farber et al. 2018) and
the dominant scattering mechanisms that determine
cosmic ray streaming parameters (see Hopkins et al.
2020a and references therein for a detailed comparison).
Additionally, we do not explicitly include cosmic ray
“cooling” due to hadronic and Coulomb losses. While
this process is important for alleviating cosmic ray
pressure in the interstellar medium (ISM), the typical
densities in the CGM (even within the condensed cold
clouds) are too low for this process to be significant.
Despite the various caveats to our model described
herein, the quantitative details of our results may
fluctuate to some degree, but we expect the qualitative
results to be robust (Hopkins et al. 2020b).

6. CONCLUSIONS

Thermal instability is an important mechanism
through which cold gas forms in the CGM. In this work,
we used idealized simulations of thermal instability in a
gravitationally stratified medium to study the formation
and evolution of cold (T ' 104K) gas in the presence of
cosmic ray pressure and transport. We systematically
varied several key parameters, including the ratio of
the cooling time to the free-fall time, initial magnetic
field strength, initial cosmic ray pressure, and cosmic
ray transport parameters (assuming either cosmic ray
diffusion or streaming). Our results are summarized
below.

1. Cosmic rays change the morphology of cold gas
that forms through thermal instability by providing
non-thermal pressure support. Increased cosmic
ray pressure prevents cold gas from compressing,
allowing it to cool while maintaining lower densities
(Figures 5 and 6). When cosmic ray pressure
dominates, thermally unstable gas cools at constant
density (isochorically). Our results demonstrate how
the inclusion of cosmic rays as a non-thermal pressure
source can explain the apparent lack of thermal
pressure equilibrium between observed cold and hot
gas phases in the CGM. We make predictions for
the density contrast between cold and hot gas as a
function of magnetic and cosmic ray pressures in the
cold gas (Eq. 25 and Figure 11).

2. Simulations that include cosmic rays form larger
cold gas clouds. If cosmic ray pressure is relatively
low, cold gas can still form a “mist”, with cosmic
ray pressure-supported cloudlets that are larger than
the predicted sub-parsec cloudlets in the absence of
cosmic rays. However, in a cosmic ray pressure-
dominated halo in the limit of inefficient cosmic ray
transport, the characteristic size of cold gas cloudlets
may be up to ∼ 1000 times larger than those
expected in a purely thermal medium. We make
predictions for how the characteristic size of cold
gas scales with magnetic and cosmic ray pressures
(Eqs. 28 and 29).
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3. In some cases, cosmic ray pressure can increases
the cold mass fraction in the halo by preventing
the formed cold gas from precipitating towards the
galaxy (Figures 5 and 6). If cosmic ray pressure
contributes to maintaining hydrostatic equilibrium,
it enables gas to have a shallower entropy profile as
a function of height above the galactic midplane.
Consequently, halos with substantial cosmic ray
pressure support (Pc/Pg & 1) have significantly
reduced cold mass flux. This effect may explain
observations of quenched galaxies with an abundance
of cold gas in their CGM. Cosmic ray pressure does
not change the average temperature of the cold gas
phase (Figure 10).

4. Simulations that include realistic transport
mechanisms for cosmic rays (e.g., diffusion or
streaming) demonstrate behavior that bridges the
gap between simulations lacking cosmic rays and
simulations that only include cosmic rays as an
adiabatic non-thermal pressure term (e.g., advection
only). Cosmic ray transport redistributes cosmic
ray pressure from regions of high cosmic ray
pressure in cold clouds to areas of low cosmic ray
pressure in the hot background medium (Figure 10).
This pressure redistribution decreases cold cloud
sizes and increases the cold gas density and cold
mass flux compared to simulations with cosmic
ray advection but without cosmic ray transport
(Figure 8). Simulations with cosmic ray transport
span a larger temperature-density phase space than
either simulations without cosmic rays or simulations

with only cosmic ray advection (Figure 9). Cosmic
ray transport is most effective when the cosmic ray
transport is short relative to gas cooling times.

Cold CGM gas plays a uniquely important role in
driving galaxy evolution: cold gas that accretes onto
the galaxy fuels star formation, which in turn shapes
the CGM through feedback. In this work, we have
demonstrated that cosmic rays have the potential
to dramatically alter the CGM gas morphology, gas
phase, and kinematics. However, many details about
cosmic ray physics remain poorly constrained, including
expected cosmic ray pressures and magnetic field
strengths in the CGM and robust models for cosmic
ray transport in hydrodynamic simulations. More
constraining models for cosmic ray physics are therefore
crucial for understanding galaxy evolution in its entirety.
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Figure 12. The average density fluctuation (〈δρ/ρ〉; left), cold mass fraction (Mcold/Mtotal; middle), and cold mass flux (Ṁcold/Ṁff ;

right) as a function of the initial tcool/tff for simulations with varying ratios of Pc/Pg. The solid lines, repeated from Figure 6, show

simulations with the fiducial resolution (64× 64× 256). The dashed lines show simulations with half the fiducial resolution, and the dotted

lines show simulations with double the fiducial resolution. The points show each quantity averaged between t = 4 − 6tcool and measured

between 0.8 and 1.2 scale heights. All simulations have an initial β = 100. The properties of thermal instability are reasonably well

converged in our fiducial simulations.

APPENDIX

A. IMPACT OF RESOLUTION

The fiducial simulation suite presented in this work
resolved the simulation domain of 1 × 1 × 4H with
64×64×256 cells, which corresponds to ∆x = 685.2 pc.
Additionally, we have run a subset of the simulations
with half and double the resolution. Figure 12 shows
the density contrast, cold mass fraction, and cold mass
flux as a function of the initial tcool/tff for simulations
with different initial cosmic ray pressures. The solid
lines show the quantities from simulations with fiducial
resolutions (as seen in Figure 6), the dashed lines
show the same simulations with low resolution, and the
dotted lines show simulations with higher resolution.
Simulations with our fiducial resolution are reasonably
well converged.

Figure 13 shows the density contrast as a function
of the cosmic ray pressure ratio Pc/Pg in the cold
gas for three different resolutions. At low cosmic
ray pressures, the density contrast does not converge
with resolution. This is expected as cold gas scales
(`cloudlet ∼ min(cstcool)) are below our resolution, even
with a modified minimum temperature, Tmin = 5 ×
104K. The differences in the median profiles between
the fiducial and high-resolution simulations are smaller
than those between the fiducial and low-resolution
simulations and become negligible when cosmic ray
pressure is equal to or greater than the gas pressure.
When cosmic ray pressure is ten times the gas pressure,
all three resolutions converge. In this case, the low
density contrasts correspond to large cloud sizes which

are sufficiently resolved, even in our lowest resolution
simulation, which has a cell resolution of 1.3 kpc. This
result suggests that current galaxy-scale simulations
may be able to resolve cold CGM gas in a cosmic ray
pressure-dominated halo.

B. IMPACT OF TMIN

The density contrast between cold and hot gas phases
depends on the details of the gas cooling curve. Without
cosmic rays or magnetic fields, the density contrast
between the cold and hot gas phases in an ideal
gas will be set by the temperature contrast, Θ =
Thot/Tcold. In our fiducial simulations, we set the
minimum temperature of the gas to be Tmin = 5× 104K
which roughly corresponds to Θ = 20. Artificially
setting the minimum temperature of cold gas allowed us
to keep our simulations at a modest resolution, which
is necessary for a large-scale parameter study. However,
we do expect that a different choice of Tmin would change
predictions for the density contrast as a function of
cosmic ray pressure presented in Figure 11. We explore
the impact of Tmin on the predicted density contrast in
this section.

Figure 14 shows the density contrast as a function of
the cosmic ray pressure ratio, Pc/Pg in cold gas. The
green lines show the predicted density contrast for a
variety of different temperature contrasts, Θ, assuming
Pc ∝ ρ4/3 (i.e., inefficient cosmic ray transport; see
Eq. 25). The scattered points show simulation data
for runs with cosmic ray advection, averaged between
4 − 6tcool, measured between 0.8 and 1.2 scale heights.
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Figure 13. The average density contrast (〈ρcold〉/〈ρhot〉) as

a function of the ratio of cosmic ray pressure to gas pressure in

cold gas. The scattered points show all simulations with cosmic

ray physics (advection, diffusion, and streaming) run with different

resolutions: high resolution (triangles), fiducial resolution (circles)

and low resolution (squares). The lines and shaded regions show

the corresponding median and one standard deviation. When

cosmic ray pressure dominates, cold cloud structure is sufficiently

resolved, even with our lowest resolution simulations.

Green points show simulations with our fiducial choice
of Tmin = 5× 104K and orange points show simulations
with Tmin = 104K, corresponding to Θ ' 100. These
simulations were run with no magnetic fields.

At high cosmic ray pressures, the simulation data
points follow their theoretically predicted tracks well.
However, the simulation points underpredict the density
contrast with decreasing cosmic ray pressure, especially
the orange points which require significantly higher
resolution.

In all cases, the relevant trend is that cosmic rays only
have a significant effect on the density contrast when
cosmic ray pressure dominates over thermal pressure
in the cold gas, (Pc/Pg)cold & 1. The density
contrast approaches zero when Pc/Pg & 100. In
the intermediate regime, the density contrast decreases
following a power law with a slope between -1/3 and
-1. Higher temperature contrast between the cold and
hot phases necessitates higher cosmic ray pressures to
achieve the same decrease in density contrast.

C. IMPACT OF HALO PROFILE

Our fiducial suite of simulations all had an “iso-
cooling” profile: the gas density and temperature
as a function of height above the midplane follow
Eq. 13 to ensure that gas cooling time is constant

Figure 14. The average density contrast between the cold and

hot gas phases (〈ρcold〉/〈ρhot〉) as a function of the average ratio

of Pc/Pg in cold gas clumps. The points show data averaged from

20 outputs between t = 4 − 6tcool, measured between 0.8 and

1.2 scale heights. The different colors indicate simulations with

different minimum temperatures allowed by the idealized cooling

curve: Tmin = 5 × 104K (green), and Tmin = 104K (orange),

corresponding to expected temperature contrasts of Θ = Tcold/T0

of 20 and 50 respectively. The different curves show predictions

for the density contrast using Eq. 25, assuming Pc ∝ ρ4/3, for

different possible values of the temperature contrast, Θ. Our

simulations exactly match the predicted density contrast profiles

at high cosmic ray pressures but underpredict the high density

contrast needed for purely thermal pressure equilibrium.

throughout. Although keeping the cooling time constant
is advantageous in the context of an idealized parameter
study, we by no means expect that all halos follow this
narrow range of densities and temperatures.

To test the effect of the choice of gas profile,
we run a subset of the simulations with isothermal
initial conditions and compare them against the fiducial
simulations in Figure 15. Overall, we find that the
choice of profile has little effect on the qualitative
density fluctuation, cold mass fraction, or cold mass
flux. The largest quantitative deviation from the fiducial
simulations is in the cold mass fractions for simulations
with tcool/tff ≥ 1. This is likely because the gas
cooling times in the isothermal profile are shortest near
the midplane and cooling happens from the inside-out.
Therefore, at late times, we can expect less gas near the
midplane of simulations with an isothermal profile.
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Figure 15. The average density fluctuation (〈δρ/ρ〉; left), cold mass fraction (Mcold/Mtotal; middle), and cold mass flux (Ṁcold/Ṁff ;

right) as a function of the initial tcool/tff for simulations with varying ratios of Pc/Pg. The solid lines are repeated from Figure 6 and

the dotted lines show the same simulations run with an isothermal gas density and temperature profile. The points show each quantity

averaged between t = 4 − 6tcool and measured between 0.8 and 1.2 scale heights. All simulations have an initial β = 100. The choice of

halo profile does not qualitatively impact our results.
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