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Understanding the computational power
of noisy intermediate-scale quantum
(NISQ) devices is of both fundamental
and practical importance to quantum
information science. Here, we address
the question of whether error-uncorrected
noisy quantum computers can provide
computational advantage over classical
computers. Specifically, we study noisy
random circuit sampling in one dimension
(or 1D noisy RCS) as a simple model
for exploring the effects of noise on the
computational power of a noisy quantum
device. In particular, we simulate the
real-time dynamics of 1D noisy random
quantum circuits via matrix product
operators (MPOs) and characterize the
computational power of the 1D noisy
quantum system by using a metric we call
MPO entanglement entropy. The latter
metric is chosen because it determines
the cost of classical MPO simulation.
We numerically demonstrate that for the
two-qubit gate error rates we considered,
there exists a characteristic system size
above which adding more qubits does not
bring about an exponential growth of the
cost of classical MPO simulation of 1D
noisy systems. Specifically, we show that
above the characteristic system size, there
is an optimal circuit depth, independent
of the system size, where the MPO en-
tanglement entropy is maximized. Most
importantly, the maximum achievable
MPO entanglement entropy is bounded
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by a constant that depends only on the
gate error rate, not on the system size.
We also provide a heuristic analysis to get
the scaling of the maximum achievable
MPO entanglement entropy as a function
of the gate error rate. The obtained
scaling suggests that although the cost
of MPO simulation does not increase
exponentially in the system size above a
certain characteristic system size, it does
increase exponentially as the gate error
rate decreases, possibly making classical
simulation practically not feasible even
with state-of-the-art supercomputers.

1 Introduction

Quantum computers can provide significant com-
putational advantage over classical computers as
they can efficiently solve certain important prob-
lems that are believed to be not solvable in poly-
nomial time with classical computers. Exam-
ples of such problems include integer factoriza-
tion [1] and simulation of the real-time dynamics
of large quantum systems [2]. While currently
available quantum devices are not large and re-
liable enough to factor a large integer or simu-
late the dynamics of a large quantum system, it
has been established over the past two decades
that fault-tolerant quantum computing is in prin-
ciple possible via quantum error correction [3-8|.
However, despite the recent progress in reducing
high resource overhead associated with the use
of fault-tolerant quantum computing schemes [9—
24], large-scale and fault-tolerant quantum com-
puting is not yet within reach of near-term quan-
tum technologies.

Due to the lack of fault-tolerance, cur-
rently available noisy intermediate-scale quan-
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tum (NISQ) [25] devices are clearly not capa-
ble of realizing the full potential of quantum
computing. Nevertheless, NISQ devices may be
able to provide computational advantage over the
best available classical computer in tackling cer-
tain computational tasks, whether or not solving
them is practically useful. Various proposals for
demonstrating such quantum computational ad-
vantage with NISQ devices have focused on sam-
pling problems such as IQP [26], boson sampling
[27, 28], Fourier sampling [29], and random cir-
cuit sampling (RCS) [30]. In particular, various
complexity-theoretic hardness results for these
sampling problems have made them an appeal-
ing proposal for demonstrating quantum compu-
tational advantage.

Among these proposals, boson sampling was
the first whose hardness was proven to be ro-
bust against adversarial total variation distance
noise, under reasonable hardness assumptions
from computational complexity theory [27]. Mo-
tivated by such a rigorous hardness result, exper-
imental realizations of boson sampling followed
shortly thereafter [31-34]. However, all the pre-
vious boson sampling experiments have been per-
formed with a limited number of photons that is
not large enough to make the system classically
intractable. Moreover, various high-performing
classical algorithms that are tailored to boson
sampling have been developed [35-38|. These re-
cent developments have thus made it much more
challenging to demonstrate quantum computa-
tional advantage via boson sampling.

Over the past few years, RCS has risen as a
promising candidate for achieving quantum com-
putational advantage since it can be realized
at scale in superconducting qubit systems [30].
While initially motivated by the experimental vi-
ability, RCS was also recently shown to have simi-
lar asymptotic hardness guarantees as boson sam-
pling [39] and complementary hardness evidence
was shown in Ref. [40], making RCS an even more
compelling proposal. Notably, RCS was imple-
mented in a superconducting qubit system which
astonishingly consists of 53 qubits that are con-
nected via two-qubit gates with very low gate
error rates (p ~ 0.006) in a planar architecture
[41]. In particular, it was claimed in Ref. [41]
that it would take about 10000 years for a state-
of-the-art classical supercomputer to achieve a
computational task that is equivalent to the one

that their superconducting quantum device has
achieved. In contrast, a recent work [42| has sug-
gested that a refined simulation technique can
bring down the required computing time to just
a few days. In any case, what has become clear
is that currently available superconducting qubit
systems can tackle certain computational tasks
that lie close to the borderline of what is achiev-
able and not achievable with classical computing
technologies.

Going forward, an important thing to keep in
mind is that currently available quantum devices
are noisy. Thus, a crucial related question is how
the classical computing time needed to simulate
such noisy random quantum circuits would scale
as a function of the system size and the gate
error rate. Thanks to the rigorous complexity-
theoretic results [26, 27, 39, 43, 44], it has been
established that in the noiseless case, simulating
the outputs of a random quantum circuit cannot
be done classically in polynomial time in the sys-
tem size. Moreover, for boson sampling and RCS,
the classical intractability was shown to persist
even in the presence of the total variation dis-
tance noise under suitable hardness assumptions
[27, 39, 43, 44].

However, modeling noise using only closeness
in total variation distance does not suffice to ad-
dress practically relevant settings such as the set-
ting in which each gate is corrupted by an error
channel with a non-zero gate error rate. This is
because in realistic settings, the effects of noise
dominate in the large circuit depth limit and
the system eventually converges to a depolarized
state. Thus, it is not immediately clear how much
computational power can be gained by adding
more qubits to noisy quantum systems. Address-
ing this question is thus essential for understand-
ing the utility of near-term applications of NISQ
technologies.

In this paper, we study noisy random circuit
sampling in one dimension (i.e., 1D noisy RCS)
as a simple model for exploring the effects of noise
on the computational power of a noisy quantum
device. Note that since noisy systems eventually
converge to a depolarized state, any non-trivial
quantum correlations will be washed away in the
large circuit depth limit, making the outputs of
the system well approximated by a trivial uniform
distribution. On the other hand, shallow circuits
with a constant circuit depth can also be simu-
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Figure 1: Schematic plot of the degree of non-trivial
quantum correlation as a function of the circuit depth.
When the circuit depth is small, quantum correlation
grows linearly in the circuit depth. On the other hand,
when the circuit depth is large, the system converges
to a depolarized state and thus the non-trivial quantum
correlations are washed away. The focus of our work is
to understand the optimal regime where the maximum
non-trivial quantum correlation is achieved. See also
Figs. 5 and 9.

lated efficiently via matrix product states (MPSs)
[45] due to the limited growth of entanglement.
Connecting these two extreme cases, we can ex-
pect that the degree of non-trivial quantum corre-
lation will be peaked at a certain optimal circuit
depth as illustrated in Fig. 1. The focus of our
work is to understand this optimal regime where
the maximum non-trivial quantum correlation is
attained. In particular, we explore how hard it is
to simulate the 1D noisy system at the optimal
circuit depth.

Note that if one’s goal is to approximately sim-
ulate ideal random quantum circuits with any
non-zero fidelity, it may suffice to use MPSs with
a constant bond dimension even for deep circuits
(see, e.g., Ref. [46] and also the discussion in Sec-
tion 5). However, this is not our goal here and we
instead aim to simulate noisy random quantum
circuits to any desired accuracy. More specifi-
cally, we directly simulate the mixed state dy-
namics of 1D noisy random quantum circuits by
using matrix product operators (MPOs) [47, 48].
Note that this is a strictly more challenging task
than sampling since any output probability (in-
cluding marginal and conditional probabilities)
can be computed efficiently from an MPO and
thus sampling can be done straightforwardly.

The main contribution of our work is to charac-
terize the computational power of 1D noisy quan-
tum devices by using a metric we call MPO en-

tanglement entropy. We choose the latter metric
because it determines the cost of classical MPO
simulation as well as the degree of non-trivial
quantum correlation of a mixed state. We nu-
merically demonstrate the maximum achievable
MPO entanglement entropy is bounded by a con-
stant that depends only on the gate error rate, not
on the system size. In other words, the maximum
achievable MPO entanglement entropy is satu-
rated at a certain characteristic system size and
consequently the required MPO bond dimension
does not increase exponentially in the system size
above the characteristic system size. Thus, our
results indicate that there exists a characteristic
system size above which adding more qubits does
not help increasing the cost of classically simulat-
ing a 1D noisy quantum device in an exponential
way. We also provide a heuristic argument to get
the scaling of the maximum achievable MPO en-
tanglement entropy as a function of the gate error
rate. The obtained scaling suggests that the cost
of MPO simulation increases exponentially as the
gate error rate decreases, possibly making classi-
cal simulation practically not feasible even with
a state-of-the-art supercomputer.

Our paper is organized as follows. In Section
2, we formulate the problem of 1D noisy RCS. In
Section 3, we briefly review matrix product oper-
ators (MPOs) and define MPO entanglement en-
tropy that determines the cost of classical MPO
simulation. In Section 4, we present the main
numerical results on the MPO simulation of 1D
noisy RCS. Moreover, in Subsection 4.2, we pro-
vide a heuristic scaling analysis of the maximum
achievable MPO entanglement entropy as a func-
tion of the gate error rate. In Section 5, we dis-
cuss the relation of our results to previous results.
We conclude the paper by outlining several open
questions in Section 6.

2 Problem setup

In this section, we formulate the problem of noisy
random circuit sampling in one dimension (i.e.,
1D noisy RCS). We also introduce two-qubit de-
polarization error model which we assume to get
the numerical results in Section 4.

Accepted in {Yuantum 2020-09-01, click title to verify. Published under CC-BY 4.0. 3



Tp—3 Tn—2Tn—-1 Tp

D | 0> __ Computational
D-1 — T [l |] |] "~ zero state
= . .
§ . ven . __ Noisy Haar-random
4§ 4 d::j d: :tj q:b two-qubit gate
=
S| 30— ) ) L

Measurement in the

computational basis

Q:

n qubits

Figure 2: Noisy random circuit sampling in one dimension. Each noisy two-qubit gate is given by a 4 x 4 Haar-random
unitary operation followed by a two-qubit depolarization channel A[p] with an error rate p. At the end of the circuit,

all the qubits are measured in the computational basis.

For simplicity, we only consider even number of qubits.

Although the maximum circuit depth D is chosen to be even in the schematic illustration, we allow D to be odd as

well.

2.1 Noisy random circuit sampling in one di-
mension

Consider n qubits laid out in a one-dimensional
chain as shown in Fig. 2. For simplicity, we only
consider even n. Initially, all the qubits are pre-
pared in the computational zero state, i.e.,

[o) = 10) = 10)*". (1)

In odd (or even) time steps, Haar-random two-
qubit gates are applied to the ' and the [ +
1" qubits for I € {1,3,---,n — 1} (or [ €
{2,4,--- ,n—2}). Eventually, we will assume that
each Haar-random two-qubit gate is corrupted by
a noisy two-qubit CPTP map [49] acting on the
same sites. However, we assume that two-qubit
gates are noiseless for now. The circuit depth D
is defined as the number of time steps. Although
only the case with an even D is shown in Fig.
2, D can also be odd. At the end of the circuit,
all the qubits are measured in the computational
basis {|0),|1)}. Thus, we are left with an output
n-bit string

= (x1, - ,x,) €{0,1}", (2)
which is drawn from a probability distribution

Pe(%) = |(#|Uc|0)*. (3)

Here, Ue is the unitary operator associated with
an instance of a depth-D random circuit C. Ex-
act RCS is a sampling problem where the goal is
to sample exactly from the ideal output distribu-
tion FP¢ of a given quantum circuit C. One can
also define an approximate version of RCS, i.e.,
approximate RCS, which is a sampling problem
where the goal is to sample from a distribution
P}, that is e-close to the ideal output distribution
Pr) in total variation distance, i.e.,

1 — —
IP—Pel=5 > |PF) —Pe(@) <e (4)
ze{0,1}"

In the ideal setting with noiseless two-qubit
gates, it has been established that approximate
RCS is hard in the average case [39, 40, 43, 44]. In
particular, the approximate hardness implies that
the classical intractability of RCS persists even in
the presence of the total variation distance noise
given in Eq. (4). On the other hand, it is impor-
tant to realize that realistic quantum devices are
not able to sample, even approximately, from an
ideal output distribution P in the limit of large
system size. In particular, all the gates in real-
istic quantum devices are corrupted by an error
channel with a non-zero gate error rate and thus
the noisy system eventually converges to a depo-
larized state. As a result, the fidelity between an
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actual output state obtained from a noisy quan-
tum circuit C’ and an ideal output state obtained
from a noiseless quantum circuit C decreases ex-
ponentially in the system size [41].

For these reasons, the adversarial total varia-
tion distance noise model is not directly relevant
to realistic settings. Therefore, it is important to
investigate noisy versions of RCS where each two-
qubit gate is corrupted a noisy two-qubit CPTP
map N. Specifically, we numerically study noisy
RCS in 1D architecture by using matrix product
operators (MPOs). By doing so, we explore the
effects of noise on the computational power of a
1D noisy quantum device.

2.2 Noise model: Two-qubit depolarization
channel

To make the discussion concrete, we assume that
the noise map N is given by a two-qubit depolar-
ization channel Nj[p] with an error rate p. The
two-qubit depolarization channel N3[p] is defined
as

where & = {I,X,YV,Z2}%2 — {I @ I} is the set
of 15 non-trivial two-qubit Pauli operators and
{f VX, Y. 2 } is the set of single-qubit Pauli op-
erators. Thus, we incorporate the possibility of
correlated two-qubit errors that occur during a
two-qubit gate. Note also that the two-qubit de-
polarization channel N3[p] can also be expressed
as

A A

Nalpl(7) = (1= 1o9)9+ 1op () T
(©

where I ® I/4 is the maximally mixed (or com-
pletely depolarized) two-qubit state.

In the context of fault-tolerant quantum com-
puting, two-qubit depolarization channels are
used to model errors that happen during two-
qubit gates, such as CNOT and CZ gates (i.e.,
to perform a detailed circuit-level noise analysis)
[8, 9, 16, 19-24|. For instance, the fault-tolerance
threshold of the surface-code p ~ 0.01 [8] is ob-
tained by applying the two-qubit depolarization
channel Ns[p| after each two-qubit gate. Since
any two-qubit errors can be converted via a noise
twirling [50] to a two-qubit depolarization chan-
nel, the latter serves as a pessimistic noise model

for a detailed circuit-level fault-tolerance anayl-
sis.

In the context of noisy RCS, we consider the
two-qubit depolarization model simply as a rep-
resentative error model. We expect that different
error models will give rise to the same conclu-
sions we reach with the two-qubit depolarization
model. Moreover, the MPO method is completely
general and applies to any two-qubit error model.

3 Matrix product operators

In this section, we briefly review matrix prod-
uct operators (MPOs) [47, 48] which we use to
analyze 1D noisy RCS. We also introduce MPO
entanglement entropy that determines the cost of
classical simulation based on MPOs. While we fo-
cus on qubits in later sections, we consider qudits
here to make the review as general as possible.

3.1 Vectorization of density matrices and
canonical form
Consider a general n-qudit density matrix

d—1
- Y

. .y .
1y 5ty ,et st

Piyil) - ,ini41|i1 s Zn><Z,1 . Z;z|a

0
(7)

where p; i i = (i1 in|pliy - dy,). We first
vectorize the density matrix by mapping the bra
(1] to a ket i), i.e., p — |p)) where

/ =
n

d—1

5) = >

. A o
7/17“. 77’n77’17.“ 7Zn70

Pirit o ity [1107 ).

(8)

Then, to make the notation simpler, we merge
the indices 4; and ¢ and define I} = d - i; + 4] €
{0,---,d*> — 1} to get

d?—-1

DEEDY

Iy I =0

P11 1 L)) 9)

In MPO representation, we write

x—1
Prodn = D, AnMAZR AR
aq,,0m—1=0
(10)

Here, x is called the bond dimension. Note that
for even n, MPOs with a bond dimension y >
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d" can represent any mn-qudit density matrix p
exactly.

In the canonical form, a vectorized MPO is
given by

d?—1 x—1
= > TRPARITRIE AR
I, In=0 a1, ,an—1=0

)\[n 1] P[n]In ’I IQ

An—1" Qp—1

1)), (11)

such that

Z ALy [@l+D-nly  (12)

a;=0

is a Schmidt decomposition of the vectorized den-
sity matrix |p)) with respect to the cut [1---1] :

[(l4+1)---n]forallle{l,--- ,n—1}. Also, )\[l}
are called the singular values and
-1
|26, = Z Z
I Il Oal, 1= =0
1Ly [1
F[al 1)‘[041 T al 1al"[1 >>
d?-1 x—1

’(I)[lJrl ]>> _ Z Z

Iy, In=0 ayq1, ,an—1=0

F[l+1]11+1 . )\[n 1]1“[” 1In |Il REE In»

Q41 Q1 T Qp—1

are orthonormalized. That is, we have
. 1.1
(@805 ) = daisy,
n I4+1)--n
(@M = 5, (14)

foralll € {1,---,n—1}.

3.2 Canonical update of MPOs

In 1D noisy RCS, we keep applying two-qudit
CPTP maps on two neighboring qudits, say the
I*" and the [ 4+ 1*" qudits. Thus, to simulate 1D
noisy RCS using MPOs, it is important to update
an MPO in a canonical way after applying each
two-qudit CPTP map, so that we are guaranteed
to be left with an updated MPO in the canon-
ical form. In the case of matrix product states
(MPSs) that are pure states, a canonical update
upon the action of a local unitary operator can be
done locally [45]. For instance, if a single-qudit

unitary operation U is applied to the I qudit,
one can simply update F[Oljlzflal as
17

al 1Otz — Z Ull]lroal llalv (15)

J1=0

where Uy j, = (it|U]j;). All the other parameters
need not be updated because single-qudit unitary
operations cannot affect the entanglement struc-
ture of the chain. Note that we used 7; instead of
I =di +Zf since we are dealing with pure states
when considering MPSs. Similarly, if a two-qudit
unitary operation is applied to the I*® and the
[ + 1t qudits, only

AU Tl e (16)
need to be updated because the unitary operation
can only affect the entanglement along the cut
[1---:[l+1---n]

In contrast, when we work with MPOs and
CPTP maps, canonical update cannot be done
locally any more because CPTP maps are gener-
ally not unitary. To elaborate more on this, let us
get back to the case of pure states and consider
an n-qubit GHZ state

1 ®n Xn

ﬂ(\0> +nE. (A7)
Note that in this case, the bond dimension y = 2
suffices (i.e., oy € {0,1} for all I € {1,---,n —
1}) and the canonical A parameters (or singular
values, defined similarly as in the case of MPOs)
are given by

IGHZ,,) =

/\g} _ )\[1” — for all I € {1,---n—1}. (18)

1
\/57
This is because the Schmidt decomposition of the
GHZ state is given by

(GHZy) = —=[0)10)*" " +

- l n—I
\fIO \/5|1>® )",
(19)

for any cut [1---1] : [({ +1)---n]. Then, as an
example of local non-unitary action on the sys-
tem, let us consider a non-destructive measure-
ment of the I*' qubit in the computational basis
{]0),]1)}. Note that we would get either |0) or
|1), each with 50% probability, as a measurement
outcome. Then, conditioned on measuring |0) or
|1), the n-qubit GHZ state collapses to a prod-
uct state [0)®™ or [1)®". Thus in any case, the
updated singular values of the post-measurement
state are given by
A =1and A =0, forall 1€{1,.--n—1}.
(20)
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This example clearly illustrates that even a local
action can make a global impact on the entan-
glement structure of the chain when the action is
not unitary. Note that in this example, the bond
dimension needed to describe the output product
output state is given by y = 1, instead of y = 2.
Such a reduction in the required bond dimen-
sion is thanks to the fact that the non-destructive
measurement decreased non-trivial quantum cor-
relations between disjoint subregions in the chain
that were present in the initial GHZ state.

With this observation in mind, let us now con-
sider the case of mixed states (or MPOs) and
two-qudit CPTP maps. Recall that in the 1D
noisy RCS, we apply noisy Haar-random two-
qubit gates that are corrupted by a CPTP noise
map N (e.g., a two-qubit depolarization chan-
nel Ma[p]). That is, each time we apply a noisy
Haar-random two-qubit gate, we apply a two-
qubit CPTP map

M=N-U, (21)

where U is defined as U(p) = UpUT and U is
a 4 x 4 Haar-random unitary operator. Since
the system starts from a completely uncorrelated
product state |0)®™, Haar-random unitary oper-
ations will initially make the system more cor-
related in a quantum way, and thus increase
the required bond dimension needed to faith-
fully describe the system. On the other hand,
the noise map N will generally tend to decrease
non-trivial quantum correlations between disjoint
regions across the entire chain, reducing the re-
quired bond dimension. In particular, we can ex-
pect that the effects of noise will eventually take
over and the initially developed non-trivial quan-
tum correlations will be washed away as the cir-
cuit depth increases. All these expected behav-
iors will be corroborated numerically in Section
4 (see Figs. 5 and 9). To do so, we need to up-
date MPOs such that they remain in the canoni-
cal form after applying each noisy two-qubit gate.
How this is done is explained in a great detail in
Appendix A.

3.3 MPO entanglement entropy

We show in Appendix B that the time cost of
MPO simulation of 1D noisy RCS (using the up-
date method described in Appendix A) is given

by
T = O(n?Dx?). (22)

See also Note added below for a very important
remark on this scaling of the time cost. Here, n is
the number of qubits, D is the circuit depth, and
x is the bond dimension. Thus, the simulation
cost is determined by the bond dimension y for
a given set of the system size n and the circuit
depth D. A relevant quantity that determines the
required bond dimension x is the spectrum the
singular values /\L@ of an MPO in the canonical
form. In the case of pure states and MPSs, the
singular values are directly related to the known
entanglement measures of pure states such as the
entanglement entropy [51].

In the case of mixed states and MPOs, al-
though the singular values )\,@, are not directly re-
lated to known entanglement measures for mixed
states [52-54], they can still be used to charac-
terize the degree of quantum and classical cor-
relations between two disjoint regions [1---1] :
[(I4+1)---n]. Specifically, we consider the follow-
ing quantity which we call MPO entanglement
entropy to measure the degree of quantum and
classical correlations in an MPO (see also, e.g.,
Refs. [55-57] for an earlier use of the MPO en-
tanglement entropy):

x—1 [1\2 URY:
R ()\al) (Aal)
Sp)=—) — logy -
Ee S SBVIE (2;5100%1)2

(23)

Here, [ € {1,---,n — 1} and AL{{ are the singu-
lar values of an MPO |p)) in the canonical form.
The MPO entanglement entropy is equivalent to
the operator entanglement entropy (introduced in
Ref. |58]) applied to a density matrix p. Note that
we used the symbol S instead of S to distinguish
the MPO entanglement entropy from the usual
entanglement entropy of a pure state. We also
normalized the spectrum of the squared singular
values (/\Li]l)2 so that they sum up to unity. We
took the squared singular values because then the
MPO entanglement entropy is reduced to twice
the usual entanglement entropy in the case of
pure states, i.e.,

Si(p = [w)(W]) = 28(1¥)) = 25(dp.q)- (24)
Here, S(p) = —Tr[plog, p] is the von Neumann

entropy and ¥y1...q) = Trig41)...[|¥0) (¥]] is the re-
duced density matrix of the state |1)) with respect
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to the subsystem [1---1]. The additional factor
of 2 is due to the fact that density matrices are
composed of both kets and bras whereas states
vectors are described by kets only. More specifi-
cally, the MPO singular values of a pure state are
simply given by the products of the two copies of
the MPS singular values. We choose not to divide
the MPO entanglement entropy by 2 because this
additional factor reflects the fact that simulating
density matrices is computationally more costly
than simulating state vectors.

We emphasize that for mixed states, the
MPO entanglement entropy S;(p) does not cor-
relate with the von Neumann entropy of the re-
duced density matrix S(pp..,) where pj.. =
Tr((41)..n)[p]. For instance, for the completely
and globally depolarized state p = jen /2", the
von Neumann entropy of the reduced density ma-
trix pp.g = 299/2 is given by S(pp..qp) = I
and thus grows extensively with the system size
l. However, the completely and globally depo-
larized state does not have any non-trivial quan-
tum nor classical correlations between disjoint
subsystems. That is, the extensive von Neu-
mann entropy only quantifies the extensive noise
in the depolarized state, not its correlation. On
the other hand, the MPO entanglement entropy
of the completely and globally depolarized state
vanishes for all subsystem size [ € {1,--- ,n—1},
ie., S(p = I®"/2") = 0. In this sense, the
MPO entanglement entropy captures the non-
trivial quantum and classical correlations present
in a mixed state, separating out the effects of
noise.

In addition to quantifying the degree of non-
trivial quantum and classical correlation, the
MPO entanglement entropy also determines the
cost of classical MPO simulation. In particular,
we define the maximum MPO entanglement en-
tropy as follows

Smax(ﬁ) = maxje(q,... ,nfl}Sl(pA)' (25)

The maximum MPO entanglement entropy can
be used to estimate the required bond dimension
x needed to describe a mixed state p. Specifically,
if the bond dimension y satisfies

logy x > Smax(ﬁ)v (26)

taking only the largest x singular values and dis-
carding all the smaller ones will have a negligi-
ble effect on the accuracy of an MPO simulation.

The cost of MPO simulation depends heavily on
the required bond dimension x (see Appendices A
and B). Thus, the maximum MPO entanglement
entropy can serve as a metric that characterizes
the computational power of a 1D noisy system.
In Section 4, we numerically demonstrate that in
the 1D noisy RCS setting, the maximum MPO
entanglement entropy is bounded by a constant
independent of the system size (or the number of
qubits n), implying that 1D noisy random circuits
can be simulated efficiently using MPOs.

We remark that the MPO entanglement en-
tropy is not necessarily monotone under local op-
erations and classical communication (LOCC).
For instance, starting from a product state
|0)(0]4 ® |0)(0|p, A and B can generate a classi-
cally correlated state

p= 51004 ©10)(0l + 511) {114 @ 1)1

& 1) = 51000 @ [00) 5 + 5[11)a @ [11) 5,
1)

via only LOCC. While the initial product state
has vanishing MPO entanglement entropy, the
output correlated state has S(p) = 1 > 0. This
example thus clearly illustrates that the MPO en-
tanglement entropy does not separate out clas-
sical correlations. Consequently, extensive scal-
ing of the MPO entanglement entropy of a quan-
tum circuit does not necessarily imply that cir-
cuit is hard to simulate classically. For instance,
it is in principle possible that states of a cir-
cuit have extensive MPO entanglement entropy
due to classical correlations but still are separable
and thus easy to be simulated via classical means
[59, 60]. On the other hand, properly bounded
MPO entanglement entropy suggests that small
MPO bond dimension x may suffice and thus ef-
ficient simulation is possible by classical MPO
simulation. In what follows, we thus focus on
the question of whether the MPO entanglement
is bounded by a constant independent of the sys-
tem size. That is, we only aim to address easiness
rather than hardness.

3.4 Efficient computation of the output prob-
abilities

Recall that in RCS, all the qubits are measured
in the computational basis at the end of the cir-

cuit. Here, we explain how the output probabil-
ities can be efficiently computed from an MPO.
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Given a mixed state p, the probability of get-
ting an output bit string ¥ = (x1,--- , ) from a
computational-basis measurement is given by
Py(@) = Te[13) (717, (28)
In the vectorized representation, the state |Z)(Z]
is mapped to | X)) where X = (d + 1)Z = ((d +
Dy, ,(d+ 1)xy,). Thus, Ps(Z) is given by

Py(@) = (X|p)- (29)

Plugging in the canonical MPO representation of
a mixed state p in Eq. (11), we find

x—1

Py(@) = )

aq,,0m—1=0

[1](d+1)z1 AR+ Dz )\[2]

a]t a1ag

Y N [CARNES

Qnp—1 an 1

(30)
Note that this quantity can be efficiently com-
puted via a sequential matrix multiplications of
one 1 X x matrix, 2n — 3 x X x matrices, and one
x X 1 matrix. Also, we can similarly compute the
total probability Tr[p] as follows:

o= Y @)
ze{0,- ,d—1}"
x—1 d—1

- X[ ey

ai,om—1=0 x1=0

[ Z r[2152+1>x2} A2l

xQO

)\[n 1] [ Z F[n](d—&-l)zn}‘ (31)
xn,=0
Ideally, the total probability Tr[p] should be unity
but it will be smaller due to the discarded small
singular values. In our numerical demonstration
below, we compute the total probability Tr[p] to
characterize the truncation errors.

Sampling from the output probability distri-
bution can also be done efficiently. To do so, we
first derive the marginal probability distribution
of the first dit 7 by computing

x—1

Pla)=

g, ,0m—1=0

<[5 ren=]ag
xo=0

)\[n 1] [ Z Fn](d+1 zn} (32)

Q1
zn,=0

Tl + D \[1

for 1 € {0,---
from the marginal distribution Pgl] (z1). Then,
we compute the conditional probability given the
sample z1, i.e.,

,d — 1} and get a sample

12,
PA )

P (ggfay) = 2P0 gy
Pp (1)

where P£1’2] (Z1,x2) is given by
x—1

Z Pgl(d+1)il )\Lﬂ

g, ,0m—1=0

PpP’z] ('%1’ x2) =

x DRIz \[2]

Q1a2 a2

C?n 11][ Z F[n d+1)zn] (34)

xn=0

and then get a sample Zs from the conditional dis-
tribution sz‘l] (x2|Z1). One can then sequentially
get the remaining sample dits z3, - - - , T,, from the
conditional probabilities Pg3|1’2] (z3|z1,2Z2), -+,

pé”‘l"'(”_l)] (xn|Z1,- -, Zp—1) which can be com-

puted similarly as above.

4  Main results

In this section, we present our main results on
the MPO simulation of 1D noisy random quan-
tum circuits. Note that in noisy RCS, it suffices
to sample an output bit string & = (1, , %)
from the output distribution of a noisy quantum
circuit. However, we aim to achieve a strictly
more challenging task. That is, we will directly
simulate the density matrix of the system p in
real time using MPOs. As detailed in the previ-
ous section, sampling from the output distribu-
tion can be straightforwardly done if the output
state p is available.

4.1 Numerical results

In the numerical simulation of 1D noisy RCS, we
consider qubits (i.e., d = 2) and start from an
input product state |0) = |0)®". That is, we ini-
tialize the MPO parameters as follows:

1 =0
1 l
Al = { , (35)

0 otherwise
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foralll e {1,--- ,n—1} and

1
riih = {

0 otherwise

()41:[1:0

F[Q]IQ _ 1 a1 ZQQZIQZO
araz 0 otherwise ’
1 ap1=1,=0
r — " " . 36
an-1 {O otherwise (36)

Here, I € {0,1,2,3} and oy € {0,---,x —
1}. Note that the MPO constructed with the
above parameters is in the canonical form since
10)210)®"— is the Schmidt decomposition of the
input product state [0)®" for all I € {0,--- ,n —
1}.

In the first time step (or circuit depth 1), we
generate n/2 Haar-random two-qubit unitary op-
erators

U1[1,2}, . Ul[nfl,n}’ (37)

by sampling n/2 Haar-random unitary matrices
of size 4 x 4. Then, we construct corresponding
n/2 two-qubit CPTP maps by applying the two-
qubit depolarization channel Nj[p] with a two-
qubit gate error rate p, i.e.,

MPT = Nofp) - uft?

M[ln—l,n} — NQ[p] _ul[n—l,n], (38)
(1,2] [n—1,n] .
where Uy, - - U are defined similarly as
in the text below Eq. (21). We sequentially ap-
ply these two-qubit CPTP maps and update the
MPO parameters in a canonical way as prescribed
in Appendix A. After applying all n/2 two-qubit
CPTP maps, we compute the MPO entanglement
entropies S;(|p))) for all I € {1,---,n — 1} and
save them.

Similarly in the second time step (or circuit
depth 2), we generate (n—2)/2 Haar-random two-
qubit unitary operators

ﬁ2[2,3]’ e UQ[n—Zn—l]’ (39)
and sequentially apply the corresponding CPTP
maps ./\/1[22’3 o ,M[Qn_2’n_1] and update the
MPO parameters as described in Appendix A.
Then, we compute and save the MPO entangle-
ment entropy S;(|p)) for all i € {1,--- ,n —1}.

We keep alternating between these two pro-
cedures and save the MPO entanglement en-
tropies at the end of each time step. Since all
the two-qubit unitary operators are chosen Haar-
randomly, the obtained MPO entanglement en-
tropies will vary across different circuit realiza-
tions. Thus, we repeat this entire procedure N
times and take the average of the obtained en-
tanglement entropies over N, circuit realizations.
Specifically, at each circuit depth and length of
the subsystem [, we first average the MPO entan-
glement entropy S;(p) over Ny circuit realizations.
Then, we maximize the averaged MPO entangle-
ment entropy over [ to compute the maximum
MPO entanglement entropy Smax(p). In all the
numerical simulations presented below, we choose
Ny = 24.

In Fig. 3, we consider the cases with n = 8
qubits subject to various two-qubit gate error
rates 0 < p < 0.1. In particular, we choose
the bond dimension to be xy = 28 = 256 so that
there are no errors in the MPO simulation due
to the bond dimension truncation. In the case of
noiseless two-qubit gates (i.e., p = 0), the max-
imum MPO entanglement entropy is achieved
in the middle of the chain (i.e., along the cut
[1---4] : [5---8] or I = 4) in the large circuit
depth limit and converges to

Simax = 6.56. (40)

Note that this value is the same as twice the av-
erage entanglement entropy of the 8-qubit Haar-
random states along the cut [1---4] : [5---8],
which is given by

S16,16 = [( §% %) - ;—2} logye =3.28--- .
k=17

(41)

Here, we used the formula established in Refs.
[61-64], i.e.,

Smn = {(kj%irl %) - mTzl} log, e. (42)

and plugged in m = n = 2% because each subsys-
tem ([1---4] and [5- - - 8]) consists of 4 qubits and
thus 16 states. Such an agreement is consistent
with the expectation that the system converges
to a Haar-random state in the large circuit depth
limit if all the two-qubit gates are noiseless.
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n=8, d=2, y=256, N,=24

6
E 5
o4 - p=0.00
& - p=0.02
p= 3 p=r.
§ o p:004
=2 - p=0.06
1 - p=0.08
- p=0.10
0
0 10 20 30 40
Circuit depth

Figure 3: Maximum MPO entanglement entropy Spax
(averaged over Ny = 24 circuit realizations) as a func-
tion of the circuit depth D. We took n = 8 qubits
and considered various two-qubit gate error rates 0 <
p < 0.1. The bond dimension was chosen to be
x = 2% = 256 so that the MPO simulation is exact.
See also Fig. 4.

On the other hand, if the two-qubit gates are
noisy (i.e., p # 0), the system eventually con-
verges to the completely and globally depolar-
ized state I®8/28. As can be seen from Fig. 3,
for any p # 0, the maximum MPO entanglement
entropy indeed decreases exponentially as the cir-
cuit depth increases. This is consistent with the
fact that the system converges to the completely
and globally depolarized state, which does not
possess any non-trivial quantum nor classical cor-
relations. We remark that a similar behavior as
in Fig. 3 was observed in Ref. [65].

In Fig. 4, to get more intuition on what hap-
pens in the n = 8 qubit cases considered in Fig. 3,
we plot the output probability distribution P(¥)
for all possible 28 = 256 outputs Z € {0,1}® for a
specific random circuit realization. Note that we
ordered the outputs such that a heavier output
with larger probability has a smaller label than
that of a lighter output. In Fig. 4(a), we con-
sider the noiseless case with the vanishing gate
error rate p = 0. In this case, as discussed above,
the system converges to the 8-qubit Haar-random
states in the large circuit depth limit. Corre-
spondingly, the sorted output probability distri-
bution also converges to a fixed distribution in
the large circuit depth limit. Note that the out-
put distribution in the large circuit depth limit
is far from being uniform. In other words, there
are heavier outputs with larger probability that
occur more often and lighter outputs that occur

(a) n=_8, p=0.00, d=2, y=256
o ' — depth = 10
= -~ depth = 15
§ 0.03 - depth = 20
g — depth =25
= 0.02 — depth = 30
‘% —~ depth =35
S 0.01 — depth = 40
0.00
0 50 100 150 200 250
Output label (from heavist to lightest)
(b) n=_8, p=0.10, d=2, =256
0.015 - depth = 6 (opt depth)
> — depth = 10
= - depth = 15
;2 0.010 - depth = 20
=] — depth =25
5
£:0.005
=
O f
0.000
0 50 100 150 200 250

Output label (from heavist to lightest)

Figure 4. Probability of getting an output n-bit string
T=(x1, - ,zn) € {0,1}", i.e., P(Z). We took n = 8
qubits and two-qubit gate error rates (a) p = 0 and
(b) p = 0.1 and considered various circuit depths for a
specific random circuit realization. Note that for n = 8
qubits, there are 28 = 256 possible output strings .
We sorted them in a way that a heavier output with
larger probability has a smaller label than that of a lighter
output. See also Fig. 3. To see in what sense the depth
6 is optimal in the p = 0.1 case, see Fig. 5(b).

less frequently.

In Fig. 4(b), on the other hand, we consider
noisy two-qubit gates with a gate error rate p =
0.1. In the noisy case, the system eventually con-
verges to the completely and globally depolarized
state in the large circuit depth limit. Indeed, as
shown in Fig. 4(b), the output probability distri-
bution converges to the trivial uniform distribu-
tion in the large circuit depth limit.

In Fig. 5, we consider the cases with a fixed
two-qubit gate error rate p and vary the num-
ber of qubits n. In all the cases we consider, we
observe that the MPO entanglement entropy is
maximized at a certain optimal circuit depth in-
dependent of the system size n. Moreover, the
maximum achievable MPO entanglement entropy
at the optimal circuit depth does not depend on
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0 = n=18 (y=150)
Circuit depth
©  5=0.06, d=2, N,=24
6 . = n=4 (y=16)
w5 = n=6 (y=64)
= = n=8 (y=256)
o4 = n=10 (y=400)
E 3 = n=12 (y=400)
g 2 = n=14 (y=400)
1 = n=16 (y=400)
0

0 = n=18 (y=400)

Circuit depth

Figure 5: Maximum MPO entanglement entropy Siax
(averaged over N, = 24 circuit realizations) as a func-
tion of the circuit depth D for various number of qubits
4 < n < 18 and two-qubit gate error rates (a) p = 0.15,
(b) p = 0.1, and (c) p = 0.06. In all cases, we nu-
merically confirm that the chosen bond dimensions are
large enough to account for at least 99.1% of the total
probability on average.

the system size n. Consequently, the minimum
bond dimension y needed to capture the major-
ity of the total probability does not increase ex-
ponentially in the number of qubits n in the limit
of large n.

For example, when the two-qubit gate error
rate is given by p = 0.15 (see Fig. 5(a)), the MPO
entanglement entropy is maximized at an optimal
circuit depth D* = 4 for all n > 8. Also, the
maximum achievable MPO entanglement at the
optimal circuit depth is given by Sj.. =~ 2.75,
which is independent of the system size n as long
as n > 8. Most importantly, we observe that
having more than 8 qubits does not help increas-

ing the MPO entanglement entropy. As a result,
the chosen bond dimension xy = 80 is at least
ten times larger than 25max ~ 6.7 and therefore is
large enough to reliably describe the noisy system
for any system size 4 < n < 18 we considered. In-
deed, we numerically confirm that we accounted
for at least 99.5% of the total probability (i.e.,
Tr[p] > 0.995) on average with the bond dimen-
sion x = 80.

For a smaller gate error rate p = 0.1 (see
Fig. 5(b)), the optimal circuit depth that max-
imizes the MPO entanglement entropy is given
by D* = 6 for all n > 8. Also, the corresponding
MPO entanglement entropy is given by Sy, ~ 4
and is independent of the system size above the
characteristic system size n = 8. The chosen
bond dimension x = 150 is again about ten times
larger than 2%wax ~ 16 and we accounted for
at least 99.7% of the total probability on aver-
age. Note that higher bond dimension is required
in this case than in the case of p = 0.15, be-
cause higher MPO entanglement entropy can be
achieved. Note also that the saturation of MPO
entanglement entropy occurs with n = 8 qubits
at the optimal circuit depth D* = 6. As shown
in Fig. 4(b) (see the red line), the sorted out-
put probability distribution at this optimal cir-
cuit depth is far from being uniform and thus is
still non-trivial.

For an even smaller gate error rate p = 0.06
(see Fig. 5(c), we observe that the optimal cir-
cuit depth is given by D* = 9 or D* = 10 for
all n > 12 and the maximum achievable MPO
entanglement entropy is given by S} ., ~ 6.3. In
this case, the chosen bond dimension y = 400 is
about five times larger than 25max ~ 79 and the
accounted total probability is at least 99.1% on
average.

In Fig. 6, to get more understanding of why
the saturation of the MPO entanglement entropy
happens, we take the two-qubit gate error rate
p = 0.1 (which was considered in Fig. 5(b)) and
consider n = 32 qubits. We remark that simulat-
ing the 32-qubit system is not so costly because
the constant bond dimension xy = 150 suffices
even for 32 qubits. In particular, we zoom in to
see a more fine-grained MPO entanglement struc-
ture and plot the MPO entanglement entropy &;
as a function of the length of the subsystem [ (i.e.,
with respect to the cut [1---1] : [(I +1)---n])
for various circuit depths. Note that the largest
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n=32, p=0.1, d=2, =150, N,=24

= depth =0

= depth =1

= depth =2

- depth =3

- depth =4

\/ \/ \ = depth =5
_\/\/-\A/ 4 ]| -depth=6
-\/\/ - depth =7

0 5 10 15 20 25 30 ~depth=38

Length of the subregion (1)

Figure 6: MPO entanglement entropy S; as a function of
the length of the subsystem [ for various circuit depths.
We took n = 32 qubits and a two-qubit gate error rate
p = 0.1. With the chosen bond dimension x = 150, at
least 99.4% of the total probability is accounted for.

MPO entanglement entropy is achieved at an op-
timal circuit depth D* = 6, which is consistent
with the observation in Fig. 5(b). Notably, we can
see that at the optimal circuit depth D* = 6 (and
far away from the boundaries, i.e., 4 < < 28),
the MPO entanglement entropy &; is independent
of the subsystem size [. In other words, the MPO
entanglement entropy follows an area law at the
optimal circuit depth D* = 6. This is because
the optimal circuit depth is bounded by a con-
stant independent of the system size due to noise
and consequently qubits that are not contained
within a finite causal cone cannot be correlated
with the ones that lie in the causal cone. We pro-
vide more discussions on the interplay between
noise and the circuit depth in the following sec-
tion.

Lastly in Fig. 7, to see the effects of the bond
dimension truncation, we plot the spectrum of
the MPO singular values )\[0@1 for the case with
n = 32 qubit and the two-qubit gate error rate
p = 0.1 considered in Fig. 6. In particular, we
took the optimal circuit depth D* = 6 and the
subsystem size [ = 14 where the MPO entangle-
ment entropy is maximized. Note that the lat-
ter choice is somewhat arbitrary since the MPO
entanglement entropy is nearly constant deep in-
side the bulk (i.e., for 4 <1 < 28). Among the
N, = 24 circuit realizations, we show the two ex-
treme instances with the largest and the smallest
MPO entanglement entropy. In any cases, we can
clearly see from Fig. 7 that the MPO singular val-
ues )\[olé]l decrease exponentially as the bond index
oy increases. Thus, the bond dimension trunca-
tion has a negligible effect as long as log, x is

n=32, p=0.1, d=2, y=150, D=6, 1=14

%S — Instance with the largest MPO EE
2 1.x107% - Instance with the smallest MPO EE
= _
= 5.x10 5
=
k=
g‘) 1.x107°
‘% 5.x107°
o
s

1.x 1076t

0 20 40 60 80 100 120 140
Bond index «;

Figure 7: MPO singular values AB}, for the n = 32 qubits
and the two-qubit gate error rate p = 0.1 at the opti-
mal circuit depth D* = 6. We took the subsystem size
[ = 14 where the maximum MPO entanglement entropy
is achieved (see Fig. 6). Among the Ny = 24 circuit
instances, we only show two extreme instances with the
largest and the smallest MPO entanglement entropy.

much larger than the maximum achievable MPO
entanglement entropy S} ... In particular, due to
the exponential decay of the singular values, the
required bond dimension x as well as the time
cost of the MPO simulation would increase only
poly-logarithmically in 1/€, where € is the simu-
lation error measured in total variation distance

similarly as in Eq. (4) (see, e.g., Ref. [66]).

4.2 Maximum achievable MPO entanglement
entropy

Recall that the time cost of MPO simulation of
1D noisy RCS is given by T = O(n?Dx?) (see
Appendix B). Thus, the classical MPO simula-
tion cost depends heavily on how large the bond
dimension y needs to be. As demonstrated above,
it suffices in practice to choose the bond dimen-
sion x such that

*

X = ¢ - 25max, (43)

for some constant ¢ > 1 (see also Eq. (26)). In
Fig. 5, for instance, we chose at least ¢ > 5 and
were able to capture more than 99.1% of the to-
tal probability on average. Combining the facts
that the simulation cost increases cubically in the
bond dimension Yy, and the required bond dimen-
sion y is proportional to 25max, we can infer that
the simulation cost increases exponentially in the
maximum achievable MPO entanglement entropy

Sl ax- Thus, the maximum achievable MPO en-
tanglement entropy S} .. can be used as a mea-
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Figure 8: Maximum achievable MPO entanglement en-

tropy at the optimal circuit depth S} . for various two-

qubit gate error rates 0.06 < p < 0.15 and number of
qubits 4 < n < 18. The bond dimension x used in each
case is specified next to each curve.

sure for characterizing the computational power
of a 1D noisy quantum system.

In Fig. 8, we plot the maximum achievable
MPO entanglement entropy Si..
of the number of qubits n for various two-qubit
gate error rates 0.06 < p < 0.15. In all the cases,
we observe that S .. increases linearly in the sys-
tem size n when the system size is small. In this
case, the cost of MPO simulation increases ex-
ponentially in the number of qubits n. In other
words, the computational power of a 1D noisy
system increases exponentially in the system size
n when n is small. However, as the system size n
increases further, the maximum achievable MPO
entanglement entropy S; .. converges to a con-
stant value Sy, o Which is independent of the

system size n. For p = 0.06, for example, S%

as a function

max
converges to S« o, =~ 6.3. In particular, the sat-
uration occurs around the system size n = 12.

This implies that for p = 0.06, once we have
n = 12 qubits, adding more qubits does not
bring about an exponential growth of the com-
putational power because MPO entanglement en-
tropy remains unchanged and thus the required
bond dimension y does not increase exponentially
in the system size. Indeed, a constant bond di-
mension x = 400 was sufficient to capture the
majority (more than 99.1%) of the total proba-
bility for all n < 18 in the p = 0.06 case. Con-
sequently, above the characteristic system size
n = 12, the MPO simulation cost increases only
quadratically, not exponentially, in the system

size n since T = O(n?Dx?).

Note that as the two-qubit gate error rate p be-
comes larger, the saturation of the MPO entan-
glement entropy happens at a smaller system size
and the saturated value S,y
For example, when p = 0.1, the saturation oc-
curs around the system size n = 8 and the cor-
responding MPO entanglement entropy is given
by Shaxoco = 4. In this case, the bond dimen-
sion x = 150 is sufficient to capture more than
99.7% of the total probability on average for all
n < 18. Note that we need y = 28 = 256 to ex-
actly describe an 8-qubit system. Since a smaller
bond dimension y = 150 suffices for p = 0.1,
we can infer that a 1D noisy system with a two-
qubit gate error rate p = 0.1 cannot fully occupy
the entire 8-qubit Hilbert space (see also Figs. 3
and 4). As a result, having more than 8 qubits
does not bring about an exponential growth of
the classical simulation cost.

becomes smaller.

We have demonstrated in Figs. 5 and 8 that
there exists a characteristic system size, deter-
mined by the gate error rate p, below which the
classical MPO simulation cost increases exponen-
tially in the system size n, but above which does
so only polynomially in n. This is due to the
saturation of the MPO entanglement entropy in
the large system size limit. If the system size
is large enough so that the MPO entanglement
entropy is saturated, the saturated MPO entan-
glement entropy depends solely on the gate error
rate p, i.e., Shaxco = Smax.co(P). Moreover, the
latter becomes the key quantity that determines
the required bond dimension y and consequently
the overall classical MPO simulation cost in the
saturated regime.

Note that for the two-qubit gate error rates we
considered (i.e., 0.06 < p < 0.15), the MPO en-
tanglement entropy is sufficiently saturated with
n = 16 qubits (see Fig. 8). In Fig. 9(a), we
thus take a closer look into the n = 16 case and
plot the maximum MPO entanglement entropy
Smax as a function of the circuit depth D for var-
ious two-qubit gate error rates. As can be seen
from Fig. 9(a), the optimal circuit depth D*(p)
where the MPO entanglement entropy is maxi-
mized increases as the gate error rate p decreases.
Moreover, the corresponding MPO entanglement
entropy Sj.xoo(p) increases as p decreases, as
shown in Fig. 9(b).

Numerically, we were not able to investigate
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Figure 9: (a) Maximum MPO entanglement entropy
Smax as a function of the circuit depth D for n = 16
qubits and various two-qubit gate error rates 0.06 <
p < 0.15. (b) The saturated values of the maxi-
mum achievable MPO entanglement entropy S (p)

max,co

as a function of the two-qubit gate error rate p for
0.06 < p < 0.15. To find S* (p), we took the

max,00

maximum MPO entanglement entropy at the optimal
circuit depth D*(p) for each p from the n = 16 data
shown in (a). Note that for 0.06 < p < 0.15, the MPO
entanglement entropy is saturated with n = 16 qubits
(see Fig. 8).

the cases with low gate error rates (i.e., p < 0.06)
because the required bond dimension becomes
larger than x = 400 and thus the computing time
gets too large. For comparison, note that with the
bond dimension x = 256 (x = 512), we can per-
form an exact MPS simulation of any pure states
of a 16-qubit (18-qubit) system. Thus, instead of
exploring the low gate error regime numerically,
we provide a heuristic analysis of the optimal
circuit depth D*(p) and the maximum achiev-
able MPO entanglement entropy Sj.x oo (p) in the
small p regime. Note that the MPO entanglement
entropy is primarily determined by the qubits and
gates that are contained within a causal cone. For
a given circuit depth D, there are O(D) qubits
and O(D?) noisy two-qubit gates (with an error
rate p per gate) that are enclosed in the causal
cone in the bulk cases (e.g., I € [n/4,3n/4]).
Thus, one can think of the following heuristic

model for the MPO entanglement entropy S;:
Si(D.p) o D(1 = p)”" K5 Dem®P - (44)

for some constant ¢ and an exponent o > 0.
The prefactor D is due to the linear growth of
the MPO entanglement entropy in the absence of

noise (see, e.g., Ref. [67]). The effects of noise

are crudely modeled by the term (1 —p)°P® LS

De=PP%  The latter term was motivated by the
fact that local errors are turned into a global error
within the causal cone via random unitary opera-
tions. Specifically, we crudely assumed that with
probability (or fidelity) F' ~ (1 — p)°P°, the sys-
tem is in the desired entangled state with an en-
tanglement entropy proportional to D, and with
probability 1 — F', in the completely and globally
depolarized state (within the causal cone) that
does not have any non-trivial correlations.

If all gate errors contribute equally, the expo-
nent « will be given by o = 2 because there are
O(D?) gates in the causal cone. In reality, how-
ever, not all gate errors contribute equally be-
cause the ones near the bottom of the causal cone
are propagated globally to almost all O(D) qubits
in the causal cone and the ones near the top of
the causal cone remain almost local. Neverthe-
less, @« = 2 may still be the case in the large
D limit (or equivalently in the small p limit; see
below) because the errors, say, in the bottom
10% of the causal cone (accounting for roughly
0.05D? = O(D?) error locations) will be almost
fully propagated, decreasing the global fidelity F'
(within the causal cone) by a factor of 1 — p per
each gate error.

Assuming the heuristic model in Eq. (44), the
optimal circuit depth D*(p) for a given error rate
p is given by

because 8DSZ(D7P) = (1 _ anDOé)e—cha -0
implies aepD® = 1. Thus, plugging in Eq. (45)
to Eq. (44), we find

Slzlax,oo(p) = Sl(D*vp) X pil/a‘ (46)

From the data in Fig. 9, we empirically observe
Shaxco () = 0.5p7%? which corresponds to o =
1.11. We note that o < 1 is not likely to be the
case because for the circuit depth D = w(1/p),
every each one of the qubits is affected by the
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noise channel with high probability. The scal-
ing in Eq. (46) implies that the saturation of the
MPO entanglement entropy observed in Fig. 8
will hold for any non-zero gate error rate p > 0.
Thus, our heuristic analysis suggests that there
does not exist a non-trivial threshold value of the
gate error rate p below which efficient classical
simulation is not possible. This is because the re-
quired bond dimension y > 25hax does not grow
exponentially in the system size n since the MPO
entanglement entropy is saturated.

On the other hand, the heuristic analysis also
suggests that the bond dimension x increases
exponentially in (1/p)'/®. Hence, the classical
MPO simulation cost increases exponentially as
the gate error rate p decreases, possibly makes
classical simulation practically not feasible. This
is precisely the reason why we were not able to ex-
plore smaller gate error rates than p = 0.06 in our
numerical simulation. In this regards, we remark
that the heuristic analysis works in the regime
where the optimal circuit depth D* is large or
equivalently when the gate error rate p is small.
On the other hand, the gate error rates we con-
sidered 0.06 < p < 0.15 are not sufficiently small
for us to extract the exponent « in a stable man-
ner. Such a quantitative fitting will be reliable
only in the low gate error regime. Numerically
investigating the low gate error regime would re-
quire more advanced computing resources and
techniques. We thus leave it as a future research
direction.

5 Relation to previous results

In this section, we compare our results with the
related previous results. In essence, our work dif-
fers from the previous ones in that we directly
simulate mixed states via MPOs that are cor-
rupted by CPTP noise maps. That is, we take ad-
vantage of the fact that noise maps (e.g., depolar-
ization channels) reduce non-trivial quantum cor-
relations between disjoint subsystems, making it
possible for us to reliably describe the corrupted
mixed states with a bounded bond dimension. In-
deed, we numerically demonstrate that for 1D
noisy random quantum circuits, the MPO en-
tanglement entropy, which characterizes the non-
trivial quantum correlations, is bounded by a con-
stant independent of the system size n (see Fig.
8). Moreover, the heuristic analysis given in the

previous section suggests that the same qualita-
tive behavior will hold for any non-zero gate error
rate p > 0 (see Eq. (46)). Hence, our work sug-
gests that there does not exist a non-zero thresh-
old value of the gate error rate p below which ef-
ficient classical simulation is forbidden. In what
follows, we explicitly compare these features with
the ones observed in the previous works.

Recently, there have been numerous studies
on 1D random quantum circuits subject to lo-
cal projective (or weak) measurements [68-81].
In this model, local projective (or weak) mea-
surements (which happens with a probability p,
at each qubit site in a given time step) reduce
non-trivial quantum entanglement between dis-
joint subsystems. In our model, on the other
hand, the same role is played by CPTP noise
maps. In both models, random unitary opera-
tions tend to increase non-trivial quantum corre-
lations, and thus compete with the correlation-
decreasing measurements or CPTP noise maps.
In the case of projective (or weak) measurements,
the 1D system always remains in a pure state.
Also, it has been numerically observed that there
is a threshold value of the measurement proba-

bility (p'L

~ 0.16) above which area-law en-
tanglement holds. Hence, above the threshold
(Pm > pgih)), dynamics of the random circuits
can be efficiently simulated by using MPSs. How-
ever, volume-law entanglement holds below the
threshold (p,, < pﬁ,ih)). Thus, the system cannot
be efficiently simulated by using classical com-
puters unless the random unitary operators have
a special structure such as being Clifford [82-84]
or dual-unitary [85] operations which can be effi-
ciently simulated regardless of the entanglement

structure.

In contrast, since we consider CPTP noise
maps which are realistic models of noise in NISQ
devices, the 1D system is in a mixed state and
hence we use MPOs to efficiently simulate the sys-
tem. In particular, CPTP noise maps completely
wash away non-trivial quantum correlations and
the system eventually reaches the completely and
globally depolarized state jen /2™ in the large cir-
cuit depth limit. On the other hand, in the case
of projective (or weak) measurements, there is al-
ways a non-zero constant entanglement that sur-
vives in the long time limit even in the area-law
phase (except for the extreme case with p,,, = 1).

We remark that the projective (or weak) mea-
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surement models can be used as a sampling-based
quantum-trajectory method to simulate 1D noisy
RCS subject to CPTP noise maps. For instance,
a single-qubit dephasing channel

Nplpl(p) = (1 —pp)p+ppZpZ (47

can be understood as a channel that results from
performing a non-destructive measurement in the
computational basis (or Z basis) with a measure-
ment probability p,, = 2pp and then forgetting
about the measurement outcome, i.e.,

Nol#l(9) = (1 2)5(122)

A A

ran(500(50).

Note that (I + Z)/2 and (I — Z)/2 respectively
correspond to the projection operators |0)(0| and
|1)(1| that project the system onto a space asso-
ciated with each measurement basis state. We
remark that this method can be efficient only
when the dephasing error probability pp is above
a certain threshold value pp > pm (th) /2 ~ 0.08.
However, we stress that the existence of a non-
zero threshold value is specific to this quantum-
trajectory method and is not intrinsic to the 1D
noisy RCS model itself. Our results indicate that
while each quantum trajectory in the measure-
ment model yields a pure state with volume-
law entanglement below the threshold (pp <
(th /2 ~ 0.08), the mixed state that results from
puttlng together all the pure states in all the
trajectories will have an area-law MPO entan-
glement entropy (see also the beginning of Sec-
tion VIII in Ref. [86] for a related discussion).
Hence, our method is effective as it directly sim-
ulates the mixed states via MPOs and thus max-
imally takes advantage of the reduction in quan-
tum correlations due to CPTP noise maps. In
contrast, such reduction in quantum correlations
at the mixed state level is not exploited in the
quantum-trajectory method based on the mea-
surement models.

In another related recent work [46], an MPS
method was used to simulate 1D and 2D random
quantum circuits. Our work fundamentally dif-
fers from this work because in the latter, gate er-
rors are introduced because of the truncation of
small singular values when updating MPSs after
each two-qubit gate, not because of the CPTP

(1 —-2pp)p+ (
I-

noise channels such as depolarization channels.
In other words, Ref. [46] aims to approximately
simulate an ideal random quantum circuit and is
not concerned with what types of errors are in-
troduced in the classical simulation as long as a
non-zero fidelity is attained (see also the discus-
sion on the difference between the total variation
distance noise and the CPTP noise channels in
Section 2). For instance, this work has demon-
strated that depth-20 2D random quantum cir-
cuits with 54 qubits can be efficiently simulated
up to a global fidelity F > 0.002. However, as was
pointed out in Ref. [46], such a remarkable perfor-
mance is specific to the setting that they consid-
ered where each two-qubit gate is fixed to be the
CZ gate and only single qubit gates are chosen
to be Haar-random. That is, at the quantitative
level, the excellent performance is attributed to
a simple grouping strategy available for CZ gates
and it will be more costly to simulate a system of
the same size if the two-qubit gates are chosen to
be Haar-random. Moreover, the method in Ref.
[46] is shown to be efficient only above a certain
non-zero threshold value of the gate error rate,
i.e., for € > €5 ~ 0.01, where € is the error rate
per gate.

In contrast, while we restricted ourselves to
a 1D setting, we specifically addressed gate er-
rors that are introduced due to a practically rel-
evant CPTP noise map (hence we use MPOs in-
stead of MPSs), not due to the bond-dimension
truncation in MPO simulations. Moreover, we
considered general Haar-random two-qubit gates
as opposed to CZ gates. Also in regard to the
bond dimension truncation, we demonstrate that
a constant bond dimension suffices and the er-
rors associated with the bond-dimension trunca-
tion are insignificant in our case. This is again
thanks to the fact that we directly simulate mixed
states with MPOs and maximally take advan-
tage of the correlation reduction caused by CPTP
noise maps. Moreover, our numerical results and
heuristic analysis suggest that there does not ex-
ist a non-zero threshold value of the gate error
rate.

Lastly in the context of IQP, Ref. [87] showed
that most IQP circuits can be classically simu-
lated approximately if they are subject to depo-
larization errors with a non-zero error rate. In
particular, the simulation efficiency comes from
the fact that the output probability distribu-
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tion P(Z) of an IQP circuit becomes sparse in
the Fourier-transformed basis, since high-order
Fourier coefficients are suppressed exponentially
due to the depolarization errors. A similar tech-
nique was used in the context of RCS in Refs.
[88, 89] to claim efficient classical simulability of
noisy random quantum circuits (see also Ref. [90]
and the supplementary material of Ref. [41] for a
related discussion).

We remark that the methods in Refs. [88, 89]
are applicable only in the large circuit depth
limit. In contrast, while our MPO simulation
is only applicable to 1D settings, it works for
any circuit depth D. Most importantly, although
our MPO simulation is applicable to deep cir-
cuits, we are not primarily concerned with the
large circuit depth limit. Instead, as illustrated
in Fig. 1, we have focused on identifying the opti-
mal circuit depth where the maximum non-trivial
quantum correlation is attained and understand-
ing how hard (or easy) it is to simulate such an
optimal regime.

6 Summary and open questions

In this work, we have numerically investigated
the computational power of 1D noisy quantum
systems by using MPOs. The key observation
is that the maximum achievable MPO entangle-
ment entropy Sj .. is bounded by a constant
Smax.00(P) that is independent of the system size,
but depends only on gate error rates (see Fig.
8). Our numerical results thus imply that the
classical simulation cost of a 1D noisy system in-
creases exponentially in the system size n only
until the system size n reaches a certain char-
acteristic system size. Above the characteristic
system size, which is determined solely by the
gate error rate p, adding more qubits brings about
only polynomial increase in the classical simula-
tion cost. We have also provided a heuristic argu-
ment which suggests that the maximum achiev-
able MPO entanglement entropy would scale as
Smax.00(P) o p~ /% in the small p limit for some
a > 0. This scaling relation implies that the
classical simulation cost of a 1D noisy system
would increases exponentially as the gate error
rate p decreases. Thus, decreasing the gate er-
ror rate p can make the classical MPO simula-
tion practically impossible, given that the system
size n reached a certain characteristic system size.

For this reason, we were not able to numerically
investigate the low gate error rate regime with
p < 0.06.

An immediate future research direction is thus
to numerically explore the low gate error regime
with an advanced computing resource and see
if the same behavior in Fig. 8 and the scaling
in Eq. (46) hold. Moreover, it would be ideal
to make the heuristic analysis in Subsection 4.2
more rigorous. These studies will allow us to un-
derstand the scaling of the characteristic system
size where the saturation of MPO entanglement
entropy occurs as a function of the gate error
rate p for the currently available gate error rates
p ~ 1073 — 1072 and the cost of classically simu-
lating such 1D noisy quantum systems via MPOs.

Another important open question is whether
the same conclusions hold also in the case of 2D
noisy RCS, which is more relevant to the cur-
rently deployed state-of-the-art superconducting
qubit systems. A natural way to extend our re-
sults to the 2D cases would be to use the pro-
jected entangled pair operators (PEPOs), which
are a mixed state generalization of the projected
entangled pair states (PEPSs) [91, 92].

Specifically, it will be worth exploring if the
states in 2D noisy circuits can be faithfully rep-
resented by a PEPO with a constant bond dimen-
sion that depends only on the gate error rate p.
However, unlike in the case of MPO, exactly com-
puting an observable from a PEPO is not feasible
because exactly contracting PEPSs is #P com-
plete in the worst case [93] and in the average case
[94]. Nevertheless, these hardness results do not
immediately rule out the possibility of efficient
and approximate simulation of 2D noisy RCS be-
cause it may be possible to efficiently contract the
output PEPOs approximately.

We remark that the computational complex-
ity of 2D RCS with a constant circuit depth has
recently been studied in Ref. [95]. In particu-
lar, Ref. [95] suggests that all but superpolynomi-
ally small fraction of constant-depth 2D random
quantum circuits can be simulated approximately
and provides numerical evidence supporting the
claim. While the two-qubit gates are assumed
to be noiseless in this work, the results of Ref.
[95] on constant-depth 2D circuits are very rele-
vant to understanding the complexity of 2D noisy
RCS. This is because in the presence noise, max-
imum non-trivial quantum correlations may be
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achieved at a constant circuit depth. Moreover,
since the simulation algorithms for 2D systems
given in Ref. [95] are based on simulating 1D sys-
tems using MPSs, it would be interesting to see if
one can integrate the methods given in Ref. [95]
with the MPO approach presented in our work.

We finally remark that the efficient approxi-
mate simulability of typical 2D noisy random cir-
cuits (which is subject to future studies) is not in
contradiction with the feasibility of fault-tolerant
quantum computing with geometrically local in-
teractions [4]. This is because circuits that are
used for fault-tolerant quantum computing are
far from being random since they are carefully
designed so that gate errors are propagated in a
restricted manner. If it turns out that typical in-
stances of noisy 2D RCS with Haar-random two-
qubit gates can be efficiently simulated (which is
again to be explored), another important related
question is whether there exists a special class
of robust random circuits that are more feasible
than fault-tolerant quantum computing, but are
structured enough so that gate errors are propa-
gated in a restricted way and thus are harder to
simulate classically.

Note added: We have recently become aware
that update of MPO can be done more efficiently
than what we suggested here: one can locally
move an MPQO'’s center of orthogonality through
QR decomposition to bring the MPO in the
mixed canonical form for the subsequent gate site
and then locally apply time-evolving block deci-
mation (TEBD) method to truncate the excess
bond dimension due to the next gate [96]. The
time cost of the latter is given by T' = O(nDx?),
as opposed to O(n?Dx?) for our method. Re-
gardless, our main claims are not affected because
in both algorithms, the time cost increases only
polynomially in the system size n, provided that
the bond dimension x is bounded by a constant.
Our source code is available upon request.
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A Canonical update of MPOs under
the action of a general two-qudit CPTP
map

Here, we explain in detail how an MPO can be
updated in a canonical way upon the action of a
two-qudit CPTP map.

Bulk case: Assume that we have an input
MPO in the canonical form as described in Eq.
(11). Then, suppose that a two-qudit CPTP
map M is applied to the I and the [ + 1!
qudits. Here, we consider the bulk case, i.e.,
l € {2,---,n —2}. Note that the input MPO
can be explicitly expressed as

d?—1 x—1

o) = > o (el

Ji,Ji41=0 oq_1,0,0141=0

l l I < UH1]J, [l
X /\f[ll 11} F[Oé]lJllal)‘[oa]lF[ zLi+lAaj;11 ’JlJl+1>>
H—Q “n
‘(I)alﬂ . ]» (49)

Define MIlIlJrl,JlJlJrl as

MIZIH—I»JIJZ-H = <ilil+1‘N(Ullerl)<jl/jl/+1|)‘i2ig+l>a
(50)

where I} = dij+1j,- -+, Jiy1 = djiy1+7;,1- Then,
upon the action of the two-qudit CPTP map M,
we have as an output state

d?—1
> Z @5, 1)
1,51 11=00q_1,014.1=0

Li+1 (1+2
B o L) @Dy (1)

16" =

where B[l 1

Lo 1 lie100ia is defined as

L+1] -1 x—-1
7+ J—
szaz—17fz+1az+1 = Z Z NIlIl+17JlJL+1
Jl,JlJrl_ODtl_O
1—1][1]J, (+1)J141 3 [1+1
X AT A e AL (52)

Applying singular value decomposition (SVD) to
Bl we find

[L1+1]
Log_1,jp10041

/[l] [l+1]
,BZ >‘ zaz 1,5W5,Il+1az+1’
(53)

where VI and W[+ are unitary matrices. Note
that the summation index 8 goes from 0 to d?x—1
because Bl is a d2y x d?x matrix. Plugging in

Eq. (53) to Eq. (51), we get the following Schmidt
decomposition of the output state |p')) with re-
spect to the cut [1---1]: [({+1)---n]:

d?x—1
) = 3 1R ey, e
B=0

where ]@glml]» and |<I):3[(l+1)mn])> are given by

d2-1 x—1 [l]
Pll-(-1
Z > Vi1 sl @0 D),
OOtl 1= =0
d?2-1 x-1

[(141)-- l+1
|(b n Z Z B Il+1ozl+1‘ l+1>>

Ii11=0 41=0

x @l TP, (55)

and are orthonormalized since VI and W+ are
unitary matrices.

Here, we only take the largest y singular val-
ues, i.e., )\g” for p € {0,---,x — 1} and discard
all the smaller singular values to make the bond
dimension boundl?d by x. Thus, we update the

singular values )\Lél as follows:
1 !
A A, (56)

Note that the index § is replaced by a;. In the
case of unitary two-qudit gates, all the other sin-
gular values are unchanged and we update F[olé]ﬂlal

and Fg;&ll]ﬁ“ accordingly, leaving all the other T

parameters unchanged [45]. However, for general
two-qudit CPTP maps, this is not the case any
more and we should update the singular values
and the I parameters globally.

To further update the MPO parameters (on the
left hand side), note that

x—1

. 11/l I+1)-n
Py => A (@t @/Ai1)-nly)
al:0
e 1—1,]
-1, (=1
Z Yo (B e 5D

=0 ay—_1,00=0

x (L)@, (57)

where B, [l L, l}
10

1-1,1 1
(B%)[Ocl_l,]flocl = ‘/I[l(])tl 1 alA/O[él[] (58)

Similarly as above, applying SVD to BI—1I | we
get

is defined as

al 1Jzaz Otz 15

Accepted in {Yuantum 2020-09-01, click title to verify. Published under CC-BY 4.0. 24



where V=1 is a y x y unitary matrix and W
is a d?y x d?x unitary matrix. Note that the
summation index S goes from 0 to x — 1 since
BU=Ll i a y x d?y matrix. Thus, we find the
following Schmidt decompoaition of the output
state with respect to the cut [1---(I—=1)] : [L-- - n]:

vt
) = 2o A e e, (60)
B=0

where |§>/[1 )]>> and |q)/[l'“n} ) are given by

(I— 1)] [1— 1]
|(I> ZOVCW 1ﬂ az 1 )]»’
1=
2
|(p qus ”] dzl Z W[l] l[(l+1)---n]>>
B = = ,31101z :
1=0 oq=
(61)

Consequently, we update ngﬂlal and )\g[f;ll] as
follows:

01 [1] I
F[Oz]l llal < Wal 1 Ilal/)\,al]’
AL =1 (62)

Note that the index f is replaced by a;_1.
Carrying on, note that

7)) = Z Aol Dhy @l

04110
-1 d?-1

= Z Z B<_ [Olll 227l1111041 1

aj—2,;-1=01;_1=0

x @b, DIy yelhmhy, (63)
[[—2,1-1]
a2, 1101

where (B.) is defined as

(B<_)[l—2,l—1}

a2, 1101

_ Z}\[Z Q]I'\Z l]Il lv[l 1] )\/[l 1]. (64)

Q2= a;_2f3 Boy_17 -1

[1—2,-1]
ap—2,lj10q_1°

Applying SVD to (B.) we get

(B o ZX[Z R VR
(65)
Similarly as in Eq. (62), we update F[Olll_i]éfl:ll and
/\Kl Zj as follows:
Par et & Wa e/ N
A2 =2, (66)

Repeating the same procedure,
2|1 2]I -3 1
F([llf?,]allj, . I’([l}o?g and ALH}, - ,)\M can

be updated in the same way. In the very last

} 1

step, we should update F[ as follows:

rin . Z vl i, (67)

The remaining MPO parameters on the right
hand side are also updated in the same way start-
ing from

16" = Z A

a;=0

/1 l] cI)/[(H-l) n]>>

d?—1

_ [(+1,0142]
- Z Z Bﬁ‘ Iz+1azyoéz+1

ag,a41=0 1,1 1=0

x [ I L) @), (68)

Here, (BH)[ZH’H_Q] is defined as

Iiprag,0041
(4+1,04+2] sl yr 1]
(B_>>Il+1az,oéz+1 - /\al Wal71l+1al+1' (69)

Applying SVD to the d?y x x matrix Bl+LI+2
we get

l+1 142] [(+1] A [1+1] [1+2]

(B-) Iz+1az,al+1 Z )\5 VIH—lal:BWBO‘H-l
(70)

and thus update F[Olé;ll]fl;rl nd Aﬁﬂ as follows:
(4117, [1+1] !
]._‘alal+l1+1 Vll+1al,al+1/Agz]v
I+1 +1

AP NI, (71)

Then, we can write

-5 Aoy el )

Q41
A p1= =0
d?-1 x—1

=2 X

I 2=0 aq41,0042=0

X (B )i o BELD ) (72)

Iipop1,0042

|(I)Ocl+1 l+1)]>> |Il 2>>

where ( B*))[l+2,l+3]

Tisous1sarss 18 defined as

[1+2,14-3]
(B_>)11+2az+17az+2

_ Z )\/[l—‘rl [l+2 [l+2}ll+2)\[l+2] (73)

Q+1 Ofl+15 ﬂ&z+2 TR
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Applying SVD to (B%)[HQ’H_B]

W
Iipoayyy,00 427 e get

_ Xz_:l /\gm]v[m} ]

(B )[l+2,l+3]
- Iipoay1,8"" Bagya?

I oy p1,0042

(74)
and thus update F,[iﬁ]ﬁ;’; and )\([iffz] as follows:
Lol & Vil oo/ YT
AR NI, (75)
s, T and AREY, Y

are updated similarly. In the very last step we

update Fgﬂ{"l as follows:

L il plnln
T ,BZ W ST (76)
0

Left edge case: Let us now we consider a
boundary case with [ = 1. Note that an input
MPO in the canonical form can be expressed as

x—1 d?-1

= > Z T{L7 )\ T[22 5[2

a1 1o’ '
at,02=0 Jy,Jo=
X | T @8 ). (77)
Upon the action of a two-qubit CPTP map M,
we have

x—1 d?-1

=Y 3 Bl innyel ), (78)

0a=01I1,I,=0

1,2 )
where B [1.2] is defined as
Iy, I2a2

[1 2 x—1 d2-1
11,I2a2 Z Z MIl]z,JlJz
a1=0Jy,Jo=

% FU]Jl)\[l] 2172 y[2] (79)

a1 ala2 a2

Applying SVD to B [1,2]

I Iy WE get

g2 ] [1 (2]
Z)\ W5 b (80)

11,I2a2
and thus

TyelFrhy, s

Z )\/[1

where ]@gl]» and |<I>g2'"n]>) are given by

d2—1 n
Z Vhﬁ’h
o x—1 d2-1 )
NS > W, o DI2E, ™). (82)
a=0 Ir=
Thus, we update Fg}h and )\Lﬂ as follows:
1)1 (1]
[ ] t Vlal’
1 1
Ag} — MU (83)
Then, the remaining MPO  parameters
P e and M2 AP can be

updated in the same way as in the bulk case,
following the procedure described in Egs.
(68)—(76).

Right edge case: Lastly, let us consider an-
other boundary case with [ = n — 1. Note that
an input MPO in the canonical form is given by

x—1 d?—1

oy = > >

Qn—2,0n— 1_0Jn lan:()

)\[n 1 F[n]Jn ’q)

—17 Qn—1

)\[n Q]F[n 1] Jp—1

QAn—2" Op—20p—1

)}>> ’Jnfljn»- (84)

Upon the action of a two-qubit CPTP map M,
we have

-1 d?—1

ZZ

ap—2=01I,_1,1,=0
|(I)an PN L L), (85)

[n_l)n}
In—1an—2,In

[nfl»n}
where B[n_1C¥

;. is defined as
n—2In

d2-1 x—1

-1,
BE:_la’r:}_Q,In - Z Z MInfllnﬂ]nflJn
In— 17Jn—0an 1=0
2 1] Jn— 1
« Ar=2pln=tl s =1l (36)

Applying SVD to B; [n Ll

2,1 , we get

[n 1,n]
In—1an—2,0n —

Z NV s Wi (87

n—10n—2,0

and thus

) =2

B=0

ATy ey - (s8)
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where |®gl"'(n_1)]>> and |<I>g"}>> are given by

x—1 d?—1

’(I),[l " 1)] Z Z V[: 110zn 2,8

On—2= OIn 1=0
‘(I)an Py )]>>‘In71>>,

@y = S whil L), (89)

n]

Thus, we update I‘[a I”l and /\[ Qo 1] as follows:

n

In

[n] V. W[”] N
A\ (90)

Then, the remaining MPO parameters

Fgln_—lz]g!?z:llv o 7F[Oﬂll and )\[07}”__11}, T )‘[Oﬂ can

be updated in the same way as in the bulk
case, following the procedure described in Egs.
(57)—(67).

B Time cost of MPO simulation of 1D
noisy RCS

Time cost of performing the canonical update of
an MPO upon the action of a two-qudit CPTP
map (as prescribed in Appendix A) is given by
O(nx?). Here, x3 is due to the need to perform
SVDs of O(x) x O(x) matrices. Also, n is due to
the fact that we need to perform a global update
throughout the entire chain even if the two-qudit
CPTP map is local. If the CPTP map were a
unitary channel, the global update is not neces-
sary and the factor n will be absent. However, in
the case of 1D noisy RCS, such a global update
is essential to the required bond dimension so the
factor n is present.

In a depth-D 1D noisy RCS with n qubits, we
have O(nD) noisy Haar-random two-qubit gates.
Thus, we should execute the update module de-
scribed in Appendix A O(nD) times. Since the
time cost of each update is given by O(nx?) as
discussed above, the total time cost of MPO sim-
ulation of 1D noisy RCS is given by

T = O(n*Dy?). (91)

See Note added at the end of the main text for a
very important remark on this scaling of the time
cost.
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