
ar
X

iv
:2

00
7.

12
81

6v
2 

 [
m

at
h.

C
O

] 
 2

8 
Ju

l 2
02

0

SOME REMARKS ON THE ZARANKIEWICZ PROBLEM

DAVID CONLON

Abstract. The Zarankiewicz problem asks for an estimate on z(m,n; s, t), the largest number of
1’s in an m × n matrix with all entries 0 or 1 containing no s × t submatrix consisting entirely of
1’s. We show that a classical upper bound for z(m,n; s, t) due to Kővári, Sós and Turán is tight up
to the constant for a broad range of parameters. The proof relies on a new quantitative variant of
the random algebraic method.

1. Introduction

The classical Zarankiewicz problem [21] asks for an estimate on z(m,n; s, t), the maximum number
of edges in a bipartite graph G = (U, V ;E) with |U | = m and |V | = n containing no copy of Ks,t.
The order here is important, in that the set of size s in Ks,t must be embedded in U , while the set
of size t must be in V . Equivalently, z(m,n; s, t) is the largest number of 1’s in an m × n matrix
with all entries 0 or 1 containing no s× t submatrix consisting entirely of 1’s.

A result of Kővári, Sós and Turán [19] says that

z(m,n; s, t) = O(mn1−1/s + n),

where the implied constant depends only on s and t (a convention that we adopt throughout). If
we swap the roles of m and n and of s and t, we also obtain the bound

z(m,n; s, t) = O(nm1−1/t +m).

Assuming that s ≤ t, the point where the second bound becomes better than the first is when m
is on the order of nt/s. It turns out that this crossover point is critical to the problem, in that a
lower bound for z(nt/s, n; s, t) which matches the upper bound up to a constant implies, by a simple
sampling argument, a lower bound for z(m,n; s, t) which is tight up to the constant for all m.

These observations give rise to the following attractive question.

Question 1.1. Is it the case that for any fixed s and t with 2 ≤ s ≤ t and any m ≤ nt/s,

z(m,n; s, t) = Ω(mn1−1/s)?

In light of this question, our current state of knowledge about lower bounds for the Zarankiewicz
problem seems rather weak. The classic result in the area is due to Kollár, Rónyai and Szabó [18],
who showed1 that for any s there exists t such that

z(n, n; s, t) = Ω(n2−1/s).

In their work, it suffices to take t ≥ s! + 1, a bound that was subsequently improved by Alon,
Rónyai and Szabó [2] to t ≥ (s − 1)! + 1. Unfortunately, this only furnishes a complete answer to
Question 1.1 in two cases, when s = t = 2 and when s = t = 3 (and both of these cases were well
understood much earlier [4, 11]). However, a result of Alon, Mellinger, Mubayi and Verstraëte [1]
shows that Question 1.1 also has a positive answer for s = 2 and arbitrary t.

1Their result actually gives something considerably stronger, namely, a graph with n vertices and Ω(n2−1/s) edges
containing no copy of Ks,t with no regard for how it is oriented in the graph. However, the corollary stated here is
all that is relevant to our discussion.
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Theorem 1.2 (Alon–Mellinger–Mubayi–Verstraëte [1]). For any fixed t ≥ 2 and any m ≤ nt/2,

z(m,n; 2, t) = Ω(mn1/2).

In recent years, alternative proofs of the Kollár–Rónyai–Szabó theorem, though with weaker
control on t, were found by Blagojević, Bukh and Karasev [3] and by Bukh [5] using constructions
where adjacency is determined by a randomly chosen algebraic variety. The first traces of this
random algebraic method go back some way, to work of Matoušek [20] in discrepancy theory, but it is
the variant originating with Bukh [5], and developed further by the author [8], that has proved most
useful. For instance, it has led to considerable progress [6, 9, 13, 14, 15, 16, 17] on the celebrated
rational exponents conjecture of Erdős and Simonovits [12], amongst other applications [7, 10].
Our main result, a general lower bound for z(m,n; s, t) valid over a broad range of m, is another
application of the random algebraic method, though in a new, arguably simpler, form that returns
quantitative estimates not at present available through the application of Bukh’s method.

Theorem 1.3. For any fixed 2 ≤ s ≤ t and any m ≤ nt1/(s−1)/s(s−1),

z(m,n; s, t) = Ω(mn1−1/s).

This may be seen as partial progress on Question 1.1, even if it leaves considerable room for
improvement (except in the s = 2 case, where it agrees with Theorem 1.2). On the other hand,
we note that the only previous results dealing with lower bounds when m = ω(n) are a result of
Matoušek [20] and a result of Alon, Rónyai and Szabó [2], which subsumes that of Matoušek, saying

that the conclusion of Theorem 1.3 holds for any fixed s ≥ 2 and t ≥ s! + 1 and any m ≤ n1+1/s.
Our result only begins to match the Alon–Rónyai–Szabó result when t is roughly s2s, but rapidly
improves on it for larger t.

2. Random polynomials and varieties

Let q be a prime power and let Fq be the finite field of order q. We will consider polynomials
in t variables over Fq, writing any such polynomial as f(X), where X = (X1, . . . ,Xt). We let Pd

be the set of polynomials in X of degree at most d, that is, the set of linear combinations over Fq

of monomials of the form Xa1
1 · · ·Xat

t with
∑t

i=1 ai ≤ d. By a random polynomial, we just mean
a polynomial chosen uniformly from the set Pd. One may produce such a random polynomial by
choosing the coefficients of the monomials above to be random elements of Fq.

The next lemma estimates the probability that a randomly chosen polynomial from Pd passes
through each of m distinct points. This is very similar to a result of Bukh [5], but there is a crucial

difference, in that we are interested in whether our random polynomial passes through points in F
t
q,

where Fq is the algebraic closure of Fq, and not just Ft
q.

Lemma 2.1. Suppose that q >
(m
2

)

and d ≥ m− 1. If f is a random t-variate polynomial of degree

d over Fq and x1, . . . , xm are m distinct points in F
t
q, then

P[f(xi) = 0 for all i = 1, . . . ,m] ≤ 1/qm.

Proof. Let xi = (xi,1, . . . , xi,t) for each i = 1, . . . ,m. We choose elements a2, . . . , at ∈ Fq such that

xi,1 +
∑t

j=2 ajxi,j is distinct for all i = 1, . . . ,m. To see that this is possible, note that there are

exactly
(m
2

)

equations

xi,1 +

t
∑

j=2

ajxi,j = xi′,1 +

t
∑

j=2

ajxi′,j,

each with at most qt−2 solutions (a2, . . . , at). Therefore, since the total number of choices for
(a2, . . . , at) is qt−1 and qt−1 > qt−2

(

m
2

)

, we can make an appropriate choice.
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We now consider P ′

d, the set of polynomials of degree at most d in Z, where Z1 = X1+
∑t

j=2 ajXj

and Zj = Xj for all 2 ≤ j ≤ t. Since this change of variables is an invertible linear map, P ′

d is
identical to Pd. It will therefore suffice to show that a randomly chosen polynomial from P ′

d passes
through all of the points z1, . . . , zm corresponding to x1, . . . , xm with probability at most q−m. For
this, we will need the fact that, by our choice above, zi,1 6= zi′,1 for any 1 ≤ i < i′ ≤ m.

For any f in P ′

d, we may write f = g + h, where h contains all monomials of the form Zj
1 for

j = 0, 1, . . . ,m − 1 and g contains all other monomials. For any fixed choice of g, there is exactly
one choice of h with coefficients in Fq such that f(zi) = 0 for all i = 1, . . . ,m, namely, the unique
polynomial of degree at most m−1 which takes the value −g(zi) at zi,1 for all i = 1, 2, . . . ,m, where
uniqueness follows from the fact that the zi,1 are distinct. Therefore, the number of choices for h
with coefficients in Fq is either 0 or 1. Since this is out of a total of qm possibilities, we see that the
probability f passes through all of the zi is at most q−m, as required. �

Despite yielding quantitative results that were unavailable to earlier versions of the random
algebraic method, our method relies on rather less input from algebraic geometry. Recall that a
variety over an algebraically closed field F is a set of the form

W = {x ∈ F
t
: f1(x) = · · · = fs(x) = 0}

for some collection of polynomials f1, . . . , fs : F
t
→ F. The variety is irreducible if it cannot be

written as the union of two proper subvarieties. The dimension dimW of W is then the maximum
integer d such that there exists a chain of irreducible subvarieties of W of the form

∅ ( {p} ( W1 ( W2 ( · · · ( Wd ⊂ W,

where p is a point. The following three standard lemmas about varieties will suffice for our purposes.

Lemma 2.2. Every variety W over an algebraically closed field F with dimW ≥ 1 has infinitely

many solutions.

Lemma 2.3. Suppose that W is an irreducible variety over an algebraically closed field F. Then,

for any polynomial g : F
t
→ F, W ⊆ {x : g(x) = 0} or W ∩ {x : g(x) = 0} is a variety of dimension

less than dimW .

Lemma 2.4 (Bézout’s theorem). If, for a collection of polynomials f1, . . . , ft : F
t
→ F, the variety

W = {x ∈ F
t
: f1(x) = · · · = ft(x) = 0}

has dimW = 0, then

|W | ≤
t

∏

i=1

deg(fi).

Moreover, for a collection of polynomials f1, . . . , fs : F
t
→ F, the variety

W = {x ∈ F
t
: f1(x) = · · · = fs(x) = 0}

has at most
∏s

i=1 deg(fi) irreducible components.

3. Proof of Theorem 1.3

Fix d = ⌈t1/(s−1)⌉− 1 and ℓ = ⌊ 1
2dq

(d+1)/(s−1)⌋. Consider the bipartite graph between sets U and
V , where V may be viewed as a copy of Fs

q for some prime power q and U has order ℓ, each vertex
ui of which is associated to an (s− 1)-variate polynomial fi of degree at most d with coefficients in
Fq. Each ui is then joined to the set of points

Si = {(x1, . . . , xs−1, fi(x1, . . . , xs−1)) : x1, . . . , xs−1 ∈ Fq}
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in V . Note that, for any 1 ≤ j ≤ s and 1 ≤ i1 < · · · < ij ≤ k,

Si1 ∩ · · · ∩ Sij = {(x1, . . . , xs) : xs = fi1(x1, . . . , xs−1) = · · · = fij(x1, . . . , xs−1)}.

This intersection therefore has the same size as Ti1,i2 ∩ · · · ∩ Ti1,ij , where

Ti,i′ = {(x1, . . . , xs−1) : (fi − fi′)(x1, . . . , xs−1) = 0}.

Our aim now is to show that there is a choice of fi for i = 1, . . . , ℓ such that, for any 1 ≤ j ≤ s and
1 ≤ i1 < · · · < ij ≤ ℓ, the intersection Ti1,i2 ∩ · · · ∩Ti1,ij has dimension at most s− j. To do this, we
will pick the fi in sequence and show, by induction, that for every 1 ≤ k ≤ ℓ, there exist f1, . . . , fk
such that Ti1,i2 ∩· · ·∩Ti1,ij has dimension at most s− j for any 1 ≤ j ≤ s and 1 ≤ i1 < · · · < ij ≤ k.

To begin the induction, we let f1 be any (s− 1)-variate polynomial of degree d. In this case, the
condition that the intersection Ti1,i2 ∩ · · · ∩Ti1,ij have dimension at most s− j for all 1 ≤ j ≤ s and
1 ≤ i1 < · · · < ij ≤ k is degenerate, but can be meaningfully replaced by the observation that the
set of all (x1, . . . , xs−1), corresponding to the trivial intersection, equals Fs−1

q , which has dimension
s− 1, as required.

Suppose now that f1, . . . , fk−1 have been chosen consistent with the induction hypothesis. We
would like to pick fk so that for any 1 ≤ j ≤ s and 1 ≤ i1 < · · · < ij−1 < k, the intersection
Ti1,i2 ∩ · · · ∩ Ti1,ij−1 ∩ Ti1,k has dimension at most s− j. For now, fix 1 ≤ j ≤ s and 1 ≤ i1 < · · · <
ij−1 < k and note, by the induction hypothesis, that Ti1,i2 ∩ · · · ∩ Ti1,ij−1 has dimension at most
s− j + 1.

Split the variety Ti1,i2 ∩ · · · ∩ Ti1,ij−1 into irreducible components W1, . . . ,Wr and suppose that
Wa is a component of dimension s − j + 1 ≥ 1. By Lemma 2.2, Wa has infinitely many points
when considered as a variety over F. Fix d+ 1 points w1, . . . , wd+1 on Wa. For any (s− 1)-variate
polynomial f , write

Ti1,f = {(x1, . . . , xs−1) : (f − fi1)(x1, . . . , xs−1) = 0}.

By Lemma 2.3, we see that if dimWa ∩ Ti1,f = dimWa, then Ti1,f (F) must contain all of Wa and,
in particular, each of w1, . . . , wd+1. Therefore, for a random (s− 1)-variate polynomial f of degree
d, the probability that Wa ∩ Ti1,f does not have dimension at most s− j is at most the probability
that the polynomial f − fi1 passes through all of w1, . . . , wd+1, which, by Lemma 2.1, is at most

q−(d+1).
Since, by Lemma 2.4, the number of irreducible components of Ti1,i2 ∩ · · · ∩ Ti1,ij−1 is at most

ds−1, this implies that the probability Ti1,i2 ∩ · · · ∩ Ti1,ij−1 ∩ Ti1,f does not have dimension at most

s − j is at most ds−1q−(d+1). By taking a union bound over the at most ℓs−1 choices for j and
i1, . . . , ij−1, we see that the probability there exists 1 ≤ j ≤ s and 1 ≤ i1 < · · · < ij−1 < k such that

Ti1,i2∩· · ·∩Ti1,ij−1∩Ti1,f does not have dimension at most s−j is at most ℓs−1ds−1q−(d+1) < 1 for q
sufficiently large. Therefore, there exists an (s−1)-variate polynomial f of degree at most d such that
Ti1,i2∩· · ·∩Ti1,ij−1∩Ti1,f has dimension at most s−j for any 1 ≤ j ≤ s and 1 ≤ i1 < · · · < ij−1 < k,
so taking fk = f completes the induction.

To conclude the proof of Theorem 1.3, we note that for any 1 ≤ i1 < · · · < is ≤ ℓ the intersection
Ti1,i2 ∩ · · · ∩ Ti1,is has dimension zero, so, by Bézout’s theorem, Lemma 2.4, the number of points
in the intersection is at most ds−1 < t. That is, for any 1 ≤ i1 < · · · < is ≤ ℓ, the intersection
Si1 ∩ · · · ∩ Sis has at most t − 1 points, so there is no copy of Ks,t with s vertices in U and t

vertices in V . Since |U | = ℓ = Ω(q(d+1)/(s−1)), |V | = qs and |E| = ℓqs−1, we therefore have, for

m0 := m0(n) = n(d+1)/s(s−1) ≥ nt1/(s−1)/s(s−1), that

z(m0, n; s, t) = Ω(m0n
1−1/s)

when n is of the form qs with q a prime power. By interpolating between prime powers, we can easily
extend this result to all n. Finally, for any m ≤ m0, we can verify that z(m,n; s, t) = Ω(mn1−1/s)
by choosing a random subset U ′ of U of order m and noting that the expected number of edges
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between U ′ and V is Ω(mn1−1/s). Therefore, there must exist some choice for U ′ such that the

number of edges between U ′ and V is Ω(mn1−1/s), demonstrating the required lower bound.

Remark. It is worth remarking that the method becomes a little simpler if we instead consider

Si = {x ∈ Fs
q : fi(x) = 0}

for random s-variate polynomials fi of degree at most d with coefficients in Fq. There is, however,
a small tradeoff in the bound, in that it only allows us to determine a tight bound for z(m,n; s, t)

for m ≤ nt1/s/s(s−1) rather than m ≤ nt1/(s−1)/s(s−1). The difference is quite similar to the difference
between the norm graphs of [18] and the projective norm graphs of [2].

4. Concluding remarks

The result of Alon, Mellinger, Mubayi and Verstraëte, Theorem 1.2, implies that z(n, nt/2; t, t) ≥
z(n, nt/2; t, 2) = Ω(n(t+1)/2). By replacing n with n2/t, we see that z(n2/t, n; t, t) = Ω(n1+1/t), which
agrees with the upper bound up to a constant. By the usual sampling argument, this yields the
following corollary.

Corollary 4.1. For any fixed t ≥ 2 and any m ≤ n2/t,

z(m,n; t, t) = Ω(mn1−1/t).

That is, there is an asymptotically tight estimate for the Zarankiewicz problem when s = t and
one side is much larger than the other (and, crucially, in the non-trivial range where m = ω(n1/t)

and z(m,n; t, t) = ω(n)). A tight lower bound for z(m,n; s, t) for all m ≤ nt/s would similarly

provide a tight lower bound for z(m,n; t, t) for all m ≤ ns/t. However, we believe this will be
difficult, or perhaps even impossible, to achieve for s ≥ 3. In particular, the first open case of
Question 1.1, where s = 3 and t = 4, seems hard.
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