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Dynamics of bond breaking and formation in polyethylene near shock front
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In a systematic study of shock wave propagating in crystalline polyethylenes using molecular dynamics
method and the electron force field (eFF) potential, we show that microscopic structure of shock front is
significantly affected by the anisotropy of long carbon chain and the bond breaking and recombination dynamics.
However, macroscopic properties measured in Hugoniot experiments, such as compression ratio and shock
velocity, are not sensitive to carbon chain anisotropy and bond dynamics. Our work also display that hydrogen
molecules are formed when the piston speed is in the region between 10 km/s and 30 km/s. However,
carbon-hydrogen pair distribution function does not display an indication of carbon-hydrogen phase segregation.
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I. INTRODUCTION

Shock wave has fundamental significance in the fields of
inertial confinement fusion (ICF) [1–4], high-energy-density
physics (HEDP) [5,6], compressible turbulences [7–9], and
astrophysics [10,11], as it is the most practicable and efficient
way to generate conditions of extremely high pressure and
high temperature. Hydrocarbon materials are widely used as
ablating materials of targets in ICF. They were also used to
demonstrate phase separation at carbon-rich planetary interior
conditions [12,13]. Therefore, propagation of shock waves in
hydrocarbons is an important scientific issue, which, however,
has not been thoroughly investigated.

In addition to the extreme condition which is far from
equilibrium near the shock front [14–16], propagation of
shock waves in hydrocarbons is also accompanied by a series
of complex processes such as bond breaking, bond recombina-
tion, molecule formation, as well as phase transition and phase
separation. The various time scale of these processes and the
far-from-equilibrdium condition make the propagation more
intricate, and also more interesting.

Molecular dynamics (MD) simulations have been proved
to be a valid way to investigate dynamical processes of
shock wave at atomistic scale. The simulations are usually
carried out using a variety of force fields or potentials such as
embedded-atom method (EAM) potential [17], adaptive inter-
molecular reactive empirical bond order (AIREBO) [18,19],
tight-binding molecular dynamics (TBMD) [20,21], and elec-
tron force field (eFF) [22,23]. However, for shock waves
generated by strong lasers, which are typical in ICF and
relevant experiments, charge transfer and strong ionization of
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electrons as well as bond breaking and recombination in the
vicinity of the far-from-equilibrium shock front are important
features [23]. This makes the eFF method a preferred choice to
illustrate nonequilibrium dynamical properties of shock waves
propagating in hydrocarbons.

The eFF method is a first-principles-based method pro-
posed by Su and Goddard [22]. It describes electrons using
floating spherical Gaussian orbitals and treats nuclei as clas-
sical point-charge particles. The expression of Pauli terms in
the eFF method plays a crucial role for a relatively accurate
description of formation and breaking of valence bonds. Un-
der high temperature and high-energy-density conditions, the
eFF method prevents over-expansion of electron wave packets
by adding a harmonic constraint, which makes the description
of electronic excitation more reasonable under these extreme
conditions. With all these features, there are several successful
examples of this method in the study of dense plasmas and
shock propagations [22–26].

In this work, we present a systematic study of dy-
namical properties of shock waves propagating in crystal
polyethylenes (PE) using the MD method together with the
eFF potential. We show that microscopic structure of shock
front is significantly affected by the anisotropy of long carbon
chain and the bond breaking and recombination dynamics.
However, macroscopic properties measured in Hugoniot ex-
periments, such as compression ratio and shock velocity, are
not sensitive to carbon chain anisotropy and bond dynamics.
Our work also display that hydrogen molecules are formed
when the piston speed is in the region between 10 km/s and
30 km/s. However, pair distribution functions of carbon and
hydrogen do not display an indication of phase segregation of
any kinds.

The rest of this article is organized as follows. Methodol-
ogy and simulation details are presented in Sec. II. Numerical

2470-0045/2020/102(2)/023207(10) 023207-1 ©2020 American Physical Society

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Caltech Authors - Main

https://core.ac.uk/display/345074551?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://orcid.org/0000-0002-7405-1578
https://orcid.org/0000-0001-9989-0485
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevE.102.023207&domain=pdf&date_stamp=2020-08-17
https://doi.org/10.1103/PhysRevE.102.023207


HAO LIU et al. PHYSICAL REVIEW E 102, 023207 (2020)

results and discussions are shown in Sec. III. Section IV
concludes the entire work with a short summary.

II. METHODOLOGY AND COMPUTATIONAL DETAILS

Propagation of shock waves in PE is simulated using
the eFF [22] method implemented in the parallel molecular
dynamics code LAMMPS [27]. Nuclei in eFF are modeled
as classical point-charge particles, while electrons are repre-
sented in the form of electronic wave functions. The wave
function of each electron in eFF is approximated as a floating
Gaussian wave packet,

�(r) ∝ exp

{
−

[
1

s2
− 2ps

s

i

h̄

]
(r − x)2 − i

h̄
px · r

}
, (1)

where s represents the size of wave packets, x is the center
position of the wave packet, and ps and px are corresponding
momentums of s and x. Substituting Eq. (1) into the time-
dependent Schrödinger equation, the evolution equation of
electrons can be derived as

ṗx = −∂V

∂x
, px = meẋ,

ṗs = −∂V

∂s
, ps = 3

4
meṡ, (2)

where V = Vii + Vie + Vee + EKE + EPR is the total energy, Vii,
Vie, and Vee are pairwise Coulomb interactions between nuclei
and electrons, EKE is the kinetic energy of wave packets,
and EPR is the Pauli exclusion energy term of electrons (as
fermions.) It is a key ingredient to describe bond formation
and breaking in the eFF method.

A zigzag-chain hydrocarbon molecule C12H26 is used in
the simulation to approximately describe the dynamics of PE
following Theofanis et al. [26]. Before creating a large-size
system to simulate the propagation of shock waves, a small
super cell of C12H26 was built first and the structure was suf-
ficiently relaxed to equilibrium to minimize artificial stresses.
The super cell has a size of 13.86 Å(x)×9.44 Å(y)×30.84 Å(z)
and a corresponding density of 0.95g/cm3. It contains two
carbon chains consisting of 24 carbon nuclei, 52 hydrogen
nuclei and 196 electrons. The carbon chain in the super cell
is placed along the z axis, as displayed in Fig. 1(a). Large
systems to be shocked are then constructed by replicating the
super cell in three dimensions.

Two large systems are constructed from the small cell to il-
lustrate dynamical features arising from different orientations
of carbon chains. In one of the system, the shock direction
is placed perpendicular to the carbon chain, i.e., along the
x axis, and it is labeled as “lateral shock” case hereafter,
as displayed in Fig. 1(b). The system has a dimension of
1239.34 Å×28.30 Å×30.84 Å, containing 90×3×1 super
cells (73 032 particles.) In the other case, the shock direction
is parallel to the carbon chain, i.e., along the z axis, which is
called “longitudinal shock” case, as shown in Fig. 1(c). The
system contains 2×3×45 super cells with 73 440 particles.
Its dimension is 27.71Å×28.32 Å×1382.5 Å. Since artificial
stresses could be introduced during the construction of the
large system, a Nose-Hoover thermostat [28] is used to control
the temperature of the whole system at 300 K for 1750 fs
before the propagation of shocks starts.

(b) Lateral shock

(c) Longitudinal shock

(a) Supercell of C12H26
z

yx

z

x

x

z

Carbon
Hydrogen
Electron

FIG. 1. Schematic illustration of the polyethylene system, where
panel (a) is the supercell of C12H26 used to construct large systems for
the propagation of shockwaves. Red, blue, and green beads represent
carbon nuclei, hydrogen nuclei, and electrons, respectively; panels
(b) and (c) display the relation of carbon chain’s orientation to the
propagation direction of shock waves. Bonds are shown as red lines.

It should be noted that the eFF method consumes sig-
nificantly more central-processing-unit (CPU) time than a
conventional MD calculation. A benchmark from LAMMPS
website shows that it is roughly 300 times slower (CPU time
per time step per particle) than a conventional Lennard-Jones
potential, as it takes electrons’ motion into consideration [29].
A time step on the order of an attosecond is required to capture
the continuous trajectory of electrons, when the true electronic
mass is used in the simulation. To take a larger time step in
the simulations and save computing resources, the electron
mass was set as 1 amu rather than the true electron mass of
0.00055 amu in previous works [30]. This choice is fine for
equilibrium systems since electron mass has minor effect on
“static” properties of the system, such as chemical structures
and thermal quantities. However, the choice of electron mass
has a significant influence on the “dynamic” aspects of the
system because the relaxation time is directly related to elec-
tron mass. To investigate the influence of electron mass, test-
ing simulations with me = 0.01 amu and me = 0.00055 amu
are performed. Results show that a larger electron mass leads
to a faster shock wave and accelerates the bond breaking and
recombination processes. Therefore, the true electron mass of
0.00055 amu is used in all the simulations, even though a high
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computational cost is incurred. The time step in simulations is
set to be 0.2 attosecond accordingly.

Reflecting boundaries are used at the right end of the
simulation box along the shock direction. The boundaries
act as “momentum mirrors” for those particles crossing the
boundary in one time step. A reflecting wall moving at a
constant speed vp is used as a piston to drive the shock wave
from left to right, which is similar to those used in previous
works [23,31]. The vp explored in this work is 2.5 km/s,
5 km/s, 10 km/s, 15 km/s, 20 km/s, and 30 km/s. Along
other two directions periodic boundaries are employed.

To illustrate nonequilibrium dynamical effects in the vicin-
ity of the shock front, the simulation box is divided into a
series of slices along the shock direction to get the statistics
of various quantities. The thickness of each slice is 1.59 Å,
i.e., 3.0 Bohr. Thermodynamical quantities such as density,
temperature, and pressure in each slice are calculated as
statistical averages [32]. Note that, since electrons in the eFF
method is considered as wave packets, there is an extra degree
of freedom for the size s of the wave packet, in addition to
their three translational degrees of freedom. Therefore, the
electronic temperature Te in eFF is calculated as [30]

Te = 1

4NekB

Ne∑
i

me

(
v2

x,i + 3

4
v2

s,i

)
, (3)

where Ne is the number of electrons in a slice, kB is the
Boltzmann constant, vx,i is the translational velocity of the ith
particle, and vs,i is the variation rate of the wave-packet size.

III. RESULTS AND DISCUSSIONS

A. Thickness of the shock front

It is generally difficult to detect fine structures of dynam-
ical processes near a shock front in experiments, since the
shock front is usually confined in a thin layer and physical
properties change sharply across the shock front. The thick-
ness δ of a shock front is one of the few physical quantities that
might be experimentally measured. From theoretical point of
views, the definition of δ is not unique, since several physical
quantities, such as density, temperature, and velocity, have
a sharp jump across the shock front. Each of them can be
used to define a δ. As displayed in the sublet of Fig. 2(a), we
use the scale length of density variation as the definition of
δ [33], since optical reflectivity method is the most common
way to measure δ in experiments [34–37]. It is based on
detecting the change of electronic number densities near the
shock front. Other ways to define δ are also possible. These
various definitions might give different δ magnitudes, but they
in general should be on the same order of magnitude.

Figure 2 shows the density profile along the shock direction
for various vp, where (a) is for lateral shocks and (b) is for
longitudinal shocks. The thickness δ of the shock front can
then be measured from the profiles, as listed in Table I. Also
listed in the table are shock velocities vs, which are calculated
as the distance traveled by the shock front divided by the
traveling time. Compression ratios η of the shock wave can be
obtained through the density continuity as η = vs/(vs − vp).
It is noticed that, in addition to the sharp density change
at the shock front, a small increase in density can also be
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FIG. 2. Density ρ variations along the shock direction at selected
vp, where panels (a) and (b) correspond to lateral and longitudinal
shocks, respectively. Note that in panel (b) the scale of the z axis for
vp = 2.5 km/s is displayed on the top of the figure.

observed behind the shock front of strong shocks, i.e., shocks
with vp � 20 km/s. This is an indication of some slow
relaxation processes behind the shock front, which will be
further discussed in the following sections. This slow increase
also causes uncertainties if one measures η as the density ratio
at both ends of the abscissa in Fig. 2.

For both lateral and longitudinal shocks, η and vs are
roughly the same for a given vp. This shows that the ori-
entation of carbon chains does not affect the macroscopic
propagation speed and compression of shock waves. This
phenomenon should be quite general, although it is observed
through our model PE systems, since the orientation of carbon
chains does not change the number and type of chemical

TABLE I. Compression ratio η, thickness of shock front δ, and
speed of shockwave vs under lateral and longitudinal shocks at
selected piston speed vp.

Lateral shock Longitudinal shock

vp δ vs δ vs

(km/s) η (Å) (km/s) η (Å) (km/s)

2.5 1.43 9.0 8.31 1.48 71.4 7.71
5 1.89 5.3 10.62 1.85 23.8 10.88
10 2.34 5.3 17.46 2.37 10.6 17.30
15 2.75 4.2 23.57 2.77 6.9 23.47
20 3.18 5.3 29.17 3.15 6.9 29.30
30 4.01 10.1 39.97 3.79 16.4 40.75
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bonds. After the sweep of the shock, the final energetic and
thermal states should be roughly the same when all chemical
and physical processes are completed.

However, microscopic fine structures of shock fronts are
strongly affected by the local structure. For example, with the
increase of vp, δ first decreases to a minimum and then in-
creases for both lateral and longitudinal shocks. This behavior
of δ can be qualitatively understood by Landau’s theory of
shock front thickness [38], which pointed out that δ ∝ �p−1

for weak shock waves and δ ∝ l for strong shock waves. Here,
�p is the pressure difference across the shock front, and l is
an average mean free path in the vicinity of the shock front.
In a coordinate system moving with the shock front, l of a
strong shock wave basically represents the penetrating depth
relating to high temperature materials after the shock front
penetrating into low temperature materials before the shock
front. A theoretical model of l further shows that l ∝ M, the
Mach number [39]. So, for weak shock waves, where vp is
relatively low, δ is controlled by the compression effect of
shock waves, which reduces δ. While for strong shock waves,
where the compression effect is limited to η ∼ 4, δ is then
determined by the thermal heating of shock waves, which
makes δ increase with vp.

Figure 2 also shows that δ under longitudinal shock is
about 8 times larger than that under lateral shock at vp =
2.5 km/s, which is attributed to the anisotropic distribution of
C-C bonds. At a low piston speed of vp = 2.5 km/s, the struc-
ture of a carbon chain is not destroyed yet. Interaction between
carbon atoms along the carbon chain is much stronger than
those interactions on other directions, which means that it is
much easier to compress the PE at places where no C-C bonds
are presented, and the increasing of density near the shock
front is mainly provided by the compression between chains.
The characteristic scale of density change is then much larger
under longitudinal shocks than that under lateral shocks.

B. Distribution of thermodynamical quantities

In addition to the behavior of δ, thermodynamical quanti-
ties in the vicinity of the shock front are also strongly affected
by the anisotropy of carbon chains, especially for weak shock
waves. Figure 3 shows the profile of pressure components
near the shock front at vp = 2.5 km/s, where Pzz is the
pressure component along the carbon chain. It shows that
Pzz is significantly smaller than other components behind the
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FIG. 3. Profiles of pressure components along the shock direc-
tion under lateral (a) and longitudinal (b) shock at vp = 2.5 km/s.
Pzz is the pressure component along the carbon chain.

shock front for the lateral shock, while the profiles of pressure
components are nearly the same for the longitudinal shock.

Pressure components behind the shock front at different
vp are listed in Table II. Also listed are degrees of pressure
anisotropy α, defined as α = 2Pzz/(Pxx + Pyy), with Pzz along
the direction of the carbon chain. Table II shows that the
degree of anisotropy is attenuated with increasing vp, resulted
from the dissociation of carbon chains. The chain structure
is nearly undamaged at vp = 2.5 km/s, as we shall show in
the next subsection. So the degree of anisotropy for pressure
components is the largest. With the increasing of vp, the
carbon chain gradually breaks into smaller pieces, making the
system more isotropic.

However, anisotropy effect on the overall propagation of
shock waves is not significant. Table I shows that even at
vp = 2.5 km/s, compression ratio η and shock velocity vs

TABLE II. The value of pressure components behind the shock front for lateral and longitudinal shock. Pxx , Pyy, and Pzz correspond to
diagonal element of pressure tensor; Pzz is the pressure component along the direction of carbon chain. α = 2Pzz/(Pxx + Pyy ) is a parameter
measuring the degree of pressure anisotropy.

Lateral shock Longitudinal shock

vp Pxx Pyy Pzz α Pxx Pyy Pzz α

(km/s) (GPa) (GPa) (GPa) (GPa) (GPa) (GPa)

2.5 17 19 9 0.5 15 16 18 1.16
5 45 47 35 0.76 45 45 48 1.07
10 140 145 110 0.77 147 147 14 1.00
15 270 270 240 0.89 275 275 275 1.00
20 420 420 420 1.00 425 425 425 1.00
30 880 880 880 1.00 820 820 820 1.00
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FIG. 4. Profiles of temperature components along the shock di-
rection under lateral (a) and longitudinal (b) shock at vp = 30 km/s.
The subscripts C, H, and e correspond to the temperature components
of carbon nuclei, hydrogen nuclei, and electrons, respectively, and
the subscripts ⊥ and ‖ correspond to the temperature components
perpendicular and parallel to the shock direction, respectively. The
s in the subscript represents the temperature component associated
with the size of electronic wave packets.

are quite similar at the same vp no matter the PE system is
under lateral or longitudinal shock. This implies that Hugoniot
measurements, which usually measure vs, may be difficult to
demonstrate the anisotropic effect caused by the orientation of
carbon chains in the sample.

Temperature profiles carry the information of energetic
relaxation and chemical reactions near the shock front. Since
the system is composed of much more particle species than
those in a deuterium system, temperature profiles afford more
microscopic features. For shocks driven by high vp, the feature
of temperature profiles is quite similar to what we observed in
deuterium system [23] with the same simulation technique.
Figure 4 shows the temperature profiles at vp = 30 km/s
as an example. It shows that all temperature components of
carbon and hydrogen have a high “overshoot” peak at the
shock front. Similar to shocks in deuterium simulated using
the eFF method, this feature is caused by the combination of
kinetic energy relaxation and fast bond breaking processes.

Figure 4 also shows that electronic temperature compo-
nents perpendicular and parallel to the propagation direction
of shock do not separate as ions do, and they are always
smaller than the ionic temperature in the downstream region.
This agrees with the previous findings in deuterium [23]
simulated using the eFF method, and suggests that distin-
guishing ionic temperature and electronic temperature in the
hydrodynamical modeling of the ICF implosion process is
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FIG. 5. Profiles of temperature components along the shock di-
rection under lateral (a) and longitudinal (b) shock at vp = 10 km/s.
The meaning of subscripts is the same as that in Fig. 4.

necessary. Note that, equilibrium between electrons and ions
is not reached in our simulations due to limit length of the
PE system. The Te therefore does not equal to the ionic
temperature on the left side of the figures.

Temperature profiles at vp = 10 km/s are displayed in
Fig. 5. Its feature is typical for weak shocks propagating in PE.
It is noticed that an important characteristic of the temperature
profile is that the parallel and perpendicular temperature com-
ponents of hydrogen do not separated as those under strong
shocks. Instead, the two components are close to each other,
suggesting that there is no relaxation of kinetic energy among
different directions. As we shall show in the next subsection,
at vp = 10 km/s, the C-C bonds and C-H bonds are broken.
So, this feature actually implies that energy delivered by the
shock wave is first used to break bonds.

C. Structures of carbon chain

An important advantage of the eFF method in the study
shock waves is that bond formation and breaking processes
can be captured based on dynamical behaviors of electrons,
rather than based on prescribed bonding formation conditions
in conventional classical MD simulations. Radial distribution
functions (RDF) are used to reveal the change of microscopic
structures in the hydrocarbon material. We calculate the RDF
following

gαβ (r) = V

N2

〈∑
i(α)

∑
j(β )

δ(r − ri j )

〉
, (4)

023207-5



HAO LIU et al. PHYSICAL REVIEW E 102, 023207 (2020)

0

1

2

3

4

0

1

2

3

4

5
g C

C
(r

)

0 1 2 3 4 5 6

(b)

(a)

r (Å)

2.5km/s
5km/s

10km/s
15km/s
20km/s
30km/s

2.5km/s
5km/s

10km/s
15km/s
20km/s
30km/s

FIG. 6. Profiles of C-C RDF behind the shock front under lateral
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where V is the volume of interest, N is the particle number in
the volume, and i(α) and j(β ) are particle indexes of type α

and β, respectively.
gCC (r)’s, namely, RDFs of carbon-carbon, far behind the

shock front (downstream) are given in Fig. 6, where Fig. 6(a)
is for lateral shocks and Fig. 6(b) is for longitudinal shocks.
The first peak at r = 1.53 Å corresponds to the C-C bonds in
hydrocarbon chains. The height of the peak decreases with the
increase of vp, indicating that more C-C bonds are broken at
increasing vp. In addition, there are two peaks at r ≈ 2.65 Å
and 3.97 Å at low vp, corresponding to the second and the
third nearest carbon atoms along the carbon chain. With the
increase of vp, these peaks gradually disappear, showing that
the hydrocarbon system transforms from crystalline to liquid
or gas states as vp increases. Comparing gCC under lateral
shock with that under longitudinal shock, Fig. 6 shows that
gCC has more peak structures at larger r for lateral shock
at vp < 15 km/s. This suggests that lateral shock at low vp

causes less deformation or breaking of carbon chains.
gCH(r)’s (RDFs of carbon-hydrogen) are displayed in

Fig. 7. The first peak at r = 1.11 Å corresponds to the C-H
bonds in the carbon chain. The trend of C-H bond breaking
is similar to that of C-C bonds. However, the difference of
gCH between lateral shock and longitudinal shock is less
significant. This is because C-H bonds are much weaker than
C-C bonds. They are much easier to leave their equilibrium
places due to heating effect of the shock.

Recently, phase separation of carbon and hydrogen in hy-
drocarbon materials has attracted much attention [13,40,41].
It is considered as a necessary premise for the formation of
diamonds. If such phase separation happened, there would
be a plateau appearing on the right side of the gCH curve.
Otherwise, gCH would approach 1 at large r in a homogeneous
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FIG. 7. Profiles of C-H RDF behind the shock front under lateral
(a) and longitudinal (b) shock at selected vp.

system. Figure 7 shows that gCH is roughly equal to 1, and
no plateau is observed for vp > 10 km/s, when the system is
melted. These results are partially in agreement with experi-
ments on polyethylene [41], in which no phase separation was
observed.

Since RDF can only qualitatively illustrate the formation
and breaking of bonds, it is necessary to use the number
distribution of hydrocarbon chains of various lengths to quan-
titatively describe the effect of shock waves on bond formation
and breaking. The bonding criteria used in this work are as
follows. For any two carbon nuclei at a distance r, there is a C-
C bond between them if LCC − δLCC � r � LCC + δLCC, and
simultaneously there are two bonding electrons of different
spins inside the sphere centered at the middle of the two
nuclei with the radius δrCC = 0.16 Å. Here, LCC = 1.58 Å
is the length of a C-C bond, δLCC = 0.16 Å is the possible
length variation of a C-C bond. The bonding criteria for
H-H bond was defined in a similar way with LHH = 0.74 Å,
δLHH = 0.11 Å and δrHH = 0.11 Å. The criteria for C-H bond
are slightly different from those of C-C and H-H bonds since
carbon has 4 valence electrons while hydrogen has only 1
valence electron. The bonding electron pair is then located at a
distance from hydrogen four times of the distance from carbon
to approximately maintain the force balance. The parameters
for C-H bond are chosen as LCH = 1.07 Å, δLCH = 0.16 Å and
δrCH = 0.16 Å. We use bond number per unit mass instead of
bond number density per unit volume to describe the ratio of
bond breaking considering the particle number density varies
greatly on the two sides of shock front.

Figure 8 displays the distribution of C-C bond number nCC

per unit mass along the shock direction. It shows that there
is almost no C-C bond breaks at vp = 2.5 km/s. With the
increase of vp, nCC behind the shock front start to decreasing.

023207-6



DYNAMICS OF BOND BREAKING AND FORMATION IN … PHYSICAL REVIEW E 102, 023207 (2020)

0

0.02

0.04

0.06

0

0.02

0.04

0.06

n C
C
(1

/a
m

u)

-40 -20 0 20 40

(b)

(a)

x(z) (Å)

2.5km/s
5km/s

10km/s
15km/s
20km/s
30km/s

2.5km/s
5km/s

10km/s
15km/s
20km/s
30km/s

z(Å) ( for vp=2.5 km/s in subfigure(b) )

-120 -60 0 60 120

FIG. 8. Profiles of C-C bond number per unit mass under lateral
(a) and longitudinal (b) shock at selected vp. Note that in panel (b) the
scale of the z axis for vp = 2.5 km/s is displayed on the top of the
figure.

About half of the C-C bonds break after the shock front at
vp = 10 km/s and the breaking ratio goes beyond 90% at
vp = 30 km/s. It is also noticed that, when the shock is strong
enough, i.e., vp > 10 km/s, nCC has a minimum near the shock
front and gradually increases with its position moving away
from the front, suggesting that some C-C bonds are recon-
nected after they break near the shock front. This phenomenon
is considered as a result of temperature “overshooting” at the
shock front [23,31,42], i.e., the effective temperature near the
shock front is much higher than that far behind the shock front
as a strong nonequilibrium feature near the shock front. The
breaking ratio increases following the increasing of effective
temperature. In addition, the distribution of nCC under lateral
and longitudinal shock is similar at the same vp, indicating
that the orientation of carbon chain has minor effects on the
breaking of C-C bonds.

Figure 9 displays the distribution of C-H bond number nCH

per amu along the shock direction. Note that for vp = 2.5 km/s
in Fig. 9(b), the z axis is displayed on the top of the figure. The
behavior of nCH is similar to that of nCC except at very low
vp = 2.5 km/s. The nCC profiles in Fig. 8 show that the C-C
bonds do not break at this low vp, suggesting that the frame
of the hydro-carbon material is not destroyed. However, the
nCH profile in Fig. 9 displays that C-H bonds dissociate slowly
after the shock passing the material.

In our simulations, there is only one type of molecule
C12H26 before the shock. However, after the shock the length
of carbon chains varies with the breaking and reconnection
of C-C bonds, and exhibits a complicate distribution as a
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FIG. 9. Profiles of C-H bond number per unit mass under lateral
(a) and longitudinal (b) shock at selected vp. Note that in (b) the scale
of the z axis for vp = 2.5 km/s is displayed on the top of the figure.

function of vp. To calculate the number distribution of hydro-
carbon molecules of various length, a connection matrix [43]
including all carbon atoms is calculated based on the C-C
bond formation criteria. The matrix element is 1 when there
is a C-C bond between two carbon atoms, otherwise the
matrix element is zero. Then all the carbon chains of a given
length are determined using the depth-first traversal searching
algorithm [43].

The length distribution of carbon chains behind the shock
front are displayed in Fig. 10. Here, the length of carbon
chains lc is defined as the number of carbon atoms it contains.
Initially in the sample, lc of all carbon chains is 12. Figure 10
shows that at vp = 2.5 km/s, very small number of carbon
chains with lc = 12 are broken. However, when vp increases
to 10 km/s, almost all the long chains with lc = 12 are broken.
The distribution of lc displays an exponential-law distribution
at vp � 10 km/s, as illustrated in Fig. 11. Note that the vertical
axis is plotted in log scale. The exponential-law distribution is
displayed as a straight line in the figure.

The exponential-law distribution of lc strongly implies that
C-C bond connection behind the shock front is completely
random, as it is a natural consequence of the following random
connection model. Suppose the connection between two adja-
cent carbon atoms is completely random, and the probability
to form a C-C bond is p. Then the probability to find lc =
2 is just p, the probability of two C-C bonds formed among
3 carbon atoms is p2, and the probability to form a carbon
chain of length lc is plc−1. If this simple picture holds, it also
suggests that the hydro-carbon system is completely melted at
vp � 10 km/s.
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D. Formation of H2 molecules

RDFs of H-H behind the shock front are displayed in
Fig. 12. Unlike RDFs of C-C and C-H, there is no peak of
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FIG. 12. Profiles of H-H RDF behind the shock wave front under
lateral (a) and longitudinal (b) shock at selected vp.

H-H bond, i.e., peak at r ≈ 0.74 Å, at relatively slow vp.
Initially, there is no H-H bonds in the molecule of C12H26.
However, there might be small amount of hydrogen atoms
or ions existing in the the system, as displayed in Fig. 9,
which shows that some C-H bonds are broken at low vp. The
first peak at r ≈ 2.01 Å corresponds to the two hydrogen
atoms bonded on the same carbon atom. With the increase
of vp, it is observed that a small peak appears at r ≈ 0.74 Å
at vp = 10 km/s and 15 km/s, indicating the formation of
H2 molecules under the shock. Further increasing the vp to
30 km/s, the H-H bond peak disappears, suggesting that H2

molecules are dissociated into hydrogen atoms or ions.
The formation of H2 was also noticed by Theofanis

et al. [26] in their static simulations of PE using the same
method. However, the peaks in our dynamical simulation are
much more significant than those in their static simulations,
which may be caused by the size effect of simulations. Usu-
ally, thermal fluctuations in a small-size simulation prevent
the formation of bonds and atom clusters.

To capture the dynamical behavior of H2 formation under
shocks, the distribution of H-H bonds number nHH per unit
mass along the shock direction are calculated, as shown in
Fig. 13. For the shock at vp = 10 km/s, which has a very
small H-H bond peak in the RDF of H-H behind the shock
front (in Fig. 12), Fig. 13 shows that a small number of
H-H bonds formed far behind the shock front. That is to
say, the generation of hydrogen molecules is much delayed
comparing to the arriving of the shock front. This is the result
of slow formation speed of H2 molecules at relatively low
temperature.

The number of H-H bonds per unit mass behind the shock
front reaches its maximum at vp = 20 km/s. There is no delay
observed in the formation of H-H bonds with respect to the
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arriving of shock, because the forming speed of the H-H bond
is accelerated by the relatively high temperature behind the
shock.

When vp is further increased, the temperature behind the
shock front is too high and some H-H bonds start to dissociate.
As a result, the amount of H-H bonds decrease when vp

increases.

E. Charge separation

Figure 14 displays the net charge density along the shock
direction at various vp. At small vp, no charge separation is
observed, suggesting that electrons are tightly bonded around
C and H atoms, and ionization is negligible. When vp is
greater than 10 km/s, charge separation emerges. However,
it does not form a dipole layer centered at the shock front, as
predicted by the traditional theory of shock waves. Instead,
positive charge is distributed in all downstream region behind
the shock front, which is similar to what we observed in
deuterium system [23] using the same method and is attributed
to the lacking of negative charge supplies in the downstream
region. Before the shock front, negative charge is concentrated
in a finite length scale le, which increases with vp. It is
noticed that the length scale of negative charge distribution is
much more localized than that in the deuterium system [23]
simulated with the same method, where negative charge is
found far before the shock front. This difference mainly comes
from the carbon ions, each of which carries four positive
charges so that it affords stronger attraction to electrons.
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FIG. 14. Profiles of charge density under lateral (a) and longitu-
dinal (b) shock at different vp. Note that in (b) the scale of the z axis
for vp = 2.5 km/s is displayed on the top of the figure.

IV. SUMMARY

In summary, we have presented a systematic investigation
of shock waves propagating in crystalline PE. The dynamical
structure of shock wave front, including shock front thickness,
nonequilibrium distribution of thermodynamical quantities,
dynamical processes of bond formation and breaking, and
charge separation are discussed in detail. Although the forma-
tion of H2 molecules is observed in the simulation, however,
we do not find there is an indication of carbon-hydrogen phase
separation. These results may help to understand how shock
waves propagate in the ablative layer of a ICF fuel parcel.
They may also provide some hints to recent shock experi-
ments in hydrocarbon materials. We note that one should be
cautious that these results are what one gets using the eFF
method, in which several major approximations have been
made. The final picture may be arrived at in the future with the
advance of first-principles quantum-mechanical description to
the dynamics of electrons.
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