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In this paper, we present a novel route to manipulate the spontaneous valley coherence in two-dimensional
valleytronic materials interfaced with other layered materials hosting anisotropic polaritonic modes. We propose
two implementations—one, using anisotropic plasmons in phosphorene and another with hyperbolic phonon
polaritons in «-MoOs. In particular, we show the electrostatic tunability of the spontaneous valley coherence
achieving robust valley coherence values in the near-infrared wavelengths at room temperature. The tunability of
this valley coherence shown in these heterostructures would enable the realization of active valleytronic quantum

circuitry.
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An anisotropic material is one for which the magnitude of
the optical conductivity tensor components is not the same
along the crystal directions. The artificial realization of this
anisotropy is key to the development of the emerging field
of metasurfaces [1] and metamaterials [2,3] since they allow
us to tailor the emission characteristics and wave propaga-
tion in ways completely different from the usual isotropic
systems. Such materials are further classified into elliptical
and hyperbolic systems where the nomenclature arises from
the topology of the isofrequency surfaces [4]. Hyperbolic
systems, in particular, allow access to large wave vectors via
the so-called high-k modes which enable several applications,
such as strong spontaneous emission enhancement [5-8],
subwavelength imaging [9,10], thermal radiation enhance-
ment [11-13], and biosensing [14]. The artificial realization
of these anisotropic systems suffers from several challenges,
the most important being the limitation on the maximum
allowable wave vector which is restricted by the size of the
metamaterial unit cell that can be achieved by nanofabrica-
tion [15,16]. Second, such metamaterials are usually passive
elements, which cannot be modified postfabrication.

There has been a recent emergence of naturally occurring
anisotropic materials [17,18] where the anisotropy of the
crystal unit cell leads to an anisotropic optical conductiv-
ity. This class of natural materials spans a broad spectrum
of optoelectronic properties, and the anisotropy of the op-
tical response ranges from ultraviolet to midinfrared wave-
lengths [19,20]. In this context, there has been a recent
discovery of anisotropic optical response in monolayers of
group-V compounds, in particular, phosphorene [21,22] and
in transition-metal oxides, such as molybdenum trioxide [23].
The optical conductivity of the former is electronic in origin
and shows elliptical nature in the visible to the near-infrared
range, which is tunable via electrostatic doping. The lat-
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ter, namely, molybdenum oxide shows hyperbolic response
which originates from phonon polaritons in the midinfrared
range.

In this paper, we present an unconventional application of
this natural optical anisotropy in these van der Waals crystals
to the field of quantum optics. Coherent superposition of
states is a fundamental feature which distinguishes quantum
mechanics from its classical counterpart. As such, quantum
coherence is important from a fundamental physics perspec-
tive. This property is also critical for many of the emerging
applications, such as quantum computation and communica-
tion. For practical applications, quantum coherence in solid-
state systems is of paramount interest. Of particular interest
recently are excitons in two-dimensional gapped Dirac sys-
tems, such as transition-metal dichalcogenides (TMDCs) [24]
and biased bilayer graphene (BLG) [25]. The electronic band
structure of such systems consists of two inequivalent yet
degenerate valleys (K and K”) in k space for which the optical
selection rule is sensitive to the helicity (o1) of the exciting
photon. This selection rule is inherited by excitons associated
with these two valleys when Coulomb interaction is taken
into account [26,27]. There have been several proposals to
use this “valley degree of freedom” for the development
of optoelectronic devices analogous to those in the field of
spintronics [28].

In order to harness this valley degree of freedom, it is
imperative to be able to control the coherence between ex-
citons in the two valleys actively. Such a coherence has been
demonstrated in the stimulated regime utilizing an external
source, such as a laser [29] and has been theoretically pro-
posed in the spontaneous regime, using anisotropic metasur-
faces [30]. Here, we theoretically demonstrate how this spon-
taneous valley coherence can be achieved and manipulated
by creating a heterostructure of the valley material interfaced
with another anisotropic polaritonic (such as plasmonic or
phononic) material. Unlike previous proposals, our proposed
route to spontaneous valley coherence does not require spatial
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FIG. 1. Schematic of the heterostructure on a substrate. The
heterostructure is designed such that an anisotropic vacuum of the
electromagnetic field is created due to the 2D material, and radiation
is focused back. The excitons in the valleys are modeled as in-plane
circular dipoles.

patterning into nanostructures and allows for electrostatic
tunability of the coherence.

Let us consider a valleytronic material sitting above an-
other anisotropic polaritonic material, as shown in Fig. 1.
The latter can be another naturally occurring two-dimensional
(2D) material, which we will expound upon later. If we
consider an exciton created in one valley (K), then, in free
space, this exciton decays radiatively by emitting a photon.
This photon cannot excite an exciton in the orthogonal valley
(K") due to optical selection rule. However, in the presence
of a neighboring anisotropic layered material which induces
an in-plane anisotropic vacuum near the valleytronic material,
the coupling between the two valleys are allowed through the
quantum interference effect [31]. Thus, emission from one
valley (K) can excite an exciton in the orthogonal valley (K').
This effect is explained in Refs. [30,32,33] by employing a
three-level V' scheme comprising two levels representing the
K- and K’-valley excitons and one ground-state level. The
quantum master equation of the interacting valley excitons in
a weak-coupling regime under the rotating-wave approxima-
tion, second-order Born, and Markov approximations to the
interaction Hamiltonian is given by [34-36]
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the valley indices of the exciton at position 7y. I',, is the
exciton decay rate, I",,, is the radiative coupling between two
valleys, &, is the Lamb shift, and §,, is the dipole-dipole
shifts. Here, w, is the exciton emission frequency, d, is the
transition dipole moment, G(7y, 7y, w) is the total Green’s
tensor which is the sum of the vacuum and scattered Green’s
tensor, R is the incoherent bidirectional pump rate, y; is the
intervalley scattering rate, and ygp accounts for the pure
dephasing rate.

Since in most valleytronic materials, the excitonic dipole
at the two valleys is circularly polarized, the spontaneous
coupling rate between the two valleys can be simplified as x =
I'kx =Tk = (¥x — ¥)/2, where y; is the spontaneous
emission rate for an in-plane dipole sitting near the anisotropic
material and oriented in the ith direction. It is, thus, straight-
forward to see that any photonic environment which creates
an anisotropy in the spontaneous emission rate in the x and y
directions will result in the coupling between the two valleys,
thus, leading to a finite generation of spontaneous valley
coherence. Experimentally, the valley coherence is measured
by a metric called the degree of linear polarization (DoLP)
and using the valley-specific Jaynes-Cummings model given
in Ref. [34], the DoLP can be written as

where

Iy —1Iv  okk +0kk
In+1y  okk +okk

DoLP = 2)

where Iy and I, are the intensities of the horizontal and
vertical polarized emissions, respectively, and g is the density
matrix. The steady-state DoLP in the absence of pumping
is an ill-defined quantity as the populations in K(K’) and
valley coherence converge to zero. Therefore, to measure the
spontaneous coherence generated, we assume a weak inco-
herent bidirectional pump. The exciton population dynamics
are governed by the rate equations which are obtained from
Eq. (1) and the Supplemental Material [37]. Using these rate
equations, the steady-state DoLP can be written as

2
(14 Ty’

DoLP(t — o0) = — 3)

where y = I'gx = Tk = (¥« + ¥y)/2. We define quantum
interference strength as Q = ¥ = % Figure 2 shows the
temporal evolution of the DoLP upon optical pumping. With
an isotropic 2D material, the DoLP is zero (shown by the blue
curve), whereas the presence of an anisotropic 2D material
induces a time evolution of the DoLP which approaches a
steady state (~— (), given by Eq. (3). The Fig. 2 inset shows
the dependence of steady-state coherence in the presence
of the intervalley decoherence rate which is equal to the
sum of y; and ygep. Intervalley scattering is attributed to
the electron-hole exchange interaction and phonon-assisted
processes [38—41] where as the pure dephasing rate occurs due
to disturbance in the phase relation between the two valleys
which is attributed to the long-range part of the electron-
hole interaction that generates a momentum-dependent effec-
tive magnetic field, around which the valley pseudospin of
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FIG. 2. Temporal evolution of the DoLP for different values of
¥y. The inset figure shows the dependence of the steady-state DoLP
with the intervalley decoherence rate which is equal to the sum of
¥s and ygep. For the entire figure, y, = 10yp, and the pumping rate
is taken as (R = yp). Initial conditions are taken as ggx’(0) =0,
0xk(0) =0, oxx(0) =0, 0(0) = 1.

excitons with different center-of-mass momentum will pre-
cess with different frequencies [42—44].

As a demonstration of the valley coherence tunability, we
first explore the parameter space of arbitrary optical conduc-
tivity tensor components of the anisotropic polaritonic 2D
material. To do this, we calculate the spontaneous emission
rates—y;, and y, of an in-plane dipole, corresponding to an
exciton situated at a distance d above a general anisotropic 2D
surface [45,46]. This rate is proportional to the imaginary part
of the scattered component of the dyadic Green’s function (in
the presence of the anisotropic 2D surface), which is obtained
using standard methods [47-49]. Figures 3(a)-3(d) show the
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FIG. 3. (a)~(d) QO maps. Dependence of quantum interference
(Q) on the diagonal conductivities for two dipole distances and

exciton frequencies in low loss limit when the dipole is standing
. . . 2
above the 2D anisotropic material. op = % and Re[o] = ﬁ

for all the plots.

Im[o]

dependence of Q on the diagonal elements of the optical
conductivity tensor for two distances and two exciton frequen-
cies. Such diagrams can be constructed for other frequencies
depending on the excitonic resonance for the valleytronic
material in question. The four quadrants represent two hyper-
bolic regimes (second and fourth), that is, Im{o,}Im{o,,} < O
and two elliptical regimes where Im{o,,}Im{oy,} > 0 [50].
It should be noted that the first quadrant supports ellipti-
cal plasmons, whereas the third quadrant does not support
any surface mode. It is clear from Figs. 3(a)-3(d) that the
hyperbolic regime results in the largest values of the val-
ley coherence. This can be intuitively understood based on
the fact that a hyperbolic 2D system is metallic in one
direction and insulating in the other. In the lossless limit,
the metallic direction can support the strongly confined TM
plasmon mode whereas the insulating direction supports only
the weakly confined TE plasmon [51,52]. The large contrast
between the respective mode volumes results in a strong
anisotropy in the intravalley spontaneous emission rates in
the two directions, leading to maximum valley coherence
reaching close to the theoretical upper limit in the hyperbolic
regions.

In the elliptical metallic region (first quadrant), we also
observe the enhanced valley coherence. These regions corre-
spond to an elliptical plasmon mode which can also produce
an anisotropic spontaneous emission rate in the two directions.
The contours where the valley coherence maximum occurs
can again be tuned by changing the distance of the valleytronic
material and the anisotropic surface. These Q maps can be
used to optimize the geometry of the heterostructure and
enable the selection of the appropriate optical conductivity
tensor of the anisotropic 2D material to achieve the desired
valley coherence.

To interpret the features in the Q maps of Figs. 3(a)-3(d)
and find the optimal distance for the given conductivity and
frequency, we employ the dispersion relation of the het-
erostructure. For an anisotropic 2D material, the dispersion
relation of the propagating polariton when k, >> ky is given
by [53]

2ie
Oxx cos’ 6 + Oyy sin’0 = M. )
q

Here, 6 = tan™! % is the propagation angle, ¢ = /k} + k}
is the in-plane wave vector, oy, and o,, are optical conduc-
tivity tensors in the x and y directions, respectively, and w
is the frequency of the dipole. Since the dipole distance d
should approximately match the inverse in-plane wave-vector
1/g to couple efficiently to the corresponding polariton [54],
Eq. (4) becomes oy, cos? 6 + oy, sin® 6 ~ 2iggwd. In the loss-
less limit, we can assume o, ~ io, and oy, ~ iay’; where Uy’;
and o, are real. The propagation angle is given by

2eowd — o
6 =+sin”! [T — X 5
UV ek v

In a heterostructure, the distance between the valleytronic
material and the anisotropic 2D material can be varied through
the use of a spacer layer. This distance has to be optimized
for a given frequency and optical conductivity (which is
also frequency dependent, in general) to efficiently excite the
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FIG. 4. (a)—(c) are for the TMDC/hexagonal boron nitride (hBN)/phosphorene heterostructure: (a) Schematic of the heterostructure.
(b) Imaginary parts of conductivities of phosphorene (solid and dotted lines are for armchair and zigzag directions, respectively) vs chemical
potential (1) at MoTe, exciton frequency 1.1 eV. The blue and gray shaded regions represent the elliptical insulator regime and elliptical
metallic regime, respectively. (c) Color plot of quantum interference (Q) with hBN thickness and chemical potential (). The Fermi level
is defined, and E; = E.(T") + p. The bright region represents the high valley coherence region. (d)—(f) are for the BLG/mica/a-MoOs
heterostructure: (d) Schematic of the heterostructure. (e) Dielectric function of «-MoOs. The white region represents the elliptical insulating
regime. The orange and blue regions represent two hyperbolic bands. (f) Quantum interference (Q) as a function of the BLG exciton frequency
in the heterostructure. The thickness of mica is equal to twice the thickness of MoOs.

polariton. To obtain higher coherence values, the polariton
must be narrowly confined along one direction, i.e., 6 ~
0 or 90°, resulting in an anisotropic electric-field enhance-
ment. From Eq. (5), the optimal distances for high coherences
are given by d = o, /(2eow) or oyf;/ (2epw). As shown in
Fig. 3, an overall shift of the Q maps is seen as a function
of the distance d of the dipole from the metasurface. This is
because, in order to couple to a surface mode, the in-plane
wave-vector ¢ must be larger than the gapped region of the
isofrequency surface. This means that there is an optimal
range of the conductivity tensor for a given distance d where
the isofrequency surface of the elliptical or the hyperbolic
plasmon intersects [54], explaining the distance dependence.
If the frequency of the exciton is varied, we obtain a quali-
tatively similar trend in the Q maps as shown in Fig. 3 where
we have compared the exciton frequency of 1 and 0.1 eV. This
is because the minimum conductivity condition is determined
only by the product kod. When the exciton strongly couples
with the polariton, the decay rates are greatly enhanced. If
the lifetime of the exciton is shorter than the lifetime of
the polariton, we enter into the strong-coupling regime. The
distance of the emitter is kept sufficiently long so that we are
in the weak light-matter-coupling limit.

In order to realize the anisotropic quantum vacuum, we
propose two layered materials which support anisotropic po-
laritons. In the following, we focus on plasmon and phonon
polaritons. In both cases, we propose the tunability of sponta-
neous valley coherence by active and passive routes, respec-
tively. As the first example heterostructure for demonstrating
spontaneous valley coherence, we consider a naturally in-
plane anisotropic material, phosphorene [55,56] placed near
a TMDC which supports valley excitons. Figure 4(a) illus-
trates this system with phosphorene sandwiched between a
SiO, substrate and a finite thickness h-BN dielectric [57].
Monolayer MoTe, [58,59] is placed on top of the h-BN.
The geometrical anisotropy of the unit cell of phosphorene

translates to an anisotropic optical conductivity [21,60]. The
optical conductivity of phosphorene in the armchair and
zigzag directions as a function of chemical potential w is
shown in Fig. 4(b). The blue region is the elliptical insulator
regime where Im{o,,}, Im{o,,} < 0, and the gray region is
the elliptical metallic regime where Im{o,.}, Im{o,,} > 0.
This chemical potential modification can be controlled via
electrostatic gating [61-63] or chemical routes [64,65]. Dop-
ing provides an easy route to realize an actively tunable
natural anisotropic environment for the monolayer TMDC,
which enables one to modulate the valley coherence. For very
small thicknesses of hBN, one needs to consider nonlocal
corrections to the optical conductivity of phosphorene. Recent
calculations [66] have shown, however, that at our frequency
of interest, the spontaneous emission rate is insensitive to
nonlocal effects for dipole distances greater than ~2 nm.

Figure 4(c) illustrates the color plot of the Q depending
on h-BN thickness and chemical potential (). We have
considered chemical potentials below 1 eV—a range which
has been shown to be achievable with electrostatic doping
techniques [61-63,67]. Figure 4(c) further shows that, as the
thickness of hBN is increased, the interaction of the exci-
ton with the surface plasmon modes decreases, yielding low
coherence values. The bright region (high valley coherence)
starts when  ~ 0.3 eV. This can be explained on the basis
of the optical conductivity presented in Fig. 4(b). When u <
0.3 eV, the optical conductivity of phosphorene falls under an
insulating regime yielding low coherence values since, in this
case, only very weakly confined TE modes are supported. For
© > 0.3 eV, we are in the metallic regime, and phosphorene
plasmons are excited by the dipole, enhancing the decay
rates and the anisotropy, yielding high coherence values as
discussed earlier.

Recently, experiments have shown that «-MoQOj3 exhibits
in-plane hyperbolicity [23,68] in the midinfrared range
due to anisotropic phonon polaritons. Interestingly, BLG
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excitons can be tuned electrically in the hyperbolic regime of
MoOj; [25]. This is our second proposed heterostructure for
realizing tunable valley coherence in the «-MoO3/BLG het-
erostructure as shown in Fig. 4(d). Here, electrical tunability
can be achieved by tuning the frequency of the excitons of
the BLG via the Stark effect. As per our general guidelines in
Fig. 3, high valley coherence in the hyperbolic regime occurs
in the large insulating and low metallic region which is near
800 cm~!. Additionally, we also see a large valley coherence
at 550 cm™! at the transition region between the elliptical
and the hyperbolic band 1 region of MoOs. In Fig. 4(f),
we show the Q vs the exciton frequency for 40-nm MoO;
thicknesses. As shown in Ref. [23], the in-plane polariton
wave vector decreases with increasing thickness. The thick-
ness presents another knob for selecting the wave vector at a
given frequency and spacer thickness—thus, controlling the
spectral location of the valley coherence maxima. To achieve
the exciton energies in BLG as given in Fig. 4(f), one needs
to apply displacement fields ranging from 0.69 to 1.37 V/nm
which is well within the experimental reach [25].

To summarize, we discussed how the optical anisotropy
of the polaritons supported by layered material, which is
placed near a valleytronic 2D material results in enhanced
spontaneous valley coherence in the heterostructure and pro-
poses a way to measure the generated spontaneous valley
coherence experimentally. We explored the phase space of
the optical conductivity tensor of such an anisotropic 2D
material and presented a Q map in the hyperbolic and elliptical
regions to guide experimental designs. As example systems,
we showed how this valley coherence could be tuned electro-
statically in the near-infrared using the phosphorene/TMDC
heterostructure and in the midinfrared in the «-MoO3;/BLG
heterostructure. Our proposed tunable valley coherence in
2D heterostructures offers a natural materials platform for
quantum valley physics and applications [69].
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