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Abstract

This thesis investigates the impact of implicit and explicit government guarantees

on perceived and actual bank risk. It is comprised of three chapters. The first chapter,

“What Can Volatility Smiles Tell Us About the Too Big to Fail Problem?”, exploits the infor-

mation content of option prices to offer insight into the Too Big to Fail (TBTF) problem

for banks. Using option prices, I construct a forward-lookingmeasure of bank exposure

to significant price drops (i.e. tail risk) and use this to examine cross-sectional differ-

ences between large and small banks. I document a permanent increase in the average

tail risk of the U.S. banking industry following the Global Financial Crisis (GFC), ex-

cept for banks that were explicitly designated as systemically important. That is, banks

with more than $50B in assets.

I argue that this post-crisis difference in tail risk, between banks above and below

the $50B threshold, is consistent with the notion that the TBTF status of banks above

this asset threshold was reinforced by the series of bailouts targeted at them during the

crisis, and their subsequent designation as systemically important by the Dodd-FrankAct

of 2010. This in turn raised investors’ expectations of future bank bailouts for this group

and reduced their perceived exposure to downside risk, as captured by the tail-risk

measure. In a series of tests, I then provide evidence consistent with this explanation

by exploiting key events and regulatory changes that tookplace in the post-crisis period.

Overall, this chapter offers new insights into the existence of implicit government

guarantees in the banking industry, and the unintended consequences of singling out

banks whose failure could threaten the financial stability of a country. The findings

in this chapter suggest that revealing the identities of systemically important banks

reinforced the presence of government guarantees extended to them, and may have

run counter to the regulators’ determination to eliminate the TBTF problem, as was

intended by the Dodd-Frank Act.

The second chapter, “The Two Sides of Deposit Insurance: Evidence from the 2005 FDI

Reform Act”, examines the trade-off between moral hazard and stability induced by an

explicit government guarantee for banks: deposit insurance. I use the Federal Deposit
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Insurance (FDI) Reform Act of 2005 as an exogenous shock to the existing insurance

scheme in the U.S. and study its impact on bank risk and financial stability. Under

this Act, the insurance coverage limit for individual retirement accounts (IRAs) more

than doubled from $100K to $250K. I argue that this effectively caused a new set of

bank liabilities – those exceeding, or expected to exceed the previous coverage limit –

to become insured by the government. Therefore, I use this reform to analyse the ex-

post risk-taking behaviour of banks that benefitedmore fromextending the government

guarantee, that is, banks with higher ex-ante IRA balances.

Using this approach, I report evidence of an increase in bank risk-taking, in the

form of higher leverage and lower liquidity ratios, following this reform. These results

are consistent with the theoretical channels through which deposit insurance is said to

increase bank risk, namely a leverage effect and an asset substitution effect. In addition,

I show that banks more impacted by the 2005 reform were significantly less prone to

fail during the GFC. Overall, the findings in this chapter suggest that deposit insurance

does indeed generate a moral hazard problem, but it also shows that this moral hazard

effect is somewhat counterbalanced by the stabilising attributes of deposit insurance

during times of high economic uncertainty.

The third and final chapter, co-authored with Phong Ngo, is titled “De Facto Bank

Bailouts”. Here, we show that the likelihood a defaulting sovereign is granted a loan

from the International Monetary Fund (IMF) is increasing in the level of exposure U.S.

banks have to that country in default.

The dominant status the U.S. government has over the IMF’s governance structure

places it in a position to direct IMF loans to developing countries for reasons other than

the actual economic needs of the recipient nation. Therefore we argue that, given the

high political and fiscal costs of using taxpayer funds to support local banks in distress,

U.S. politicians have great incentive to exert their unique influence in the IMF to direct

IMF funds to countries where U.S. banks stand to lose themost from sovereign defaults:

a de facto bailout.

Consistent with this, we show that: (1) de facto bailouts are more likely in federal

election years and in years when the government’s fiscal position is weak, that is, when
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the costs of direct bailouts are the greatest; (2) U.S. Congressional voting on IMF fund-

ing increases is consistent with special interests from the banking sector; and (3) U.S.

banks exposed to a defaulting sovereign experience positive wealth effects around the

time an IMF loan is granted. Given these results, in this chapter we identify an alter-

native mechanism through which the U.S. government can backstop the losses of large

bankswhile, at the same time, reducing the high political and economic costs associated

with direct bank bailouts.
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Chapter 1

What Can Volatility Smiles Tell Us About the

Too Big to Fail Problem?

1.1 Introduction

The Too Big To Fail (TBTF) problem has attracted increasing attention from aca-

demics and policy makers, especially after the 2008 Global Financial Crisis (GFC). Un-

der the TBTF premise, bank size constitutes a crucial feature determining the extent

to which certain financial institutions benefit from implicit (or explicit) government

guarantees. In particular, the larger the financial institution the higher its probability

of receiving government support in the face of potential failure.

In the aftermath of the GFC, the billions of taxpayer dollars spent on bank bailouts

exacerbated the public perception of a TBTF problem in the U.S. banking industry, with

calls fromdifferent sectors of society tomake banks accountable for their risk-taking be-

haviour.1 The U.S. government responded by enacting the Dodd-Frank Wall Street Re-

form and Consumer Protection Act (Dodd-Frank). At its core, this piece of legislation

was designed to end the TBTF problem and to protect taxpayers by ending bailouts. To
1Under the Troubled Assets Relief Program (TARP), $204.9 billion were committed to direct capital

injections in banks between October and December 2009.
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fulfil these goals, Dodd-Frank explicitly defined $50 billion as the size threshold above

which a bank is deemed a large and interconnected financial institution whose failure

could threaten the financial stability of the U.S. economy, and established a more strin-

gent set of regulatory requirements for those banks above the $50 billion mark (above

50B banks).

Accordingly, several recent papers have attempted to determine whether the mul-

tiple changes to bank regulation since the GFC have resulted in a decline in the TBTF

problem. The results have been decidedly mixed. For example, Schäfer et al. (2015)

and Bongini et al. (2015) present evidence consistent with a decline in the bailout ex-

pectations of large financial institutions upon the announcement of major regulatory

reforms. On the contrary, also relying on regulatory announcements and designation

events,Moenninghoff et al. (2015) conclude the opposite. Moreover, using variousmar-

ket measures of bank risk, Sarin and Summers (2016) show that risk for large banks has

actually increased after the crisis. This chapter adds to this literature by exploiting the

information content of option prices to offer a fresh insight intowhether the TBTF prob-

lem for U.S. banks has declined in the post-crisis period. To do so, I use option prices to

construct a forward-lookingmeasure of bank tail risk and explore cross-sectional differ-

ences between large banks identified as systemically important (i.e. above 50B banks)

and smaller banks.

For a given bank, I define tail risk as the perceived exposure of the bank’s stock

to a significant drop in price. I estimate this tail-risk measure using bank options with

varying strike prices and their corresponding implied volatilities. Unlike in the ide-

alised world of the Black-Scholes-Merton (BSM) model, in practice, implied volatilities

vary with strike prices in a phenomenon known as the implied volatility smile of a given

asset. For stock options, volatility smiles are typically downward sloping with higher

implied volatilities for out-of-the-money (OTM) puts relative to in-the-money (ITM)

ones. This downward sloping shape has been shown to correspond to negative skew-

ness in the risk-neutral density (RND) of the underlying stock (see Bakshi et al., 2003;
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Corrado and Su, 1996; Dennis andMayhew, 2002). Thus, steeper volatility smiles reflect

a higher (perceived) exposure to downside risk for the underlying stock. I exploit this

fact and use the slope of the implied volatility smile for OTM put options as a forward-

looking measure of a stock’s perceived exposure to significant drops in value (i.e. tail

risk).2

A key characteristic of this tail-risk measure is that, unlike other methods – such

as Value-at-Risk (VaR), expected shortfall (ES), andMoody’s KMVmodel – it does not

rely on past information, nor does it assume any particular form for the underlying

stock price distribution. On the contrary, this measure exploits higher moments in the

risk-neutral distribution of stock prices, which investors construct by forming expecta-

tions about the future prospects of each bank stock, and actively trading on those expec-

tations in the options markets. In this sense, this tail-risk measure does not only reflect

actual risk exposures, but it also incorporates any other factors, such as implicit govern-

ment guarantees, that may alter investors’ beliefs about a stock exposure to downside

risk.

Using this options-basedmeasure, I document a permanent increase in the average

tail risk of the U.S. banking industry following the GFC, except for systemically impor-

tant banks. Specifically, I report a 64.4% increase in the average tail risk (i.e. slope of

the smile) for banks with less than $50 billion in assets (below 50B banks) between the

pre-crisis (2001-2007) and post-crisis (2010-2017) periods. In contrast, there is virtually

no difference in tail risk for above 50B banks between the pre and post-crisis periods.

This surge in tail risk after the GFC is consistent with what Rubinstein (1994)

dubbed "crash-o-phobia". That is, an increase in investor’s expectations of future crash-

like events following a market crash. For above 50B banks, however, post-crisis aver-

age tail risk reverts back to pre-crisis levels after a short-lived spike in the most critical

months of the crisis. I argue that the stark post-crisis difference in tail risk for banks
2See Collin-Dufresne et al. (2001), Tang and Yan (2010), Yan (2011), and Hett and Schmidt (2017)

for previous literature using similar slope measures to estimate perceived exposure to sudden drops in
value.
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above and below the $50B threshold is consistent with the notion that the TBTF status

of above 50B banks was reinforced by the series of bailouts targeted at them during the

crisis and their subsequent designation as systemically important by the Dodd-FrankAct.

This in turn raised investors expectations of future bailouts for above 50B banks and re-

duced their perceived exposure to downside risk as captured by the tail-risk measure.

In a series of tests, I consider, and deem unlikely, the alternative explanation that

the post-crisis difference in tail risk for banks above and below the $50B threshold is due

to the stricter supervisory standards and regulatory requirements applied to above 50B

banks under the Dodd-Frank Act.3

First, I find no other differences in tail risk across other salient regulatory size

thresholds, even when regulatory demands differ substantially around these thresh-

olds. For example, I find no tail-risk differences for banks with assets between $10 and

$50 billion, and banks with less than $10 billion, even though the regulatory burden

increases substantially at $10B threshold – so much so that Bouwman et al. (2018) doc-

ument significant changes in bank operations around the threshold to avoid crossing

over. Tail risk drops significantly only at the $50B thresholdwhen banks are designated

systemically important by the government.

Next, I report evidence of positive wealth effects only for above 50B banks around

the time Dodd-Frank was passed by the U.S. Congress. These abnormal returns are in-

compatiblewithmarkets reacting to the expected higher costs of regulatory compliance.

Instead, positive wealth effects imply that, despite the larger regulatory costs imposed

on large banks, there is a net-gain from being designated systemically important. That

is, consistent with Moenninghoff et al. (2015), the systemically important designation

perversely reinforced the TBTF status for the above 50B group of banks by reducing the

ambiguity over which banks were deemed TBTF by the government.

Moreover, I show that a deterioration in the U.S. government’s creditworthiness
3In 2018, this threshold was raised to $250 billion by the Economic Growth, Regulatory Relief, and

Consumer Protection Act.
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(post-crisis) leads to a three-fold increase in the average tail risk of above 50B banks,

whereas below 50B banks show not significant change. For large banks, any TBTF gains

are predicated on the government’s capacity to provide assistance in distress states,

hence this increase in tail risk for the above 50B group is consistent with the existence

of cross-sectional differences in the extent to which above and below 50B banks benefit

from government guarantees.

Finally, I examine the actual post-crisis risk-taking behaviour of below and above

50B banks and show that above 50B banks have become relatively riskier, even though

their regulatory ratios have improved significantly more than small banks. These find-

ings are similar to Duchin and Sosyura (2014) and are consistent with government

guarantees inducing moral hazard.

The contribution of this chapter is to provide a different insight into the study of

implicit government guarantees – and its related TBTF problem – by employing an

options-based forward-looking measure of bank tail risk. In particular, this measure

captures the perceived exposure to significant price drops of individual bank stocks.

Using options data to study bank tail risk has important advantages. Compared to other

market-based measures like CDS spreads, option markets are much more transparent,

liquid, and trade at lower transaction costs, especially in recent years.4 In addition, this

approach permits to account for the potential benefits of government guarantees accru-

ing to equity holders, even when these guarantees may primarily benefit debt holders.

This study also provides indirect evidence of whether the size-based regulatory

framework triggered by Dodd-Frank was successful in ending the TBTF problem. Ap-

parently, it did not. Revealing the identities of systemically important banks reinforced

the presence of government guarantees for these banks, and stifled the attempt to elim-

inate the TBTF problem as was intended by Dodd-Frank.
4CDS markets around the world have experienced a continuous decline after the GFC. Notional

amounts outstanding have gone from roughly $61.2 trillion at the end of 2007 to less than $10 trillion
in 2017 (Aldasoro and Ehlers, 2018) .
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The rest of this chapter is organised as follows. Section 1.2 provides a brief recount

of the existing literature on the TBTF problem. In Section 1.3, I discuss the key aspects of

the methodology for estimating bank tail risk. I then examine how tail risk has tended

to vary around past crises before documenting the different tail-risk behaviour of above

50B and below 50B banks in the most recent GFC. Section 1.4 elaborates on the possible

explanations for the tail-risk differences reported in Section 1.3. In Section 1.5, I report

my results. Section 1.6 concludes.

1.2 Related Literature

The TBTF problem in the banking sector has been widely studied. Several pa-

pers have aimed to measure the extent to which large banks benefit from implicit gov-

ernment guarantees. For instance, O’hara and Shaw (1990) employ an event study

methodology to investigate bank equity changes following the announcement by the

Comptroller of the Currency that some banks were TBTF. They report positive wealth

effects accruing to those banks identified as TBTF. Similarly, Ueda andDiMauro (2013)

measure the extent of the government subsidy by contrasting banks’ individual credit

ratings against their so-called support ratings, which account for the likelihood of re-

ceiving external support – either from a parent company or the government – in the

event of a crisis. Using a worldwide sample of banks, they report a significant govern-

ment subsidy for systemically important banks, amplified right after the GFC.

Financial derivatives have also contributed to advance our understating of the TBTF

problem in the financial sector. Völz and Wedow (2011) present evidence consistent

with TBTF by examining the relationship between credit default swap (CDS) spreads

and bank size. They find that an increase in bank size by one percentage point re-

duces CDS spreads by approximately two basis points (see also Demirgüç-Kunt and

Huizinga, 2013). Similarly, Kelly et al. (2016) examine price differences between OTM

put options on a basket of individual banks, andOTMputs on the financial sector index
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during the GFC. They document this basket-index difference increases four-fold during

the crisis and attribute this behaviour to a financial sector-wide bailout guarantee.5 In

particular, they show larger banks benefit more from the sector-wide guarantee.

More recently, research has focused on examining the effectiveness of the mea-

sures designed to address the TBTF problem in the aftermath of the GFC. For example,

Schäfer et al. (2015) analyse changes to banks’ CDS spreads following the introduction

of regulatory reforms in the U.S. and Europe. For the U.S., they report an increase in

CDS spreads around the time Dodd-Frank was conceived and enacted into law, espe-

cially for those banks deemed systemically important. They interpret this as evidence

that Dodd-Frank succeeded in reducing bailout expectations relative to the period im-

mediately after the bailouts took place. Similarly, Bongini et al. (2015) use an event

study methodology to investigate potential wealth effects upon the publication of the

first list of systemically important financial institutions (SIFIs) by the Financial Stabil-

ity Board (FSB). Banks in this list were identified as institutions whose failure would

cause a significant disruption to the financial system, and hence tougher regulatory

requirements were designed for them.6 They report a negative wealth effect for SIFI

banks following the list disclosure. This effect, they argue, reflects the additional reg-

ulatory burden expected for those banks. In contrast, Moenninghoff et al. (2015) find

that the official designation of certain banks as SIFIs produced positive wealth effects.

They suggest that revealing the identities of the systemically important banks elim-

inates ambiguity about the presence of government guarantees, thus reinforcing the

TBTF problem. In addition, Sarin and Summers (2016) use various market measures

of risk to study whether the stricter post-crisis regulatory regime has seen a decline in

large banks’ risk exposures. They conclude that the observed changes in bank risk are

inconsistent with the view that large banks in the U.S. are safer post-crisis than they

were before, and caution against complacency.
5They estimate the average subsidy to equity holders to be $282 billion during the sample period.
6The first list was issued by the FSB on November 4, 2011.
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1.3 Measuring Bank Tail Risk

The Black-Scholes-Merton (BSM) model for valuing options has a crucial free pa-

rameter, the future return volatility of the underlying asset. One cannot observe future

return volatilities, but for any given option, one can use the BSMmodel to estimate the

return volatility that yields the observed option price. This is referred to as the option’s

implied volatility and can be interpreted as the market’s expectation on the future return

volatility of the underlying asset. If the BSM model described option prices accurately,

the implied volatilities of all options written on a particular stock – and of equal time to

expiration – should be the same, irrespective of their strike prices. Hence, plotting the

implied volatility of different options against their corresponding strike price should

produce a flat line. In reality, implied volatilities vary with strike prices, a phenomenon

known as the volatility smile.7

For put options, implied volatilities are typically high for out-of-the-money (OTM)

options and low for in-the-money (ITM) options.8 This skewed shape has been partly

attributed to empirical violations of the lognormal assumption for the distribution of

stock prices embedded in the BSM model (see Derman and Miller, 2016). In practice,

this assumption understates the actual probability of extreme downward moves.9 In

this regard, the risk-neutral density (RND) of stock prices has been shown to be more

negatively skewed than the lognormal density assumed in the BSM model (see Birru

and Figlewski, 2012; Dennis and Mayhew, 2002).10 As an example, Figure 1.1 presents

the risk-neutral density – extracted from option prices – for Sterling Bancorp Chase in
7Other common names for this phenomenon include volatility smirk and volatility skew.
8When used for hedging purposes, OTM puts serve as “catastrophe insurance”. They cut off the tail

of the stock return distribution at the expense of slightly reducing the mean of the overall distribution
(Cochrane, 2009, p. 315).

9Specifically, the BSM model assumes that stock log prices follow a constant volatility diffusion pro-
cess where, over any finite time interval, log prices are normally distributed. In reality, stock return
volatility is stochastic and correlated with price. This produces asymmetric and fat-tailed stock return
distributions relative to a normal distribution (Corrado and Su, 1996).

10The risk-neutral density contains investors’ beliefs about the true distribution of stock returns cou-
pled with their own risk preferences (Figlewski, 2018).
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Figure 1.1: Risk-neutral density
This figure shows the Risk-Neutral Density (RND) for Sterling Bancorp in December
2014 (in blue), along with a lognormal density with the same mean and variance (in
red). This RND is constructed using the procedure proposed by Birru and Figlewski
(2012).

December 2014, along with a lognormal density with the same mean and variance.11

The visible left-skewness of this risk-neutral density makes the probability of a two

standard deviations price drop almost three times what a lognormal density implies.

A left-skewed RND suggests that investors perceive significant price drops as more

likely compared to a lognormal distribution. Because of this, they are willing to pay

higher prices for deep OTM put options, which in turn results in a downward sloping

volatility smile.

Indeed, Bakshi et al. (2003) show that the more negatively skewed the RND of a

given equity asset, the stepper its volatility smile (see alsoCorrado and Su, 1996). More-

over, they show that negatively skewed risk-neutral distributions are a consequence

of risk aversion and fat-tailed physical distributions. Thus, a steeper volatility smile
11See Birru and Figlewski (2012) for a detailed procedure for constructing risk-neutral densities from

option prices.
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constructed using OTM puts can be associated with higher (perceived) exposure to

downside risk for the underlying asset. I exploit this fact and define the slope of the

implied volatility smile for OTM put options as a forward-looking measure of a stock’s

perceived exposure to significant drops in value (i.e. tail risk).

To construct this tail-risk measure, I collect daily implied volatility data from Op-

tionMetrics for a sample of 85 U.S. bank holding companies (bank) for which an active

options market exists as of September 2009.12 Of these, 62 correspond to banks with

assets less than $50 billion in assets (below 50B) and 23 to banks with assets equal or

greater than $50 billion (above 50B). Table 1.1 shows the full list of banks included.

For each tradingday, Imeasure the steepness of each bank’s implied volatility curve

as the sum of differences between the implied volatility of OTM puts with varying

deltas and the implied volatility of an at-the-money (ATM) put option.13 The relevant

OTM put option deltas range from -0.45 to -0.20 and I employ one-month to expiration

puts. When graphed as a function of delta, volatility smiles are steeper at longer expi-

rations (Derman and Miller, 2016). Hence, using short maturities in the construction

of this market-based measure generates a lower bound for bank tail risk. Equation 1.1

presents the formula for the construction of bank tail risk.

Tail-Riski,t =
∑
δ∈∆

(σi,δ,t − σi,-0.5,t) (1.1)

where σδ,i,t represents the implied volatility for bank i, for a put option with delta δ,

on trading day t, and ∆ := {−0.45,−0.40, ...,−0.20} is the set of available OTM put

deltas. This market-based measure aims to capture each bank’s perceived exposure to

significant price drops. Higher bank tail risk values denote higher weights assigned to

the probability of downturn events.
12The next section clarifies the use of this particular time to limit the sample. Access to financial state-

ment data is another requirement for a bank to be included in the sample.
13By convention, implied volatility curves are created as functions of option deltas. In the BSMmodel,

delta measures the instantaneous change in the option’s value to changes in the underlying asset price.
The delta for at-the-money put options is approximately -0.5. Creating implied volatility curves as func-
tions of option deltas normalises the implied volatilities across strike prices and expirations (Derman
and Miller, 2016).

10



Table 1.1: List of bank holding companies
This table presents the complete sample of bank holding companies used in this study,
along with their total assets as of 2009Q3. Below 50B corresponds to a sample of banks
with assets lower than $50 billion, whereas Above 50B is the group of banks with assets
equal or greater than $50 billion.

Below 50B Above 50B

Bank Name Total Assets
(millions) Bank Name Total Assets

(millions)

Discover Financial Services 43,815 Bank Of America Corporation 2,252,814
Popular, Inc. 35,638 Jpmorgan Chase & Co. 2,041,009
Synovus Financial Corp. 34,610 Citigroup Inc. 1,893,370
First Horizon National Corporation 26,467 Wells Fargo & Company 1,228,625
Bok Financial Corporation 23,919 Goldman Sachs Group, Inc., The 882,423
First Bancorp 20,081 Morgan Stanley 769,503
Commerce Bancshares, Inc. 17,965 Pnc Financial Services Group, Inc., The 271,450
Webster Financial Corporation 17,855 U.S. Bancorp 265,058
Fulton Financial Corporation 16,527 Bank Of New York Mellon Corporation, The 212,470
Cullen/Frost Bankers, Inc. 16,234 Suntrust Banks, Inc. 172,814
Valley National Bancorp 14,232 Capital One Financial Corporation 168,504
Mb Financial, Inc 14,135 Bb&T Corporation 165,329
Bancorpsouth, Inc. 13,281 State Street Corporation 162,730
Svb Financial Group 12,557 Regions Financial Corporation 140,169
East West Bancorp, Inc. 12,486 American Express Company 120,433
Bank Of Hawaii Corporation 12,208 Fifth Third Bancorp 110,740
Wintrust Financial Corporation 12,136 Keycorp 96,985
Cathay General Bancorp 11,750 Northern Trust Corporation 77,927
International Bancshares Corporation 11,686 M&T Bank Corporation 68,997
Wilmington Trust Corporation 11,168 Comerica Incorporated 59,753
Umb Financial Corporation 10,235 Marshall & Ilsley Corporation 58,664
Franklin Resources, Inc. 9,432 Zions Bancorporation 53,320
Trustmark Corporation 9,368 Huntington Bancshares Incorporated 52,511
Umpqua Holdings Corporation 9,210
F.N.B. Corporation 8,596
Newalliance Bancshares, Inc. 8,542
United Community Banks, Inc. 8,444
Investors Bancorp, Mhc 8,202
United Bankshares, Inc. 8,083
Old National Bancorp 7,974
First Midwest Bancorp, Inc. 7,679
First Financial Bancorp 7,260
Hancock Holding Company 6,825
Provident Financial Services, Inc. 6,816
Cvb Financial Corp. 6,547
First Commonwealth Financial Corporation 6,512
Iberiabank Corporation 6,467
Oriental Financial Group Inc. 6,381
Boston Private Financial Holdings, Inc. 5,889
Western Alliance Bancorporation 5,831
Glacier Bancorp, Inc. 5,708
Wesbanco, Inc. 5,566
Nbt Bancorp Inc. 5,484
Pacwest Bancorp 5,481
Community Bank System, Inc. 5,378
Texas Capital Bancshares, Inc. 5,321
Central Pacific Financial Corp. 5,172
Pinnacle Financial Partners, Inc. 5,098
Westamerica Bancorporation 4,970
Banner Corporation 4,788
Independent Bank Corp. 4,434
Chemical Financial Corporation 4,268
S & T Bancorp, Inc. 4,208
First Busey Corporation 3,974
Columbia Banking System, Inc. 3,167
Republic Bancorp, Inc. 3,037
Stifel Financial Corp. 2,891
Bank Of The Ozarks Inc 2,890
City Holding Company 2,605
First Community Bancshares, Inc. 2,298
Seacoast Banking Corporation Of Florida 2,140
Sterling Bancorp 2,136
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Several papers have used similar slope measures to estimate perceived exposure

to significant drops in market value. For instance, Collin-Dufresne et al. (2001) use

changes in the slope of the volatility smile of options on S&P 500 futures to measure

perceived changes in the probability of negative market jumps. Similarly, Tang and

Yan (2010) measure jump risk using the slope of the volatility curve for S&P 500 index

options. More recently, Yan (2011) demonstrates that the smile slope is proportional

to average stock jump size. Furthermore, he provides empirical evidence of a strong

relationship between smile slopes and future jump size. Likewise, in the banking liter-

ature Hett and Schmidt (2017) use smile slopes as indicators of implied default risk for

individual banks.14

In regard to othermeasures of tail-risk such asValue-at-Risk (VaR), expected short-

fall (ES), and Moody’s KMV model, these are either backward-looking (i.e. rely on

historical information) and/or assume returns follow a normal distribution – two im-

portant limitations.

On the one hand, tail-risk measures that rely on historical (backward-looking) in-

formation are not relevant for the research question at hand. This chapter aims to as-

sess whether, either new targeted regulations or the designation of certain banks as

systemically important, changed investors’ beliefs about banks’ exposure to downside

risk. Therefore, the tail-risk measure needs to take into account investors’ expectations

about the future prospects of each bank stock – not their historical performance.

On the other hand, the existing literature shows stock returns are not normally

distributed. Under the assumption of normality, for instance, a tail event such as the

market crash of October 1987 (analysed in this chapter) has a probability of less than

one in 1050. According to Mandelbrot and Hudson (2006):

[these are] odds so small they have no meaning. It is a number outside the
14In a related approach, Knaup and Wagner (2012) consider changes in OTM put option prices as

reflecting changes in the perceived likelihood and severity of market crashes. They then define bank tail
risk as banks’ stock price sensitivity to changes in the price of OTM puts on the market.
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scale of nature. You could span the powers of ten from the smallest sub-

atomic particle to the breadth of the measurable universe—and still never

meet such a number. (p. 4)

Hence, the tail-risk measure proposed in this chapter overcomes those two lim-

itations by exploiting the information content of option markets to capture investors’

expectations about the future prospects of individual bank stocks and their propensity

to experience significant price drops.

1.3.1 Tail Risk Around Crises

Following the 1987market crash, Rubinstein (1994) documented a structural change

in the shape of the implied volatility curve of S&P 500 index options: the curve went

from being relatively flat in the pre-crash period to significantly downward sloping

post-crash. Rubinstein (1994) suggested “crash-o-phobia”, that is, an increase in in-

vestors’ expectations of future crash-like events, as an important reason for the appear-

ance of the so-called volatility smile.

In this section, I show that the steepening of the implied volatility curve was not

peculiar to the 1987 crash but also occurred following the dot-com crash of 2000 and

the more recent GFC of 2008. Thus, it appears that investors’ consistently adjust expec-

tations of future crash like events upward following crises.

Dot-Com Crash

After a long speculative period known as the dot-com bubble, the market for tech-

nology firms crashed in March 2000 and did not recover until late 2002.15 Given its

economic significance, I employ this market crash to explore how it affected the tech-

nology industry’s perceived exposure to downside risk (i.e. tail risk).
15By October 2002, the NASDAQ Composite Index had fallen by 78% from its peak in March 2000.
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To do this, I use a sample of 165 technology firms listed on NASDAQ and with an

active options market between 1996 and 2005. The options data required for estimating

tail risk is from OptionMetrics. I define the pre-crash, crash, and post-crash periods as

the time periods 1996-1999, 2000-2002, and 2003-2005, respectively. Using the options-

based approach described in Section 1.3 to measure tail risk, I calculate that tail risk for

this group of firms spiked during the dot-com bubble and remained at higher levels

compared to the pre-crash period. Specifically, Panel C in Table 1.2 shows technology

firms experienced a 101.8% increase in average tail risk between the pre and post-crash

periods. This substantial tail-risk surge represents a structural change in the shape of

the implied volatility curve for these firms.

The Global Financial Crisis

The more recent crisis in 2008-2009 presents another opportunity to study the dy-

namics of tail risk around crises. Since theGFC centred on the banking sector, I examine

non-financial firms and banks separately, using data for 619 non-financial firms and 85

U.S. bank holding companies with active options markets between 2001 and 2017.

Using the same options-based approach as above and defining the pre-crisis, crisis

and post-crisis periods as 2001-2007, 2008-2009, and 2010-2017, respectively, I calculate

that, after increasing by 28.3% between the pre-crisis and crisis periods, tail risk for

non-financial firms subsides but remains 12.6% above pre-crisis levels (see Panel B of

Table 1.2). A similar but muchmore pronounced effect is observed for the U.S. banking

industry as a whole: tail risk increases by 74.5% between the pre-crisis and crisis pe-

riods, and although falling slightly, remains 69.9% higher post-crisis compared to the

pre-crisis period (see Panel A of Table 1.2). Thus, consistent with Rubinstein (1994)

and what happened following the dot-com crash, there is a permanent increase in tail

risk after the GFC for banks as well as non-financial firms.
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Table 1.2: Tail risk around crises
This table shows estimates of average quarterly tail risk for banks (Panel A), non-
financials (Panel B), and technology firms (Panel C). For banks and non-financials,
the sample consists of 85 and 619 firms, respectively, for which active options markets
exist between the period 2001-2017. Pre-Crisis refers to the period 2001-2007, Crisis to
the period 2008-2009, and Post-Crisis to the period 2010-2017. For technology firms, the
sample consists of 165 companies listed on NASDAQ and with active option markets
in the period 1996-2005. For these firms Pre-Crisis, Crisis, and Post-Crisis represent
the time periods 1996-1999, 2000-2002, and 2003-2005, respectively. For banks, Below
50B corresponds to firms with assets lower than $50 billion as of 2009Q3, and Above
50B is the group of firms with assets equal or greater than $50 billion. Non-financials
with total assets in the top quartile, as of 2009Q3, are classified as Large and all others
as Small. Similarly, technology firms are classified as Large (top quartile) and Small
based on their total assets as of 2000Q1.

(A) Banks

Pre-Crisis Crisis Post-Crisis Post-Pre % Change

All Banks 0.165 0.288 0.281 0.116*** 69.9
Below 50B 0.203 0.255 0.333 0.131*** 64.4
Above 50B 0.134 0.368 0.131 -0.003 -2.3

(B) Non-Financials

Pre-Crisis Crisis Post-Crisis Post-Pre % Change

All Non-Financials 0.138 0.177 0.155 0.017*** 12.6
Small 0.145 0.181 0.164 0.020*** 13.6
Large 0.121 0.166 0.129 0.008*** 6.6

(C) Technology Firms

Pre-Crisis Crisis Post-Crisis Post-Pre % Change

All Tech Firms 0.072 0.142 0.145 0.073*** 101.8
Small 0.066 0.133 0.152 0.087*** 132.6
Large 0.085 0.166 0.124 0.039*** 45.5
*** p<0.01, ** p<0.05, * p<0.1

Systemically Important Banks

The evidence above shows that investors consistently update future expectations

of crash like events following major market downturns, leading to starkly high tail-risk

estimates post-crisis. However, this empirical regularity is absent for a subset of firms

following the GFC: banks designated as systemically important by the Dodd-Frank Act

of 2010 (i.e. banks with at least $50 billion in assets).

Figure 1.2 shows the distribution of quarterly tail risk for all U.S. banks, and below

and above 50B banks, for the pre-crisis, crisis, and post-crisis time periods. As men-
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Figure 1.2: Tail risk for above and below $50 billion banks
This figure shows the distribution of quarterly tail risk for all U.S. banks, banks with
less than $50 billion in assets (Below 50B), and banks with assets equal or greater than
$50 billion (Above 50B), for the pre-crisis, crisis, and post-crisis time periods. Pre-crisis
corresponds to the time period 2001-2007, crisis to the period 2008-2009, and post-crisis
to 2010-2017.

tioned above, consistent with the idea that the GFC raised investors expectations for

future bank failures, tail risk for the U.S banking industry as a whole rises by 69.9% be-

tween the post and pre-crisis periods. This rise is driven entirely by changes in below

50B banks tail risk, which surges by 64.4% post-crisis. However, for above 50B banks,

after peaking during the crisis, tail risk reverted (almost exactly) back to pre-crisis lev-

els.

Large vs Small Firms

A natural question is whether these differential changes in tail risk according to

bank size are an artifact of options markets. For instance, one could argue that large

firms have option markets that are inherently more liquid and subject to lower trans-

action costs, and that these market characteristics produce relative flatter smiles (i.e.
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lower tail risk) especially during distress states. If this were the case, we would expect

to observe different tail-risk averages for firms of varying sizes following a major mar-

ket downturn, not just for banks. I investigate, and rule out this possibility, by studying

the tail-risk dynamics for (1) non-financial firms of varying size around the GFC; and

(2) technology stocks of varying size around the dot-com crash.

I examine the tail risk for non-financial firms around the GFC first. Non-financials

are classified into two groups, small and large, based on their total assets as of 2009Q3.16

The large group corresponds to firms in the top size quartile and the small group con-

sists of all other non-financials.17 Firm size (i.e. total assets) is obtained from Compus-

tat.

Table 1.2 presents average tail-risk changes for the pre and post-crisis period for

small and large firms separately. Panel A shows the numbers for banks, and Panel B

presents the numbers for non-financials. Unlike banks, post-crisis tail risk increases for

both small and large firms by 13.6% and 6.6%, respectively. These changes are signifi-

cantly lower compared to the 64.4% surge observed for below 50B banks – which is to

be expected given the nature of the crisis. This table also confirms that the tail risk for

above 50B banks did not change post-crisis (in fact, it is marginally lower, though the

change is insignificant). The observed increase in tail risk for non-financials can also

be attributed to a surge in investors’ expectations of future crash-like events caused by

the GFC and its spillover effects onto other industries. These findings, however, are

qualitatively different from the size tail-risk differences reported for banks.

Next, I examine the tail-risk behaviour for large and small technology firms around

the dot-com crash. I define firms with total assets in the top quartile, as of 2000Q1, as

large, and all other firms as small. Panel C of Table 1.2 presents changes in tail risk for

large and small technology firms. Unlike banks, both size groups depict a substantial
16For comparability with the sample of banks, the non-financial firms sample includes non-financials

with assets between $2 and $2,252 billion as of 2009Q3. This is the same size range observed for the
sample of banks.

17This is consistent with the size distribution observed for banks where the above 50B group corre-
sponds roughly to the top size quartile.
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increase in tail risk post-crisis, 132.6% and 45.5% for small and large firms, respectively.

These tests show that the difference between above and below 50B banks is not sim-

ply an artifact of options markets favouring larger firms. The key argument I make in

this chapter is that the cross-sectional tail-risk difference between above and below 50B

banks observed after the GFC is driven by differences in investors’ expectations over fu-

ture bailout probabilities for large versus small banks. That is, the series of bailout pro-

grams targeted at systemically important banks during the crisis reinforced investors

expectations of future bailouts for large banks and so, despite the crisis, expectations

that large systemically important banks will fail in the future did not adjust upward

as they did for small banks and for non-financial firms. In the next section, I develop

this argument further and also consider an alternative interpretation for the observed

difference between large and small banks.

1.4 Potential Explanations

1.4.1 Implicit Guarantees

My central claim is that the series of bailouts targeted at large banks during the

financial crisis, and the subsequent designation of above 50B banks as systemically im-

portant by the Dodd-Frank Act, reinforced the TBTF status of large financial institu-

tions. This raised expectations of future bailouts for large banks and led market partic-

ipants to lower expectations of large price declines in the post-crisis period, resulting in

a flatter post-crisis smile for above 50B banks (i.e. lower tail risk) relative to small banks.

For small banks below the $50B systemically-important threshold, the crisis, however,

raised investors’ concerns about the possibility of future failures, thus steepening the

left-tail segment of the smile for this group – as shown in Table 1.2. I refer to this as the

implicit guarantee hypothesis.18

18Note that this explanation does not require large banks to be inherently less risky. Provided that
investors perceive large banks to be more likely to receive government assistance in future distress states,
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The GFC revealed two important facts: it exposed fundamental weaknesses of the

U.S. banking industry, and it affirmed the U.S. government commitment to rescue large

financial institutions in distress. For instance, of the $439 billion dollars disbursed un-

der the Troubled Asset Relief Program (TARP), $204.9 billion was committed to direct

capital injections between October 2008 and December 2009.19 Of this, 81.9% ($167.9

billion) was invested in the sample of above 50B banks and only 4.8% ($ 9.9 billion) in

below 50B banks.20 Prior research shows that these large scale bailouts are reflected in

asset prices. For example, Kelly et al. (2016) examine the difference in costs between a

basket of OTM put options for individual banks and OTM puts on the financial sector

index. They document this basket-index difference increases four-fold during the GFC

and attribute this behaviour to a financial sector-wide bailout guarantee.

The government commitment to rescue large banks went beyond the TARP fund-

ing. Of the 20 listed banks allowed to fail since the GFC, none were above the 50B

threshold. In the midst of the crisis, the then Chairman of the Federal Deposit Insur-

ance Corporation (FDIC) Sheila Bair commented:

"’Too big to fail’ has become worse . . . It’s become explicit when it was implicit be-

fore. It creates competitive disparities between large and small institutions, because

everybody knows small institutions can fail. So it’s more expensive for them to raise

capital and secure funding (Wiseman and Gogoi, 2009)."

Consistent with this, Gandhi and Lustig (2015) show that the largest bank stocks

have significantly lower risk-adjusted returns than smaller banks’ stocks, even though

large banks are significantly more levered. They interpret this evidence as consistent

with the existence of implicit government guarantees that protect shareholders of large

U.S. banks in disaster states.
it follows that they will perceive large banks to be less exposed to downside risk, which will be reflected
in lower tail-risk levels relative to small banks.

19Originally, the U.S. Congress approved $700 billion to be disbursed under TARP. The authorised
amount was subsequently reduced to $475 billion by the Dodd-Frank Act, and as of March 2018 only
$439 billion had been disbursed (Lerner, 2018).

20See the U.S. Department of The Treasury website for the full list.
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In addition, as a direct response to the crisis the Dodd-Frank Wall Street Reform

and Consumer Protection Act (Dodd-Frank) made explicit which banks were deemed

by the government as systemically important. Specifically, the Act designated $50 bil-

lion as the size threshold abovewhich a bank holding company is deemed a large, inter-

connected financial institutionwhose failure could threaten the financial stability of the

United States.21 Investors were thus, effectively, given a list of banks the government

deemed too big to fail. In this regard, Moenninghoff et al. (2015) argue that reveal-

ing the identities of systemically important banks eliminates the ambiguity about the

presence of government guarantees.

The AIG bailout

To bolster the case for inferring bailout expectations from options prices, I explore

firm tail-risk variation around one of the largest bailouts in U.S. history. If implicit gov-

ernment guarantees reduce firm tail risk, then the actual realisation of such guarantee

– in the form of a bailout – should have a similar effect, especially in times when uncer-

tainty around the government commitment is high. This was exactly the case for the

American International Group (AIG) during the GFC. The insurer was effectively na-

tionalised by theU.S. government in September 2008, the samemonth Lehman Brothers

was allowed to fail.22

To examine the effect of the bailout onAIG’s perceived exposure to downside risk, I

follow Section 1.3 and estimate monthly tail-risk averages around the time of the rescue

plan. For comparison purposes, I also estimate tail-risk averages for two qualitatively
21Section 165 of the Dodd-Frank Act states: "In order to prevent or mitigate risks to the financial stabil-

ity of the United States that could arise from the material financial distress or failure, or ongoing activ-
ities, of large, interconnected financial institutions, the Board of Governors shall . . . establish prudential
standards for nonbank financial companies supervised by the Board of Governors and bank holding
companies with total consolidated assets equal to or greater than $50,000,000,000 that . . . are more strin-
gent than the standards and requirements applicable to nonbank financial companies and bank holding
companies that do not present similar risks to the financial stability of the United States . . . "

22OnSeptember 16, 2008 the Fed rescuedAIGwith a $85 billion two-year emergency loan. In exchange,
the U.S. government effectively got a 79.9% equity stake in the company (Karnitschnig et al., 2008). The
total aid package to AIG was $184.6 billion, which meant a 92% equity stake for the U.S. government
(Scism, 2014).
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similar insurance companies, namely MetLife and Prudential Financial.23

The top panel of Figure 1.3 shows monthly tail-risk averages for these firms be-

tween July and November 2008. For AIG, its average tail risk experienced a sharp de-

cline (72.5%) in the month immediately after its bailout. For the other two insurers,

however, tail risk surges by 385.1% (MetLife) and 128.3% (Prudential Financial) and

remained high for most of the crisis period. Despite being on the brink of bankruptcy,

once the U.S. government became a significant shareholder in AIG, its perceived expo-

sure to downside risk fell drastically and remained low for the entire crisis period.24

I argue that the majority ownership of AIG by the U.S. Treasury increased investors

expectations of future bailouts to keep AIG afloat, which was in turn reflected in the

tail-risk behaviour of AIG. The bottom panel of Figure 1.3 expands the window before

and after the AIG bailout and presents quarterly tail-risk averages. We can see that,

before the crisis, the variation in tail risk for these three firms was similar and only

changed after AIG’s bailout. Moreover, average tail risk converges for the three insur-

ers in the post-crisis period. As with banks, this only occurs after the Financial Stability

Oversight Council (FSOC) designated these three institutions as systemically impor-

tant, that is, firms whose failure could pose a threat to the U.S. financial stability.25 I

argue that these designations contributed to increase investors’ expectations of future

bailouts and thus, reduce these firms’ exposure to tail-type events.

23All these firms had total assets exceeding $400 billion as of 2007Q4.
24AIG net loss for 2008 was $99.3 billion.
25All these designations where subsequently rescinded between 2017 and 2018.
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Figure 1.3: Tail risk for insurance firms
This figure shows tail-risk averages for the insurance firms AIG, MetLife, and Pruden-
tial Financial. The top panel showsmonthly tail-risk averages between July andNovem-
ber 2008. The bottom panel depicts quarterly averages between 2001 and 2017.

1.4.2 An Alternative Explanation: Effective Regulation

A tighter regulatory regime for large banks is another salient characteristic of the

U.S. banking industry in the post-crisis period. This, I hypothesise, could also explain

the size-based tail-risk differences documented in Figure 1.2.26

The Dodd-Frank Act was first introduced in the U.S. House of Representatives in

December 2009 and subsequently enacted into law in July 2010. It was a direct response

to the multiple regulatory concerns around financial stability raised by the GFC. At its

core, Dodd-Frank was specifically designed to end the TBTF problem, and to protect

taxpayers by eliminating bailouts. To achieve this, Dodd-Frank effectively established
26It is possible that direct assistance by the government through support programs such as the Trou-

bled Asset Relief Program (TARP), the Term Auction Facility (TAF), the Primary Dealer Credit Facility
(PDCF), and the Term Securities Lending Facility (TSLF), had a direct effect on banks’ exposure to signif-
icant price drops. However, most of these programs ended during the first quarter of 2010 and therefore
they cannot explain the size-based tail-risk differences documented in Figure 1.2.
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– and/or empowered banking regulators to establish – size-based regulatory require-

ments. For instance, banks with more than $10 billion in assets were required to es-

tablish a risk committee and conduct stress tests to assess their financial resilience to

adverse conditions.27 In addition, bankswithmore than $50 billion in assetswere desig-

nated as systemically important and subjected to enhanced supervisory standards such

as stringent liquidity requirements, periodic resolution plans, and concentration limits.

Table 1.3 presents a summary of the different size-based regulatory requirements for

U.S. banks originated with Dodd-Frank.28

Table 1.3: Size-based regulation
This table presents size-based regulatory requirements for U.S. banks originated with
the Dodd-Frank Act of 2010.

Size-Based Regulatory Requirements a

$10B ≤ Assets < $50B $50B ≤ Assets < $250B Assets ≥ $250Bb

Risk committee Risk committee Risk committee
Firm-run stress tests Fed-run stress tests Fed-run stress tests

Periodic resolution plans Periodic resolution plans
Enhanced capital standards Enhanced capital standards
Stringent liquidity requirements Stringent liquidity requirements
Counterparty exposure limits Counterparty exposure limits

Special Provisions Special Provisions
Certifed reports to the FSOC Certifed reports to the FSOC
Leverage ratio 15-to-1 limit Leverage ratio 15-to-1 limit
Limitations on M&A Limitations on M&A
Early remediation requirements Early remediation requirements

Advanced approach
Supplementary leverage ratios
Capital surcharge
Countercyclical capital buffer
Total loss-absorving capacity

a These size-based thresholdsweremodified inMay 2018 under the EconomicGrowth, Regulatory
Relief, and Consumer Protection Act.
b Dodd-Frank does not include a $250 billion threshold. This was adopted by the U.S. under the
Basel III international agreement for financial regulation in July 2013.

It is evident from Table 1.3 that Dodd-Frank established a direct relationship be-

tween bank size and regulation stringency. In this sense, the relatively lower tail-risk

levels of above 50B banks documented abovemay simply reflect themore stringent reg-

ulatory requirements imposed on them relative to smaller banks. After all, the main of
27U.S. banking regulators include the Federal Deposit Insurance Corporation (FDIC), the Federal Re-

serve Board (Fed), and the Office of the Comptroller of the Currency (OCC).
28Dodd-Frank does not include a $250 billion threshold. However, this was adopted by the U.S. under

the Basel III international agreement for financial regulation. Also, these size-based thresholds were
modified in May 2018 under the Economic Growth, Regulatory Relief, and Consumer Protection Act.
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objective of Dodd-Frank was to address the financial stability deficiencies unveiled by

the GFC and put an end to the TBTF problem. I refer to this alternative explanation

as the effective regulation hypothesis. There is some recent evidence consistent with this

explanation including Balasubramnian and Cyree (2014) who show Dodd-Frank has

been effective in reducing the TBTF discounts on yield spreads in the market for sub-

ordinated debt.

In the remainder of the chapter I conduct a series of tests to differentiate between

these two competing hypotheses. Overall, I show that the evidence favours the ex-

istence of implicit government guarantees as the main source for the cross-sectional

difference in tail risk between above and below 50B banks observed after the GFC.

1.5 Empirical Findings

I have shown that the cross-sectional difference in tail risk between small and large

banks is starkly higher in the post-crisis period: the average tail risk of below 50B banks

is considerably higher than that of above 50B banks. In this section, I first show that this

result is robust to controlling for bank and optionmarket characteristics. I then conduct

a series of tests to show that this difference in tail risk after the GFC is consistent with

an increase in bailout expectations for large banks vis-a-vis small banks (i.e. implicit

guarantee hypothesis).

1.5.1 Baseline Results

I start by validating the stylised facts presented Section 1.3 in a regression frame-

work that also accounts for other covariates likely correlated with bank tail risk. Specif-

ically, I employ a difference-in-differences (DiD) model of the form:
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Tail-Riski,t = α1Post-Crisist + α2Above-50Bi

+ α3Post-Crisist × Above-50Bi

+
n∑
k=1

βkXi,k,t + Tt + εi,t

(1.2)

where Tail-Riski,t is the average tail risk of bank i for period t. Post-Crisist is a

dummy variable which takes one for the period 2010-2017, that is, after the GFC and

following the introduction of the Dodd-Frank bill in the U.S Congress, and zero other-

wise. Similarly, Above-50Bi is a dummy variable which takes one for banks with assets

equal or greater than $50 billion as of 2009Q3, and zero otherwise.

The explanatory variable of interest in this specification model is the interaction

term Post-Crisist×Above-50Bi. The coefficient on α3 corresponds to the average post-

crisis increase/decrease in tail risk for above 50B banks relative to the tail-risk change

of banks in the below 50B group. Control variables are represented by Xi,k,t. These

correspond to bank and market characteristics possibly correlated with tail risk. The

specification also includes time (i.e. year-quarter) fixed effects to control for aggregate

time trends that are common to all banks in the sample, and standard errors are clus-

tered at the bank level to allow for error correlation within each bank.

At the bank level, I control for leverage ratio, defined as the ratio between tier 1

capital and total assets; risk-weighted assets scaled by total assets; return on equity; loan-

to-deposits ratio; exposure to financial institutions, defined as the dollar value of funds lent

to other depository institutions scaled by total assets; reliance on short-term wholesale

funding, measured as the total amount of wholesale funding scaled by total liabilities;

non-performing loans, calculated as the dollar value of 90 days past due loans over assets;

bank size, measured as the natural logarithm of total assets; and z-score, an estimate

of bank insolvency risk, which I calculate following Lepetit and Strobel (2013). The

quarterly accounting data for the construction of these financial ratios is obtained from
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the Consolidated Financial Statements for Bank Holding Companies (FR Y-9C) filed

with the Federal Reserve.

In addition, I control for quarterly estimates of bank systematic and unsystematic

risk. These are obtained by decomposing total return variance into systematic variance

and unsystematic variance. Systematic risk (systematic variance) is then defined as

βσmarket (β2σ2
market), where β represents bank return sensitivity to changes in the mar-

ket portfolio returns, and σmarket the market return volatility.29 Whereas, unsystematic

risk is defined as the square root of the difference between total return variance and

systematic variance. Daily bank return data for the construction of these risk estimates

is from the Center for Research in Security Prices (CRSP).30

Table 1.4: Summary statistics
This table reports summary statistics for selected bank and market characteristics. The
sample corresponds to an unbalanced panel of 85 bank holding companies observed
quarterly over the period January 2001 - December 2017.

Obs. Average Standard
Deviation Min Median Max

Tail Risk 4,173 0.253 0.266 -2.011 0.179 2.578
Return Volatility 4,141 0.024 0.056 0.005 0.016 2.075
Beta 4,055 1.298 0.821 -31.343 1.229 12.452
Systematic Risk 4,055 0.014 0.013 -0.256 0.010 0.102
Unsystematic Risk 4,055 0.018 0.055 0.004 0.012 2.074
Total Loans/Total Deposits 4,173 0.899 0.299 0.064 0.911 3.737
Exposure to FIs 4,173 0.021 0.058 0.000 0.001 0.454
Short-Term Wholesale/Total Liabilities 4,173 0.224 0.152 0.000 0.187 0.919
Non-Performing-Loans/Total Loans 4,173 0.019 0.023 0.000 0.011 0.203
Net Charge-Offs/Total Loans 4,173 0.019 0.032 -0.008 0.007 0.358
Z-Score 4,173 25.572 11.389 1.040 26.155 86.660
Tier1 Capital/Total Assets 4,137 0.101 0.061 0.040 0.093 0.763
Tier1 Capital/RWA 4,137 0.137 0.085 0.066 0.122 1.078
Total Capital/RWA 4,137 0.157 0.081 0.086 0.142 1.079
RWA/Total Assets 4,137 0.731 0.144 0.262 0.744 1.235
ROA 4,173 0.025 0.050 -0.686 0.022 0.771
ROE 4,173 0.196 0.458 -13.199 0.195 2.474
Net Interest Margin/Earning Assets 4,173 0.084 0.048 -0.003 0.077 0.345
Options Volume 4,173 4.030 19.608 0.000 0.027 469.805
Options Bid-Ask Spread 4,173 0.987 1.198 -0.705 0.493 10.000
Total Assets (billions) 4,173 159.448 423.409 1.499 17.546 2,609.785

I also control for specific market characteristics of the OTM put options used in

the construction of tail risk. These include bid-ask spreads and volume estimates also
29Individual bank betas are calculated each quarter by fitting a linear regression model of daily bank

returns on market portfolio returns.
30Daily market returns are obtained from Keneth R. French’s website. These market returns comprise

a portfolio of all NYSE, AMEX, and NASDAQ firms.
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obtained from OptionMetrics.31 Table 1.4 shows summary statistics for these bank and

market characteristics for a sample of 85 bank holding companies (see Table 1.1) ob-

served quarterly over the period January 2001 - December 2017. Average bank tail risk

is positive over the sample period, denoting the downward sloping smile characteristic

of equity assets. Also, bank total assets range between $1.5 and $2,609.8 billions.

Table 1.5 presents coefficients estimates for the DiD model shown in Equation 1.2.

Column (1) presents the simple baseline regression with no control variables. In Col-

umn (2), quarterly financial ratios from banks’ consolidated statements are added as

controls. In addition, Column (3) includes market-based measures of systematic and

unsystematic risk, and Column (4) includesmeasures of liquidity and transaction costs

for the options markets used in the construction of tail risk. In all these specifications,

the coefficient on the interaction term between the above 50B indicator and the post-

crisis dummy is negative and significant.32 Relative to banks with less than $50 billion

in assets, the average tail risk of larger banks is significantly lower post-crisis. In partic-

ular, the average tail-risk difference between below and above 50B banks is more than

five times larger in the post-crisis period compared to pre-crisis.

These findings corroborate the stylised facts documented in Section 1.3. In the

post-crisis period, markets perceive above 50B banks as significantly less exposed to

downside risk. Another important insight from this test is the relevance the leverage

ratio has in reducing tail risk. On average, banks with higher levels of Tier 1 capital,

as a proportion of total assets, are associated with lower tail-risk exposures (i.e. lower

exposure to significant price drops). Specifically, a one standard deviation increase in

a bank’s leverage ratio is associated with a 6% reduction (relative to the mean) in tail

risk.
31These controls are included to account for liquidity and transaction costs in option markets. These

are also considered possible determinants of volatility smiles (see Pena et al., 1999).
32Post-crisis dummy coefficients are omitted due to the use of time fixed effects.
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Table 1.5: Baseline model
This table presents coefficient estimates for the specification model in Equation 1.2.
Above 50B is a dummy variable which takes 1 for banks with assets equal or greater
than $50 billion as of 2009Q3, and 0 otherwise. Post-Crisis takes 1 for the period 2010-
2017, and 0 otherwise. Column (2) includes a series of financial ratios as controls, Col-
umn (3) accounts for market estimates of systematic and unsystematic risk, and Col-
umn (4) controls for market characteristics of the put options used in the construction
of the tail-risk measure. An unbalanced panel of 85 banks observed quarterly over the
period 2001-2017 is used. Regressions include year-quarter fixed effects to control for
aggregate time trends that are common to all banks in the sample. Standard errors are
clustered at the bank level to allow for error correlation within each panel.

DEPENDENT VARIABLE: Tail Risk (1) (2) (3) (4)

Above 50B -0.009 0.026 0.025 0.026
(-0.565) (0.909) (0.834) (0.842)

Above 50B × Post-Crisis -0.192*** -0.185*** -0.183*** -0.189***
(-8.633) (-7.855) (-7.477) (-7.488)

Tier1 Capital/Total Assets -0.211*** -0.223*** -0.231***
(-3.437) (-3.646) (-3.541)

RWA/Total Assets -0.000 -0.001 -0.004
(-0.006) (-0.019) (-0.063)

ROE 0.019* 0.019* 0.019*
(1.712) (1.863) (1.874)

Total Loans/Total Deposits 0.016 0.017 0.017
(0.923) (0.764) (0.726)

Exposure to FIs 0.168 0.182 0.189
(1.476) (1.466) (1.508)

Short-Term Wholesale/Total Liabilities -0.069 -0.069 -0.073
(-1.171) (-1.123) (-1.167)

Non-Performing Loans/Total Loans -0.373 -0.263 -0.291
(-0.793) (-0.628) (-0.684)

Z-Score 0.001 0.001 0.001
(1.028) (0.928) (0.985)

Log(Assets) -0.015* -0.016* -0.018*
(-1.700) (-1.854) (-1.734)

Systematic Risk 1.699 1.671
(1.440) (1.370)

Unsystematic Risk -0.359 -0.361
(-1.352) (-1.350)

Options Volume 0.000
(0.112)

Options Bid-Ask Spread -0.007
(-0.734)

Constant 0.288*** 0.421*** 0.421*** 0.447***
(26.627) (4.275) (4.147) (3.855)

Observations 4,173 4,105 4,105 4,105
Time fixed effects Yes Yes Yes Yes
Adj R-squared 0.168 0.184 0.184 0.184
Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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1.5.2 Other Salient Regulatory Thresholds

Thepost-crisis regulatory framework in theU.S. contains a series of bank-size thresh-

oldswith increasing regulatory stringency as banksmove into larger thresholds. Specif-

ically, these groups are:

• Group 1: banks with less than $10 billion in assets

• Group 2: banks with assets of $10 billion or greater but less than $50 billion.

• Group 3: banks with assets of $50 billion or greater but less than $250 billion.

• Group 4: banks with $250 billion in assets or more.

Table 1.3 outlines the different regulatory standards faced by banks in these var-

ious regulatory size buckets. Other than the $50 billion threshold for enhanced stan-

dards, these regulatory groups are defined using two additional regulatory thresholds

conceived after the GFC. These include the $10 billion regulatory threshold for stress

tests – also established in the Dodd-Frank Act – and the $250 billion threshold at which

banks become subjected to Basel III additional regulatory requirements for advanced

approaches banks.

I exploit the monotonic relationship between bank size and regulatory stringency

to examine whether the lower tail risk for above 50B banks, in the post-crisis period, is

consistent with the effective regulation hypothesis. If lower tail risk for above 50B banks

is driven by tighter regulatory standards, then one should also observe lower tail risk

for (1) banks between $10B and $50B (Group 2) relative to banks below $10B (Group

1); (2) banks between $50B and $250B (Group 3) relative to banks between $10B and

$50B (Group 2); and (3) banks above $250B (Group 4) relative to banks between $50B

and $250B (Group 3).

To test this, I classify banks into one of the four size-based regulatory groups and

then, using the DiD model outlined in Equation 1.2, I explore tail-risk differences be-
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tween adjacent regulatory groups (two at a time). If stricter regulation does in fact

reduce bank tail risk I expect greater regulatory stringency to be associated with lower

tail risk. Hence, the effective regulation hypothesis predicts α3 in Equation 1.2 to be

negative for all cases in which the reference regulatory group corresponds to banks

of smaller size relative to the larger treatment group. Any departure from this would

be inconsistent with the idea that a stricter regulatory regime for larger banks is what

explains the post-crisis tail-risk differences documented above.

Table 1.6 shows results for these between-group tests. Column (1) presents point

estimates for a sample comprising banks in Group 1 and Group 2. Similarly, in Column

(2) the sample is restricted to banks in Group 2 and Group 3, and in Column (3) to

banks in Group 3 and Group 4. In all cases, the smaller regulatory group – of the

two being compared – is used as the reference group. In addition, Column (4) shows

estimates for the same model in Column (3) but with the post-crisis dummy redefined

to equal one for the period after 2013Q3 and zero otherwise. I do this to account for the

actual time the U.S. adopted Basel III advanced approaches for banks with at least $250

billion in assets (i.e. July 2013). All specifications include year-quarter fixed effects to

account for aggregate time trends, and standard errors are clustered at the bank level.

Only in Column (2) is the coefficient on the interaction term negative and statis-

tically significant, suggesting a post-crisis decline in the tail risk for above 50B banks

relative to banks between $10B and $50B. On the contrary, results for the other two

comparisons (i.e. Columns (1), (3), and (4)) are insignificant: the post-crisis tail risk

of below $10B and banks between $10B and $50B are similar; likewise, $50B to $250B

banks and above $250B banks have similar tail risk. Thus, despite significant differences

in the stringency of regulatory standards, I observe no differences in tail risk around

these other size thresholds.

Interestingly, I only observe a sharp decline in tail risk at one point: when banks

cross-over the $50B threshold and are designated systemically important. Overall, these

results are inconsistent with the effective regulation hypothesis. On the other hand,
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Table 1.6: Other salient regulatory thresholds
This table presents coefficient estimates for the specificationmodel in Equation 1.2 with
observations restricted to adjacent regulatory groups. Treatment group is a dummy
which takes 1 for banks in the stricter regulatory group (larger banks) and 0 other-
wise. Post-Crisis takes 1 for the period 2010-2017, and 0 otherwise. Column (1) shows
estimates where the two regulatory groups analysed are "less than $10B" (the reference
group) and "between $10B and $50B". Column (2) presents coefficients for regulatory
groups "between $10B and $50B" (the reference group) and "between $50B and $250B",
and Column (3) for groups "between $50B and $250B" (the reference group) and "more
than $250B". Column (4) shows estimates for the same model in Column (3) but with
the Post-Crisis dummy redefined to 1 for the period after 2013Q3 and 0 otherwise. All
regressions include the series of control variables in Table 1.5 Column (4), as well as
year-quarter fixed effects. Standard errors are clustered at the bank level.

DEPENDENT VARIABLE: Tail Risk (1) (2) (3) (4)

Treatment Group 0.017 -0.043 -0.025 -0.012
(0.432) (-1.061) (-1.399) (-0.947)

Treatment Group × Post-Crisis -0.049 -0.102*** 0.025 -0.013
(-1.078) (-2.945) (1.047) (-0.948)

Observations 2,749 1,954 1,356 1,356
Controls Yes Yes Yes Yes
Time fixed effects Yes Yes Yes Yes
Adj R-squared 0.132 0.274 0.701 0.700
Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1

the findings in Table 1.6 are compatible with implicit guarantees as the explanation

for the lower tail risk of above 50B banks following the GFC. These banks correspond

to those that were explicitly designated by Dodd-Frank as institutions whose failure

could threaten the financial stability of the U.S. economy, and are the same bankswhich

benefited the most from government assistance during the GFC. Since the systemically

important status applied equally to all banks with more than $50 billion in assets (i.e.

banks in Group 3 and Group 4), the implicit guarantee hypothesis predicts no extra

tail-risk reduction for banks above the $250 billion mark. Consistent with this, I show

in Table 1.6, Columns (3) and (4), that the tail risk of Group 3 and Group 4 are not

statistically different in the post-crisis period. I argue that the designation of banks

above 50B as systemically important reduced the ambiguity for investors about which

banks are considered TBTF by the government leading to higher bailout expectations

for this group. Similar findings have been documented by Moenninghoff et al. (2015)

who showpositivewealth effects upon the designation of certain large banks as globally
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systemically important banks (GSIBs).

1.5.3 Wealth Effects

To further understand the source of the tail-risk differences between small and

large banks, I analyse the stock market reaction to the announcement of changes in

bank regulation related to the passage of the Dodd-Frank Act. As elaborated in Sec-

tion 1.4, the two competing hypotheses have starkly different implications for the impact

of Dodd-Frank on shareholder welfare. Dodd-Frank introduced a stricter set of regula-

tory requirements for above 50B banks, but at the same time explicitly designated them

as systemically important.

On the one hand, stricter regulation and higher compliance costs imply negative

welfare effects for shareholders. For example, Bongini et al. (2015) report evidence of

a negative wealth effect to the announcement of tighter regulatory requirements for

certain banks designated as systemically important financial institutions (SIFIs) by the

Financial Stability Board (FSB). They attribute this wealth effect to the heavier regula-

tory burden expected on low capitalised SIFIs.

On the other hand, the implicit guarantee hypothesis argues that the official desig-

nation of above 50B banks as systemically important reinforced the TBTF problem for

this group of banks and so predicts positive wealth effects for shareholders. Consistent

with this, recent work by Moenninghoff et al. (2015) documents positive wealth effects

for shareholders upon the announcement of large banks as globally systemically im-

portant (GSIBs). Further evidence of positive market reactions to the designation of

banks as TBTF, in the U.S, has been documented by O’hara and Shaw (1990).

Thus, equity markets’ reaction can provide indirect evidence of whether, with the

passage of Dodd-Frank, large banks were viewed by investors as highly regulated low-

risk financial institutions (effective regulation hypothesis) or systemically important

firms more likely to receive government support in the future (implicit guarantee hy-
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pothesis). Accordingly, any evidence of positive wealth effects around the passage of

Dodd-Frank for above 50B banks would be consistent with the implicit guarantee hy-

pothesis. That is, despite a larger regulatory burden, a net benefit to the shareholders

of large banks could be interpreted as a reinforcement of the TBTF status of these insti-

tutions.

I analyse seven salient dates related to the passage of Dodd-Frank, from its intro-

duction as a bill in the U.S Congress to its enactment. These are:

– 02/12/2009 -Dodd-Frank is introduced in theU.S.House of Representatives (House)

as bill H.R. 4173.

– 11/12/2009 - The Dodd-Frank bill is passed by the House.

– 15/04/2010 - Dodd-Frank is introduced in the U.S. Senate (Senate) as bill S.3217.

– 20/05/2010 - Dodd-Frank is passed by the Senate.

– 30/06/2010 - The House agreed to conference report on Dodd-Frank.

– 15/07/2010 - The Senate closed debate and agreed to conference report.

– 21/07/2010 - Dodd-Frank is signed into law by the U.S. President.

Following Bouwman et al. (2018), for each date I employ a two-day event window

[−1, 0] with t = 0 as the date of interest. The estimation window corresponds to the 200

trading days spanning the time period [−211,−11). The estimation also includes a 10

day trading gap between the estimation and event windows. A market model is used

to calculate daily expected returns following Equation 1.3.

Ri,t = ai + biRM,t + ei,t (1.3)

where Ri,t is the observed return for bank i on day t, and RM,t is the return on the
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market portfolio.33 For a given bank, daily abnormal returns (AR) are then calculated

as:

ARi,t = Ri,t − âi − b̂iRM,t (1.4)

with âi and b̂i corresponding to OLS estimates of Equation 1.3 over the estimation pe-

riod.

Because the events of interest are the same for all banks, abnormal returns are

prone to cross-sectional correlation and event-induced variance inflation. Both, have

been shown to lead to over-rejections of the null hypothesis of zero abnormal returns.

To account for these effects, I employ the test statistic proposed by Kolari and Pynnönen

(2010) in all of my tests.34

Table 1.7 reports cumulative abnormal returns (CARs), and corresponding test

statistics, for below 50B and above 50B banks. This table presents evidence of positive

abnormal returns (5.2%) for above 50B banks around the date the U.S. Senate passed

the Dodd-Frank bill. I also find a significantly positive reaction (1.4%) for above 50B

banks on the date the House agreed to the final version of the Dodd-Frank bill nego-

tiated between the two chambers via conference committee. There are no significant

market reactions on other dates for above 50B banks. For these banks, markets seem

to interpret the development of Dodd-Frank as net-positive news: despite the addi-

tional regulatory burden Dodd-Frank imposed on above 50B banks, the designation of

these banks as systemically important brought with it the perceived benefit of future

government support in distress states.

On the contrary, I find that abnormal returns for below 50B banks on these salient

dates are insignificant except for one date: when the Senate agreed to the final version

of the Dodd-Frank bill negotiated between the two chambers via conference committee.

On this date, below 50B banks experienced a negative market reaction of -2.6%, which
33Daily market returns are obtained from Keneth R. French’s website. RM,t includes all NYSE, AMEX,

and NASDAQ firms.
34Refer to Appendix A for more details regarding the test. This test statistic is an adjusted version of

the test statistic originally proposed by Boehmer et al. (1991).
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Table 1.7: Wealth effects
This table reports average cumulative abnormal returns (CAR) for a series of salient
events related to the passage of the Dodd-Frank Act. Below 50B corresponds to a sam-
ple of banks with assets lower than $50 billion as of 2009Q3, whereas Above 50B is the
group of bankswith assets equal or greater than $50 billion as of 2009Q3. For each date,
a two-day event window [−1, 0] is usedwith t = 0 as the date of interest. The estimation
window corresponds to the 200 trading days spanning the time period [−211, 11). The
estimation also includes a 10 day trading gap between the estimation and event win-
dows. For each bank, a market model is used to calculate daily expected returns. The
reported test statistic corresponds to the one proposed by Kolari and Pynnönen (2010),
which accounts for cross-sectional correlation and event-induced variance inflation.

Event Date Below 50B Above 50B

Introduced in the House 2009-12-02 -0.002 -0.016
(-0.47) (-0.91)

Passed by the House 2009-12-11 -0.012 -0.014
(-0.73) (-0.89)

Introduced in the Senate 2010-04-15 0.013 -0.010
(0.81) (-0.64)

Passed by the Senate 2010-05-20 0.016 0.052**
(1.31) (2.06)

House agreed to conference report 2010-06-30 0.014 0.014*
(1.10) (1.66)

Senate aggreed to conference report 2010-07-15 -0.026** -0.019
(-2.33) (-1.05)

Signed into law 2010-07-21 -0.035 -0.020
(-1.46) (-0.54)

Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1

can be interpreted as the markets expectation of higher regulatory costs for some these

banks following the passage of Dodd-Frank.

Thus, absent an official designation as being systemically important, Dodd-Frank

leads to negative shareholder wealth effects, which is consistent with the higher reg-

ulatory burden demanded by the new legislation. However, for systemically impor-

tant banks above the $50B threshold, Dodd-Frank resulted in net-positive shareholder

wealth effects, which is consistent with the view that the systemically important desig-

nation led investors to perversely view these banks as more likely to receive bailouts in

future distress states.

Finally, focusing on the date we see the largest difference in the magnitude of the

market reactions for above and below 50B banks (i.e. when the U.S. Senate passed the
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Table 1.8: Cross-sectional wealth effects
This table presents coefficient estimates for a cross-sectional regression in which the
dependent variable is banks’ cumulative abnormal returns (CAR) around the time the
U.S. Senate passed the Dodd-Frank bill. Above 50B is a dummy variable which takes 1
for banks with assets equal or greater than $50 billion as of 2009Q3, and 0 otherwise.
In Column (2), the explanatory variables correspond to bank characteristics observed
over the quarter 2009Q4. All regressions include robust standard errors.

DEPENDENT VARIABLE: CAR (1) (2)

Above 50B 0.035*** 0.032***
(5.630) (3.880)

Tier1 Capital/Total Assets 0.013
(0.894)

RWA/Total Assets -0.026
(-0.814)

ROE 0.001
(0.161)

Total Loans/Total Deposits 0.012
(0.803)

Exposure to FIs 0.076*
(1.685)

Short-Term Wholesale/Total Liabilities -0.038*
(-1.700)

Non-Performing Loans/Total Loans -0.085
(-0.805)

Z-Score -0.000
(-1.160)

Systematic Risk 1.141**
(2.235)

Unsystematic Risk -0.017
(-0.050)

Constant 0.016*** 0.027
(6.002) (1.329)

Observations 82 82
Adj R-squared 0.321 0.316
Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Dodd-Frank bill), I run a cross-sectional regression of banks’ CARs on an indicator for

above 50B banks and a series of bank characteristics as of 2009Q4. Table 1.8 shows coef-

ficients estimates for this specification. Column (1) presents the univariate regression

whereas Column (2) adds bank-level controls into the regression. The coefficient esti-

mate on the above 50B bank indicator is positive and significant implying that the CAR

difference between above and below 50B banks is positive and significant around the

passage of Dodd-Frank by the U.S. Senate. Moreover, larger CARs on this date are as-

sociated with higher exposure to other financial institutions (i.e. interconnectedness)
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and higher systemic risk. Both of these factors are key characteristics of systemically im-

portant institutions. These results add weight to the notion that an increase in bailout

expectations for above 50B banks, post-crisis, is the ultimate source of their lower-tail

risk.

1.5.4 U.S. Credit-Rating Downgrade

The extent towhich any guarantee can be considered ex-ante credible is conditional

on the guarantor’s creditworthiness. For large banks, the existence of an implicit gov-

ernment guarantee is predicated on the government’s capacity to provide assistance to

systemically important banks in distress states. Hence, changes to the government’s

creditworthiness can also affect the extent to which systemically important banks are

perceived as more or less exposed to tail risk.

In this section, I exploit Standard & Poor’s (S&P) decision to downgrade the U.S.

credit rating on August 5, 2011 as a shock to the government’s creditworthiness.35 I

then examine the effect of this change on the tail risk of both, systemically important

(above 50B) and smaller banks (below 50B).

Under the implicit guarantee hypothesis, systemically important banks are per-

ceived as less prone to significant price drops (i.e. tail risk) because markets expect

them to receive government assistance in future distress states. Hence, a reduction

in the government’s ability to fulfil its implicit commitment, and provide assistance,

should also reduce the expectation of future bailouts (i.e. increase tail risk). For banks

not covered by the guarantee, however, this change in the government’s creditworthi-

ness should have little effect on tail risk.

To test this, I employ Equation 1.1 to construct daily tail-risk estimates for both,

systemically important and non-systemically important banks over the entire months
35S&P downgraded U.S. long-term debt from AAA to AA+. This unprecedented change was justified

on concerns around the fiscal position of the U.S. and its political posture on increasing the debt ceiling.
(Paletta and Phillips, 2011).
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Figure 1.4: Tail risk around the U.S. credit-rating downgrade
This figure shows five-day moving averages for the tail risk of systemically important
banks (Above 50B) and non-systemically important banks (Below 50B) before and af-
ter Standard & Poor’s (S&P) downgraded the credit rating of the U.S. government on
August 5, 2011.

of July and August 2011. That is, approximately one month before and after the U.S.

credit-rating downgrade.

Figure 1.4 shows five-day moving averages for the tail risk of systemically impor-

tant banks and non-systemically important banks before and after the downgrade. This

figure presents a marked change in the average tail risk of large banks around the

U.S. credit-rating downgrade. In particular, the average tail risk of systemically im-

portant banks experiences a three-fold increase following the downgrade, relative to

the average tail risk in the previous month.36 On the contrary, the average tail risk of

non-systemically important banks remains relatively constant between July andAugust

2011.
36After this increase in early August 2011, the average tail risk of systemically important banks sub-

sided back to pre-downgrade levels by December 2011.
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These findings are consistent with the implicit guarantee hypothesis. A deterio-

ration in the U.S. government’s creditworthiness leads to a reduction in its (expected)

ability to provide assistance to large banks, which causes investors to reduce their ex-

pectations of future bailouts. This update in investors’ expectations is then reflected in

a higher exposure to significant price drops (i.e. tail risk). For banks which do not ben-

efit from implicit guarantees, the downgrade does not affect the probability investors

assign to future price drops.

It is possible that the above differential behaviour around the downgrade is in-

fluenced by differences in the holdings of U.S. debt between systemically and non-

systemically important banks. If large banks invest, on average, more heavily in U.S.

Treasury securities then the observed tail-risk change around the credit-rating down-

grade may simply reflect the deterioration of that portion of their balance sheets. To

exclude this possibility, I estimate relative changes in tail risk around the credit-rating

downgrade in a regression setting where I control for each bank’s U.S. debt securities

holdings.

Specifically, I use the specification model in Equation 1.2 restricted to the sample

period July-August 2011 andwith the variablePost-Crisist replaced byPost-Downgradet.

The latter corresponds to a dummy variable which takes one for the period after the

credit-rating downgrade, and zero otherwise. Moreover, the dependent variable cor-

responds to a five-day moving average of each bank’s daily tail risk. Also, this spec-

ification includes the variable U.S. Treasury Holdings as a control. For each bank, this

covariate measures the proportion of U.S. Treasury securities held in relation to total

assets.37 The specification also includes time fixed effects to control for aggregate time

trends that are common to all banks, and standard errors are clustered at the bank level

to allow for error correlation within each bank.

Table 1.9 presents coefficient estimates for this model. Column (1) shows the re-
37This and other bank characteristics are estimated using the Consolidated Financial Statements for

Bank Holding Companies (FR Y-9C) filed with the Federal Reserve as of 2011Q3 (see Section 1.5.1).
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gression with no control variables. In Column (2), each bank’s holdings of U.S. Trea-

sury securities is added as a control, andColumn (3) controls for other bank andmarket

characteristics possibly correlatedwith tail risk. Across all specifications, the coefficient

on the interaction term is positive and statistically significant reflecting the relative in-

crease in the average tail risk of systemically important banks after the U.S. downgrade.

This even after accounting for each bank’s exposure to U.S. debt securities.

Table 1.9: U.S. credit-rating downgrade
This table presents coefficient estimates for the specification model in Equation 1.2 re-
stricted to the sample period July-August 2011 and with the variable Post-Crisist re-
placed by Post-Downgradet. The latter corresponds to a dummy variable which takes
1 for the period after the U.S. credit-rating was downgraded on August 5 2011, and 0
otherwise. The dependent variable corresponds to a five-day moving average of each
bank’s daily tail risk. Above 50B is a dummy variable which takes 1 for banks with
assets equal or greater than $50 billion as of 2009Q3, and 0 otherwise. Column (2) in-
cludes the variableUS Treasury holdings as a control, which measures the proportion of
U.S. Treasury securities held in relation to total assets. In addition, Column (3) con-
trols for all other bank and market characteristics in Table 1.5 Column (4). Regressions
include time fixed effects and standard errors are clustered at the bank level.

DEPENDENT VARIABLE: Tail Risk (1) (2) (3)

Above 50B -0.152*** -0.150*** -0.064
(-3.759) (-3.711) (-0.764)

Above 50B × Post-Downgrade 0.240*** 0.240*** 0.238***
(4.666) (4.667) (4.623)

US Treasury Holdings -1.227 -2.309**
(-1.392) (-2.213)

Observations 3,193 3,193 3,193
Controls No No Yes
Quarter fixed effects Yes Yes Yes
Adj R-squared 0.0387 0.0423 0.123
Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Overall, these findings provide further evidence in support of the implicit guaran-

tee hypothesis as the main cause of the cross-sectional differences in tail risk observed

in the post-crisis period. The tail risk of banks that benefit from government guarantees

(i.e. TBTF banks) is largely affected by a deterioration of the governments’ creditworthi-

ness. For smaller banks, the impact of the U.S. downgrade is negligible. In addition, no

regulatory change of interest occurred during this time that can explain the differential

tail-risk behaviour documented in this section.38
38In an additional specification, I added a triple interaction term between the variables “Low U.S.

40



1.5.5 Risk-Taking Differences

In this section I analyse the actual risk-taking behaviour of large and small banks

in the post-crisis period. The two alternative explanations make differing predictions

regarding banks risk taking. The implicit guarantee hypothesis predicts that, due to

moral hazard generated by government guarantees (see Duchin and Sosyura, 2014;

Kane, 2009; Kaufman, 2014), the risk taking of above 50B banks is likely higher than that

of smaller banks. In contrast, the effective regulation hypothesis predicts that tighter

regulatory standards reduce banks risk taking, which in turn is reflected in lower tail

risk.

Here, I define three categories of riskmeasures: business or operational risk,market-

based measures of risk, and regulatory (capital adequacy) measures of risk. To con-

struct thesemeasures, I employ consolidated financial statements filedwith the Federal

Reserve and historical stock performance data from CRSP. Next, I contrast above and

below 50B banks across these various dimensions of risk and test for differences in their

average risk taking, before and after the crisis. Table 1.10 reports results for these tests.

Columns (1) and (3) show above 50B-minus-below 50B mean differences for the pre

and post-crisis periods, respectively.39 In addition, Column (5) reports difference-in-

differences estimates obtained by subtracting the mean differences in Column (3) from

Column (1).

Market Risk

In regard to market risk, I use four measures: total return volatility, Beta (i.e. quan-

tity ofmarket risk), systematic risk (i.e. βσmarket) and unsystematic risk (i.e. total return

Treasury Holdings × Above 50B × Post-Downgrade”, where “Low U.S. Treasury Holdings” takes one
for banks which, before the downgrade, had below median holdings of U.S. debt. The purpose of this
test was to rule out the possibility of moral suasion, that is, the possibility that large banks with low U.S.
debt holdings were being influenced to increase their U.S. debt holdings after the downgrade, and that
this explained the increase in bank tail-risk. The coefficient on this triple-interaction term (not reported)
is not statistically different from zero.

39Pre-crisis comprises the time period 2001-2007, whereas post-crisis the period 2010-2017.
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volatility less systematic risk).40 One can see that the difference-in-differences estimates

on total, systematic, and unsystematic risk, in Panel A, are all insignificant. Interest-

ingly, the tests do reveal that the Beta coefficient with respect to the market is signifi-

cantly larger for above 50B banks post-crisis, suggesting that large banks’ exposure to

market risk has increased relative to smaller banks.

Business Risk

Similarly, I use the following variables to capture business risk: reliance on short-

term wholesale funding (liquidity risk), non-performing loans (credit risk), z-score

(insolvency risk), and exposure to other financial institutions (interconnectedness).41

Panel B shows that, across three of these four measures, large banks (relative to small

banks) become increasingly risky in the post-crisis period.

Specifically, relative to smaller banks, above 50B banks’ reliance on short-termwhole-

sale funding increases by over 300% post-crisis. Since short-term wholesale funding is

less stable compared to others sources of funding, such as long-term debt and deposits,

this change can be interpreted as a relative increase in liquidity risk.

Next, the insolvency risk (z-score) difference between these bank groups is also

significant. The average insolvency risk for above 50B banks goes from being 10.3%

lower pre-crisis (relative to below 50B banks) to 20.4% higher after the GFC.42

Finally, above 50B banks’ exposure to other financial institutions (relative to be-

low 50B banks) surges more than four times in the post-crisis period. That is, above

50B banks become much more interconnected, which is consistent with their “system-

ically important” status. It is worth noting that a higher degree of interconnectedness

can exacerbate investors’ perception that large banks are more likely to receive govern-

ment protection. Highly interconnected financial institutions are said to accelerate the
40See Section 1.5.1 for a detailed description of these variables.
41See Section 1.5.1 for a detailed description of these variables.
42By construction, the z-score is inversely related to a bank’s probability of insolvency, and thus larger

values reflect a lower probability of insolvency. The estimated z-score maps into an upper bound of the
probability of insolvency by the inequality Pr(roa ≤ −car) ≤ z-score−2 (see Lepetit and Strobel, 2013).
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transmission of financial shocks and to increase systemic risk (see Bluhm and Krah-

nen, 2014; Paltalidis et al., 2015). Hence, analogous to the TBTF problem, if large banks

are considered “too-interconnected” markets may increase their expectations of future

bailouts for the entire group – a feature known as the "too-many-to-fail" problem (see

Acharya and Yorulmazer, 2007; Brown and Dinç, 2011).

The findings from the above analysis show that above 50B banks are more risky

compared to below 50B banks in the post-crisis period – a reality that has also been

exposed by Sarin and Summers (2016) –which is consistent with the implicit guarantee

hypothesis: the series of bank bailouts targeted at large institutions, and the designation

of banks above the $50B threshold as systemically important, reinforced the TBTF status

for this group resulting in relatively lower tail risk post-crisis. This, in spite of fact that

their actual risk exposure increased relative to banks of smaller size.43

Capital Adequacy

But did enhanced capital regulation for larger banks achieve its intended goal of in-

creasing the capital ratios for large banks bymore than that of smaller banks? To answer

this question, I examine the evolution of four regulatory ratios using the same approach

as above. Panel C of Table 1.10 shows that the new post-crisis regulatory environment

led to an increase in regulatory capital and a reduction in risk-weighted assets for above

50B banks relative to smaller banks. Nonetheless, these capital adequacy ratios remain,

on average, below those of small banks.

Moreover, it should be noted that most of the reduction in the gap between the

average capital ratios of these bank groups happens during the crisis as depicted in

Figure 1.5. This can be partly explained by the capital injections the U.S. government

made in large financial institutions under the Capital Purchase Program (CPP) compo-

nent of TARP. Of the $205 billion CPP package allocated to enhance the capital ratios of
43It can be argued that differences in stress-tests application can also explain the cross-sectional tail-

risk differences reported in this chapter. However, provided that stress testing has its intended impact
of changing banks’ exposure to risk (e.g. liquidity, credit, insolvency), the findings in this section make
that possibility unlikely
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Figure 1.5: Capital adequacy measures
This figure shows quarterly measures of capital adequacy for banks with assets less
than $50 billion (Below 50B), and banks with assets equal or greater than $50 billion
(Above 50B).

financial institutions, $168 billion (82%) was directed to banks above the $50B thresh-

old.44

Overall, I show here that, although regulatory ratios for systemically important

institutions improved considerably relative to smaller banks, their risk taking appears

to have increased in the post-crisis period. This finding is consistent with Duchin and

Sosyura (2014) who show that, despite an improvement in capitalisation ratios, CPP

participant banks increased systematic risk and probability of distress. They interpret

these findings as consistent with the notion that government protections lead to an

increase in risk-taking incentives. Hence, these results are inconsistentwith the effective

regulation hypothesis and adds weight to my claim that the size-based difference in

tail risk observed post-crisis is driven mainly by a reinforcement of the TBTF status for

banks above the $50B threshold.
44See the U.S. Department of The Treasury website for the full list.
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1.5.6 Market Discipline

In this final section, I test for pre and post-crisis differences in the tail-risk sensi-

tivity to changes in bank risk. An increase in bailout expectations, due to size differ-

ences, reducesmarket discipline (seeAcharya et al., 2016; Völz andWedow, 2011). This

means that, in the presence of government guarantees, banks’ perceived risk exposure

becomes less sensitive to their actual risk taking. Hence, evidence of a decline in tail-

risk sensitivity to changes in risk taking – for above 50B banks after the crisis – would

be consistent with the implicit guarantee hypothesis. For banks not affected by govern-

ment guarantees (i.e. below 50B banks), I do not expect to see a similar reduction in

their the tail-risk sensitivity.

For both, below and above 50B banks, I regress bank tail risk on each bank risk-

taking measure used in Section 1.5.5 along with an interaction term between the risk

measure and a time dummy that identifies the post-crisis period. These interaction

terms are the variables of interest, which describe how the sensitivity of tail risk – to

changes in bank risk taking – varies in the post-crisis period. Table 1.11 presents results

for this test. Columns (1) and (2) show coefficient estimates for below and above 50B

banks, respectively.

Two results areworth discussing. For above 50 banks, tail-risk sensitivity to changes

in credit risk (non-performing loans) drops almost 100% post-crisis. Similarly, the in-

teraction between the z-score and the crisis indicator is positive and significant, which

implies a significant weakening of the tail-risk sensitivity to insolvency risk. Both of

these findings are consistent with the implicit guarantee hypothesis. Due to heightened

bailout expectations, markets perceive large banks to be less exposed to tail events. This

in turn leads to a deterioration of market discipline, weakening the link between large

banks tail risk and their actual risk-taking behaviour.45

45Survivorship bias may also impact the tail-risk averages of below and above 50B banks differently. If
bank failures are observed in the below 50B group only – as it was mostly the case – then the post-crisis
average tail risk for this group would reflect the perceived exposure to downside risk of those banks
which survived. However, this survivorship bias effect acts against the results documented in this study.
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Table 1.11: Market discipline
This table shows coefficient estimates from regressing tail risk on a series of market and
business risk measures interacted with a post-crisis dummy, which takes 1 for observa-
tions in the time period 2010-2017, and 0 for the period 2001-2007. Columns (1) and (2)
show estimates for banks with less than $50 billion in total assets as of 2009Q3 (Below
50B) and banks with assets equal or greater than $50 billion as of 2009Q3 (Above 50B),
respectively. Both specifications include controls for all other bank and market char-
acteristics in Table 1.5 Column (4), bank fixed effects to account for unobserved time-
invariant bank characteristics, and year-quarter fixed effects to control for aggregate
time trends that are common to all banks in the sample. Standard errors are clustered
at the bank level to allow for error correlation within each panel.

DEPENDENT VARIABLE: Tail Risk Below 50B Above 50B

Systematic Risk -2.705 4.829***
(-0.799) (2.900)

Post-Crisis × Systematic Risk 1.172 0.008
(0.371) (0.002)

Unsystematic Risk -0.803 -0.841**
(-0.658) (-2.308)

Post-Crisis × Unsystematic Risk 0.762 0.465
(0.612) (0.983)

Exposure to FIs 0.588 -0.117
(1.134) (-0.954)

Post-Crisis × Exposure to FIs 2.306 -0.193
(1.559) (-0.756)

Short-Term Wholesale -0.004 0.080
(-0.025) (1.601)

Post-Crisis × Short-Term Wholesale -0.106 0.052
(-0.366) (0.642)

Non-Performing Loans 2.271 3.403**
(0.774) (2.268)

Post-Crisis × Non-Performing Loans -2.842 -3.410**
(-1.078) (-2.121)

Z-Score 0.002 -0.002
(0.453) (-1.237)

Post-Crisis × Z-Score 0.004 0.005***
(0.846) (2.750)

Observations 891 1050
Controls Yes Yes
Bank fixed effects Yes Yes
Time fixed effects Yes Yes
Adj R-squared 0.0452 0.1584
Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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1.6 Conclusion

I employ option prices to construct a forward-looking measure of bank exposure

to significant price drops (i.e. tail risk) and explore cross-sectional differences between

large banks identified as systemically important – banks with at least $50 billion in

assets – and smaller banks. I document a permanent increase in the average tail risk

of the U.S. banking industry as a whole following the GFC, except for banks above the

$50B size threshold. I argue that the stark post-crisis difference in tail risk for banks

above and below the $50B threshold is consistent with the notion that the TBTF status

of above 50B banks was reinforced by the series of bailouts targeted at them during

the crisis, and by their subsequent designation as systemically important by the Dodd-

Frank Act. This, in turn, raised investor expectations of future bailouts for above 50B

banks and reduced their perceived exposure to downside risk as captured by the tail-

risk measure.

Overall, the evidence documented in this chapter supports the existence of implicit

government guarantees as the main cause of the aforementioned differences in tail risk

between banks above and below the $50B mark. Moreover, these findings are incon-

sistent with the alternative explanation that these tail-risk differences are due to the

stricter regulatory regime large banks face in the post-crisis period. I show no signifi-

cant changes in tail-risk around other salient regulatory size thresholds, even though

regulatory stringency varies substantially around these thresholds. I also document

positive wealth effects accruing only to above 50B banks around the passage of Dodd-

Frank. In addition, I show that a deterioration in the U.S. governments’ creditworthi-

ness leads to a sharp tail-risk increase for systemically important banks, which is in line

with the notion that these banks are perceived as benefiting from implicit government

guarantees. Finally, actual risk taking for above 50B banks increases relative to smaller

By construction, the average tail risk of those banks that survived was lower than those which failed.
Once the failed banks drop out of the sample, average tail risk would tend to decrease and dampen the
size-based tail-risk differences reported here.
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banks in the post-crisis period.

These findings offer insights about the unintended consequences of government

interventions and the explicit singling out of firms whose failure could threaten finan-

cial stability. That is, revealing the identities of systemically important banks reinforced

the presence of government guarantees andmay have run counter to the regulators’ de-

termination to eliminate the TBTF problem as was intended by the Dodd-Frank Act.

49



Chapter 2

The Two Sides of Deposit Insurance: Evidence

from the 2005 FDI Reform Act

2.1 Introduction

In most developed countries, deposits are insured by government-sponsored schemes.

These schemes are implemented to increase bank stability and to reduce banks’ expo-

sure to runs and their resulting perverse economic consequences. However, they can

also generate a moral hazard problem by distorting banks’ incentives and encourag-

ing risk-taking behaviour. From an empirical standpoint, these two potential sides of

deposit insurance have challenged attempts to objectively determine the true conse-

quences of such insurance schemes.

Despite its convincing theoretical rationale (see Diamond and Dybvig, 1983) and

wide global implementation, evidence on the professed stabilising effects of deposit

insurance is rather mixed. This is not surprising due to the lack of a proper counterfac-

tual to determine the positive effects of government guarantees. In an ideal setting, we

would measure the stabilising effects of deposit insurance by contrasting outcomes in a

state of theworldwhere deposit insurance has been implemented against its counterfac-

tual, that is, an unobserved state of theworldwhere these special guarantees do not exist.
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By comparing these two states we would then estimate the number of bank runs, and

perhaps banking crises, prevented by the implementation of deposit insurance. Never-

theless, attempts have been made to estimate the stabilising effect of deposit insurance

by looking at cross-country variation between banking systems with and without this

explicit guarantee. For instance, Anginer et al. (2014) show standalone bank risk and

systemic risk during the Global Financial Crisis (GFC) of 2008 were lower in countries

with an existing deposit insurance scheme.

In relation to the potential detrimental effects of deposit insurance, there exists a

vast literature investigating the impact of such government-sponsored guarantees on

banks’ risk characteristics. Theoretical models have shown that banks are incentivised

to take on more risks when their liabilities are explicitly guaranteed by an insurance

scheme that is not actuarially fair.1 The moral hazard problem that arises as a result

has also been studied empirically, with most papers presenting results consistent with

the idea that banks take greater risks when a government-sponsored deposit insurance

scheme is in place (see Anginer et al., 2014; Barth et al., 2004; Chernykh and Cole, 2011;

Demirgüç-Kunt and Detragiache, 2002; Grossman, 1992; Ioannidou and Penas, 2010).

Yet, the identification strategies used within empirical studies have limitations, for

several salient reasons. For instance, studies that contrast the probability of banking

crises in countries with and without deposit insurance are challenged by endogeneity

bias concerns. Similarly, papers that analyse deposit insurance schemes that were set in

place gradually, and in a voluntary form, are confronted by self-selection bias issues. In

addition, studies that exploit recent implementations of deposit insurance in develop-

ing economies may not necessarily reflect the insurance schemes of economies where

the government’s creditworthiness plays a key role in determining the effects of the

deposit guarantee.

This chapter investigates the moral-hazard vs stability trade-off of deposit insurance
1That is, premiums paid by banks do not correspond to their probability of insolvency and the amount

of liabilities insured.
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by presenting a novel approach that circumvents some of the empirical challenges pre-

vious studies have encountered when studying the economic implications of this ex-

plicit government guarantee. Specifically, I focus on a sample of more than 8,000 U.S.

commercial banks and investigate the impact of the Federal Deposit Insurance Reform

Act of 2005 on banks’ risk characteristics. Under this Act, the insurance coverage limit

for individual retirement accounts (IRAs) more than doubled. I argue that this effec-

tively caused a new set of bank liabilities – those exceeding, or expected to exceed the

previous coverage limit – to become insured by the government. Thus, I use this reform

as a shock to the insured liabilities andmeasure changes in the risk-taking behaviour of

banks that benefit more (i.e. those with higher ex-ante IRA balances) from extending

the government guarantee.

Despite the fact that this reform affected banks differently – based on their ex-ante

IRA balances – it is possible that IRA balances and risk taking are both determined by

unobserved bank characteristics such as each bank’s idiosyncratic business model. I

address this potential endogeneity problem with an instrumental variables approach.

Specifically, I instrument the variable of interest (i.e. IRA balances per bank) with an

original Senior Index. This index is an average of the number of seniors living in U.S.

counties where a bank has a presence, weighted by the bank’s total amount of deposits

per county. The validity of this approach is founded on the fact that seniors in the U.S.

are consistently the age group with the largest balances for both traditional deposits

and IRAs. Thus, this index is highly correlated with banks’ IRA holdings. At the same

time, and because of its demographic nature, this index is likely to satisfy the exclusion

restriction (i.e. uncorrelated with bank-risk characteristics).

Using this approach I show that, after the reform was effected, those banks more

reliant on retirement accounts for funding increased their risk-taking behaviour in the

form of higher leverage and lower liquidity ratios. This, I argue, constitutes first-hand

evidence supporting the existence of a moral hazard problem caused by deposit insur-

ance. Importantly, the evidence presented is aligned with the leverage and asset sub-
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stitution channels of the moral hazard problem identified in the theoretical literature.

However, unlike the moral hazard evidence outlined in previous studies – which sug-

gests banks initiate riskier loans after the implementation of deposit insurance – the

asset substitution effect reported in this study occurs across assets classes, in the form

of a reduction in banks’ liquid asset holdings.

In addition, I exploit the chain of events that followed the 2005 deposit insurance

reform to explore the impact of this reform on banks’ propensity to fail or require gov-

ernment assistance during the GFC.With this, I aim at determining the potential stabil-

ising effect of deposit insurance by exploiting cross-sectional differences in IRA funding

amongst U.S banks. I design a logistic classificationmodel that allows for the estimation

of banks’ probability of financial distress conditional on their reliance on IRA funding.

I show that the ex-ante level of a bank’s IRA funding is an important determinant of its

probability of financial distress during the GFC. Specifically, I show that banks more

reliant on IRA deposits experienced a 38 percentage points lower probability of failure,

or need for government aid, during the crisis. I interpret these results as evidence of

the marginal stabilising effect of extending a deposit insurance scheme.

The contribution of this study is twofold. First, it advances the current literature on

government guarantees and bank risk-taking behaviour through a quasi-experimental

design, which overcomes some of the most prominent identification challenges. I not

only conclude that amoral hazard problem exists, but also present evidence supporting

two very specific economic channels with regard to how banks’ risk-taking behaviour

is influenced by insurance schemes. Moreover, I measure the stabilising effect of ex-

tending the government guarantee and its economic significance. Despite the relative

importance of individual retirement accounts within the pension fundsmarket and as a

source of funding for banks, to my knowledge this is the first study to explicitly analyse

the coverage limit increase for IRAs under the Federal Deposit Insurance 2005 Reform

Act.

Second, this chapter presents direct evidence as to howfinancial intermediariesmay
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respond to policies that increase their reliance on government-insured liabilities. The

implementation of the Net Stable Funding Ratio (NSFR) under Basel III is likely to be

one of these policies because it requires banks to fund their assets with stable sources

and considers deposits as the most stable external source of funding.2 Despite being

created to reduce the likelihood of liquidity dry-ups, it is possible this new ratio could

have unintended moral hazard consequences given the aforementioned evidence on

deposit insurance.

The rest of this chapter is organised as follows. Section 2.2 provides a brief recount

of the existing theoretical and empirical literature on deposit insurance and its poten-

tial effects. Section 2.3 describes the empirical approach used and explains the key

aspects of the methodology. A description of the sample and data sources follows in

Section 2.4. Section 2.5 reports the main results, and Section 2.6 presents a series of

robustness checks that support the existence of both a moral hazard and a stabilising

effect caused by deposit insurance. Finally, Section 2.7 concludes by describing themain

implications of my findings.

2.2 Related Literature

Bank Stability

The short-funded nature of a bank’s balance sheet exposes it to bank runs. These

sudden surges in deposit withdrawals may be well founded on negative information

about the bank’s risk exposures. In this case, withdrawals become the ultimate form of

market discipline, or as Bliss (2012) calls it, “destructive market discipline”. Alterna-

tively, these withdrawals could be based on unfounded expectations about the bank’s

probability of insolvency, or the belief that other depositors consider a bank insolvent.

In any case, the depositors’ optimal decision may be to run on the bank anticipating
2The secondmost stable source of funding after regulatory capital (Bank for International Settlements,

2014).
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that others will also choose the same course of action.

To prevent panicking depositors from running on solvent banks, as it happened in

the 1920s and early 1930s, in 1933 the U.S. government created the Federal Deposit

Insurance Corporation (FDIC) under the Glass-Steagall Act. The FDIC constituted the

first U.S. central-government backed deposit insurance scheme.3 In their seminal paper,

Diamond and Dybvig (1983) support the existence of government deposit insurance,

which, they argue, allows banks to perform their liquidity creation and asset transfor-

mation roles without being exposed to runs. They show that in the absence of a credi-

ble deposit insurance scheme, a bank run is an equilibrium outcome that reduces social

welfare by interrupting production and destroying risk sharing among depositors.4

However, presenting evidence in favour of the stabilising effect of deposit insurance

has been challenging. One approach to tease out any marginal stabilising effect would

be to compare the propensity to bank runs between economies with and without the

insurance scheme. However, the results from this approach are deficient in supporting

the existence of a stabilising effect when we consider previous studies have, in fact,

shown a higher propensity to banking crises in countries with these guarantees (see

Demirgüç-Kunt and Detragiache, 2002).

Anginer et al. (2014) present recent evidence of the expected stabilising effect of de-

posit insurance. They use a dataset on publicly traded banks across different countries,

and various measures of individual bank risk, to investigate the effect of these guaran-

tees during the GFC. They show standalone and systemic risk are lower in countries

with deposit insurance during this crisis. However, they also report the existence of a

destabilising moral hazard effect during the period leading up to the crisis.
3The FDIC was created by the U.S. Congress with the main purpose of protecting depositors from

losses, maintaining trust on the country’s financial system, and promoting financial stability. Since its
inception “no depositor has ever lost a penny of insured deposits” (FDIC, 2014).

4Friedman and Schwartz (1963) present empirical evidence of the significant detrimental effects the
1930s bank runs had on the U.S. economy.
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Moral hazard

Despite increasing bank stability and reducing the probability of bank runs, there

is also a dark side to deposit insurance as a type of government guarantee. Deposit

insurance is said to create a classic moral hazard problem. When banks have their main

source of funding insured by a third party, they are incentivised to increase their risk-

taking behaviour. Merton (1977) notes that the pay-off structure of deposit insurance

is identical to that of a put option on bank assets with the nominal value of the insured

deposits as its strike price. He argues that when deposit insurance is unfairly priced,

a bank can maximise the value of this additional financial claim (i.e. put option) by

increasing the riskiness of its asset portfolio, thus generating a moral hazard problem.

Similarly, Dreyfus et al. (1994), in a theoretical model of regulatory forbearance and

deposit insurance, define moral hazard as the incentive to liquidate less risky assets

and replace them with riskier ones so as to increase the value of the bank’s deposit

insurance put option. I will refer to this form of moral hazard as the asset substitution

effect of deposit insurance. This moral hazard effect is said to be magnified the closer a

bank is to insolvency, in which case “gambling for resurrection” is the optimal choice

from the perspective of the bank’s shareholders (see Merton, 1978). Another form of

asset substitution may arise if banks reduce their liquid holdings and substitute them

with less liquid, and hence riskier loans (see Bhattacharya et al., 1998). This type of

asset substitution does not necessarily imply that banks increase their credit risk (e.g.

lower loan standards) but that liquid assets are replaced with illiquid ones.

Using the same frameworkfirst introduced byMerton (1977), other theoreticalmod-

els have focused on financial leverage as the source of banks’ higher risk-taking be-

haviour. For instance, Pennacchi (1987) shows that flat insurance premiums, andmerg-

ers as resolution mechanisms for bank failures, increase risk-taking incentives in the

form of more leverage. Similarly, Buser et al. (1981) describe a bank’s charter value

as an increasing function of leverage due to unfairly priced insurance premiums. In

this study, I refer to this form of moral hazard as the financial leverage effect of deposit
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insurance.

These two forms of excessive risk taking – that is, replacing safer assets with risky

ones or increasing leverage – can be deterred if depositors push for higher interest rates

on their holdings or simply exercise their early withdrawal rights.5 However, this is ex-

actly the form of market discipline deposit insurance is said to destroy (see Karas et al.,

2013). If deposits’ safety is unaffected by banks’ risk-taking behaviour, depositors have

less (or no) incentive to gather relevant information and monitor bank activities. Al-

though, regulation and supervision are intended to act as substitutes for depositors’

market discipline, several studies suggest banks tend to take on more risks in the pres-

ence of deposit insurance schemes.

One of the first studies to attempt to tease out the moral hazard effect of deposit in-

surance was produced by Grossman (1992).6 Using balance sheet data on U.S. thrifts,

and foreclosures as a measure of risk, Grossman shows how newly insured thrifts be-

came less risky initially and that the problem of moral hazard emerged over time. Un-

like commercial banks, not every thrift was initially insured. Thrifts had to apply for

deposit insurance and the insurer granted it on the basis of a thorough examination.7

The voluntary nature of this deposit insurance scheme challenged Grossman’s analysis

with self-selection bias issues.

In the same vein, Demirgüç-Kunt and Detragiache (2002) use cross-sectional vari-

ation in the regulatory framework of 61 countries to conclude that deposit insurance

reduces bank stability. They do this by exploring how the nature of deposit insurance

can influence the probability of a banking crisis. Using a similar approach and a richer

dataset, Barth et al. (2004) also find deposit insurance deteriorates bank stability and

exacerbates moral hazard. With this empirical strategy, the moral hazard effect of de-
5See Calomiris and Kahn (1991) for a theoretical treatment of how depositors discipline banks given

private signals, and Saunders and Wilson (1994) for empirical evidence supporting the existence of in-
formed depositors disciplining banks during the Great Depression.

6See also Barth et al. (1989).
7The extinguished Federal Savings and Loan Insurance Corporation (FSLIC) administered deposit

insurance for thrifts until 1989 when this responsibility was transferred to the FDIC.
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posit insurance is identified at the country level based on the probability of banking

crises occurring in countries with andwithout deposit insurance schemes. The number

of regulatory environments used under this approach makes it challenging to control

for all factors influencing the probability of a banking crisis. Furthermore, the fact that

countries self-select to introduce deposit insurance in their regulatory system – and that

(in many cases) deposit insurance schemes originated as a response to financial crises

– difficults the identification of a moral hazard problem with this methodology.8

Other studies have used bank-level data and the introduction of explicit deposit

insurance in developing countries as a quasi-natural experiment to investigate its im-

pact on bank risk. For instance, Ioannidou and Penas (2010) use borrower credit rat-

ings at origination for a sample of Bolivian banks and show that, after the introduc-

tion of deposit insurance, banks were more likely to lend to riskier borrowers. Simi-

larly, Chernykh and Cole (2011) focus on the gradual implementation of government-

sponsored deposit insurance in Russia. They conclude that banks that applied for and

were granted deposit insurance increased their reliance on deposits and became more

leveraged compared to banks that did not enter into the deposit insurance system.9

Despite overcoming previous empirical issues, the datasets used in these and similar

approaches hinder the identification of any moral hazard problem. This since the cred-

itworthiness of the states issuing these guarantees is a necessary condition to justify any

increase in banks’ risk-taking behaviour.

More recently, Calomiris and Jaremski (2019) exploit differences in the adoption of

deposit insurance laws across U.S. states in the early 20th century to present evidence

of the moral hazard effect of deposit insurance. Because these laws applied only to

a subsample of the depository institutions in a given state, the authors contrast the

risk-taking behaviour of insured and uninsured banks within the same locality, which

circumvents some of the aforementioned identification challenges.
8The authors acknowledge these important issues and use different techniques to try to circumvent

them.
9As in Grossman (1992), the voluntary nature of this deposit insurance scheme generates self-

selection bias issues.
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Finally, and contrary to what most empirical studies have suggested, Gropp and

Vesala (2004) argue that the existence of explicit deposit insurance may in fact reduce

banks’ risk-taking behaviour. Their argument is that in the absence of explicit guar-

antees, it is “implicitly” expected that all bank liabilities are to be insured by the gov-

ernment. Thus, the introduction of explicit deposit insurance limits the coverage of

the government guarantee by credibly excluding some bank creditors from the public

safety net. However, the empirical evidence of this study also relies on cross-sectional

data from European banks operating under different regulatory regimes and is thus

subject to the same aforementioned problems.

2.3 Empirical Strategy

In order to circumvent some of the identification challenges faced in previous stud-

ies, in this chapter I design an empirical strategy that exploits the effect of the Fed-

eral Deposit Insurance Reform Act of 2005 on U.S. banks’ risk-taking behaviour.10 On

February 8, 2006, the Federal Deposit Insurance Reform Act was enacted. This piece of

legislation increased the coverage limit for individual retirement accounts (IRAs) from

USD 100,000 to USD 250,000, effectively expanding the existing U.S. deposit insurance

scheme at the time.11

Individual retirement accounts are special accounts depositors establish with a fi-

nancial service company, such as a commercial bank, to set aside funds for retirement.12

This special type of retirement accounts were created in 1974 by the U.S. Congress to

encourage retirement savings. IRAs offer significant tax benefits in the form of tax de-

ferrals and tax exemptions, and in some cases they also impose important restrictions
10These empirical challenges include controlling for all possible explanatory variables when compar-

ing different regulatory systems, identifying moral hazard at the bank-level, self-selection bias due to
voluntary implementation of insurance schemes, and data reliability.

11This change was made effective on 1 April, 2006.
12The Employee Retirement Income Security Act (ERISA) of 1974 created individual retirement ac-

counts (IRAs).
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Figure 2.1: IRA holdings 2000-2010
This figure shows average Individual Retirement Accounts (IRA) holdings, scaled by
total deposits, held with commercial banks between 2000 and 2010. The vertical line
indicates the date on which the deposit coverage limit for IRAs was increased from
USD 100,000 to USD 250,000.

on early withdrawals (FINRA, 2017).13 Figure 2.1 shows the average IRA holdings,

scaled by total deposits, held with U.S. commercial banks between 2000 and 2010. For

commercial banks, the average reliance on IRAs increased approximately 12% between

the enactment of the 2005 Reform Act and 2010.

Since changes in coverage limits only applied to IRAs, my goal is to capture the bank-

level effects of extending the deposit insurance scheme for these accounts.14 I argue

that increasing the coverage limit for individual retirement accounts effectively caused

a new set of bank liabilities – those exceeding, or expected to exceed the previous cov-

erage limit – to become suddenly insured by the FDIC. Thus, raising the coverage limit
13There are two main types of IRAs: Traditional and Roth. In a Traditional IRA contributions are

typically tax deductible and taxes on earnings are deferred until retirement. Traditional IRAs also impose
a 10% Federal penalty on early withdrawals.

14For deposit insurance purposes, IRAs are treated separately and do not add up to the overall insur-
ance limit of other types of deposits. For instance, in 2007 an individual with USD 50,000 deposited in a
transactions account and USD 250,000 saved in an IRA account, both with the same financial institution,
would have had all her deposits covered by the deposit insurance system.
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for IRAs should (in theory) generate a marginal stabilising and/or moral hazard effect.

On this point, for instance, Diamond and Dybvig (1983) argue that when explicit de-

posit insurance is in place, deposits above the insured amount are still exposed to runs.

Similarly, Demirgüç-Kunt and Detragiache (2002) show that the negative impact of de-

posit insurance tends to be stronger the more extensive the coverage in place. Hence,

I hypothesise that U.S. commercial banks that relied more on IRAs ex-ante saw their

risk-taking behaviour incentives distorted after the implementation of the 2005 Reform

Act.

2.3.1 Moral Hazard Effect

Given the relative importance of retirement savings and restrictions imposed on

early withdrawals, IRA holders are expected to exert higher levels of monitoring on

bank activities compared to other types of depositors, especially for those IRA balances

exceeding the established coverage limit. Hence, I argue that when new IRA balances

became insured, banks with a higher reliance on these accounts increased their risk-

taking behaviour. To test this and investigate the causal effect of the 2005 reform, I

estimate a quasi-experimental model of the following form:

Bank_Riski,t = α0 + α1FDIC_2005t + α2IRAi,t−1 + α3(FDIC_2005t × IRAi,t−1)

+
n∑
k=1

βkXi,t−1 + Tt +Bi + εi,t

(2.1)

This model permits to contrast the risk-taking behaviour of banks with higher and

lower reliance on IRAs, before and after the Federal Deposit Insurance Reform Act of

2005. I use five different measures for bank risk:

i Liquidity: defined as total liquid assets scaled by total assets. I use the definition

of liquid assets given by Berger and Bouwman (2009). This includes cash and due
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from other institutions, securities, Fed funds sold, and trading assets. This ratio

is intended to capture banks’ ability to fund assets andmeet financial obligations.

ii Off-balance sheet liquidity: measured by subtracting banks’ unused balance of

loan commitments issued from their holdings of liquid assets, and then scaling

this difference by total assets. This serves as a liquidity risk measure arising from

draw-downs of committed lines of credit.

iii Leverage: calculated by dividing the book value of total liabilities by total assets.

A higher leverage ratio exposes banks to a higher probability of insolvency and

agency costs.

iv Regulatory Capital: the capital adequacy ratio established by the Basel Commit-

tee on Banking Supervision. This ratio is calculated by adding Tier 1 and Tier

2 capital and dividing by risk-weighted assets (RWA).15 The lower this ratio the

higher the bank’s exposure to regulatory risk.

v Z-Score: I construct a time-varying Z-Score for each bank by following the ap-

proach suggested by Lepetit and Strobel (2013). For each time period and bank,

I add its capital-asset ratio to its historical mean return on assets (ROA) and di-

vide this by the standard deviation of ROA. This score is inversely related to a

bank’s probability of insolvency and thus larger values reflect a lower probability

of insolvency.

The explanatory variable of interest is the interaction term between FDIC_2005 and

IRA. FDIC_2005 is an indicator that takes one for the period after the implementation

of the deposit insurance reform, and zero otherwise. IRAmeasures banks’ ex-ante IRA

holdings scaled by total deposits.

Furthermore, I control for bank characteristics that can potentially affect bank risk.

Specifically, I control for bank size, measured as the natural logarithmof total assets; prof-

itability, defined as net earnings over assets; loan quality, calculated as the dollar value
15Under Basel III, banks must maintain a ratio of at least 8% of their risk-weighted assets.
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of 90 days past due loans over assets; and funding structure, measured as the amount of

wholesale funding scaled by total liabilities. All these control variables are lagged to

address reverse causality concerns.16

I include bank fixed effects to control for time-invariant bank characteristics that can

explain mean differences across banks. I also include time fixed effects to control for

aggregate time trends that are common to all banks in the sample. Standard errors are

clustered at the bank level to allow for error correlation within each panel, and at the

time level to control for potential error correlation within the time dimension.17

2.3.2 Stabilising Effect

The events that followed the implementation of the Federal Deposit Insurance Re-

form Act of 2005 are greatly advantageous to an analysis of a stabilising effect (if any)

attributable to the insurance scheme. Between 2008 and 2010, the GFC took a huge toll

on the U.S. banking sector. More than 300 banks failed during that period and hun-

dreds more received government assistance through initiatives such as the Troubled

Asset Relief Program (TARP).18 In contrast, between 2000 and 2007 the FDIC reported

27 total bank failures only.

This particular setting allows us to investigate the relationship between the deposit

insurance coverage limit increase of 2005 and the propensity of banks to fail during the

GFC. If deposit insurance does generate a stabilising effect, I argue that those banks

that benefited the most from the coverage limit increase (i.e. banks with higher IRA

balances) would be deemed safer by other market participants during times of crisis,
16These controls are commonly used in the literature as potential determinants of bank risk (see

Chernykh and Cole, 2011; Ioannidou and Penas, 2010; Khan et al., 2017).
17Not doing this could reduce standard errors, and thus increase the likelihood of getting significant

coefficients.
18A list of all bank failures since 2000 can be accessed at www.fdic.gov/bank/individual/failed/

banklist.html. Similarly, a list of all financial and non-financial institutions that received taxpayer
money, under programs designed to overcome the crisis, can be found here https://projects.
propublica.org/bailout/list.
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and hence would be less prone to experience financial distress.19 Therefore, I hypoth-

esise that banks with larger IRA holdings, ex-ante, were less prone to fail or require

government assistance between 2008 and 2010.20 I test this hypothesis by first using a

logistic classification model of the form:

log

(
Pr(Yi = 1 | {X1, . . . , Xn})

1− Pr(Yi = 1 | {X1, . . . , Xn})

)
= γ0 + γ1IRA_2005i +

n∑
k=1

βkXi (2.2)

where:

i Pr(Yi = 1 | {X1, . . . , Xn}) corresponds to the probability of failing or requiring

government support for bank i between 2008 and 2010, conditional on the bank’s

set of specific characteristics {X1, . . . , Xn}.

ii IRA_2005i measures the reliance of bank i on IRA funding before the implemen-

tation of the 2005 Reform Act. I estimate this by calculating a two-year average of

banks’ IRA holdings for the period immediately preceding the reform.

I also include variables that are likely to influence a bank’s propensity to experience

financial distress. This includes size, wholesale funding, liquidity ratio, and leverage. To

avoid reverse causality concerns and guarantee prediction power, all these additional

variables are calculated as bank-specific averages over the three-year period immedi-

ately before the GFC.

Of a total sample of more than 8,000 U.S. commercial banks, approximately 400 suf-

feredfinancial distress during theGFC. Thismeans that if Iwere to use the entire sample

of commercial banks, I could easily obtain a model correctly classifying 95% of banks.
19This since a higher insurance coverage is expected to further reduce banks’ exposure to runs (see

Diamond and Dybvig, 1983).
20This 3-year window 2008-2010 is defined in order to i) consider banks that failed as direct conse-

quence of the economic turmoil during the GFC, and ii) restrict the analysis to a time period before both
IRAs and other deposits had the same insurance coverage.
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To see this, consider a naïve model that predicts that no bank failed or required gov-

ernment assistance. Such a model would classify 7,600 banks properly and misclassify

400, that is, a 5% level of false negatives.

To overcome this potential issue, I randomly select 400 banks out of the banks that

did not experience financial distress, and complement this sample with the roughly

400 banks that failed or accessed taxpayer funds. I estimate the model’s coefficients

and statistical significance employing 80% of this even sample of banks to next test the

prediction accuracy of the model with the remaining 20% (i.e. the hold-out sample). I

then repeat this process 100 times and average coefficients across the different models.

2.3.3 Endogeneity

It is possible that unobserved bank characteristics, such as their business model,

define both their appetite for long-term stable deposits, such as IRAs, and their risk

structure. If this is the case, any difference in the risk-taking behaviour of banks with

distinct IRA balances could be attributed to differences in their overall business model.

In order to address this endogeneity concern, I use the fraction of seniors living in U.S.

counties where a bank has a presence as an instrument for its IRA holdings. This ap-

proach allowsme to tease out the exogenous variation of IRAholdings across banks and

control for other unobserved bank characteristics correlated with both the dependent

variable (i.e. bank risk) and IRA balances.

According to the Survey of Consumer Finances (SCF), seniors have the highest port-

folio allocations to deposits of any age group.21 Figure 2.2 presents the average bank

deposit holdings in the U.S. by age between 2001 and 2013. This figure exhibits indi-

viduals 65 years or older as the age group with the largest deposits holdings over time.

Similarly, the Investment Company Institute (2016) depicts seniors as the age group

with the largest holdings of traditional IRAs within the mutual fund and insurance in-
21The SCF is a triannual survey run by the Federal Reserve Board and the U.S. Treasury.
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Figure 2.2: Deposits holdings by age
This figure presents the average bank deposit holdings in the U.S. by age group, be-
tween 2001 and 2013.

dustries (p. 24).22 Therefore, I argue that it is reasonable to consider the fraction of

seniors in a specific geographic area as having a positive effect on banks’ IRA hold-

ings. Furthermore, given its demographic nature, this instrument is likely to satisfy the

exclusion restriction, which requires the fraction of seniors not to have any effect on

individual bank risk other than through banks’ IRA holdings.

Exploiting the geographic variation in the proportion of seniors to instrument for

bank deposits is not a new approach. Becker (2007) uses the fraction of seniors in the

metropolitan statistical area (MSA) where the bank is headquartered as an instrument

for bank deposit supply. However, this method ignores the fact that a bank can have

several branches located throughout different geographical regions. To address this is-

sue, I construct a Seniors Index that accounts for each bank’s geographical distribution to

determine its exposure to the senior population, and thus the bank’s expected reliance
22The IRA Investor Database contains information on IRA accounts within the mutual fund and insur-

ance industries compiled by the Investment Company Institute (ICI).
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on IRAs. This index is estimated as follows:

Seniors_Indexi =
N∑
b=1

Depositsb
Total_Depositsi

× Seniors_Fractionb (2.3)

The Seniors Index of bank i is a weighted average of the fraction of seniors in each of

the countieswhere bank i has a branch b. Theweights are determined by the proportion

of deposits that bank i obtains from each of its N branches. This index can then be

interpreted as the total geographical exposure bank i has to the senior population in

the U.S.

2.4 Data and Sample

In order to test the model described in Equation 2.1, I construct a dataset consisting

of quarterly panel data for 8,297 U.S. commercial banks for the period September 2004

- December 2007. This corresponds to roughly 109,000 total observations.23 As the Fed-

eral Deposit Insurance ReformAct wasmade effective in April 2006, I include the seven

quarters after the implementation of this reform up to December 2007, and the seven

quarters corresponding to the period before the reform was made effective. I restrict

the time period to these 14 quarters in order to minimise any potential confounding

effect stemming from the GFC.

Individual bank data is obtained from quarterly condition and income reports (Call

Reports) filed by all U.S. commercial bankswith the FDIC. I collect branch location data

and deposits distribution per branch from the annual Summary of Deposits Survey

(SOD) conducted by the FDIC.24

Data on the U.S. senior population and their geographic distribution is gathered

from the U.S. Administration for Community Living, an institution adjunct to the U.S.
23After removing duplicates and observations with zero total assets.
24This survey is a compulsory requirement for all insured financial institutions.
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Department of Health and Human Services.25 Other relevant information in regard to

seniors’ demographics and their use of financial institutions comes from the triennial

Survey of Consumer Finances (SCF) run by the Federal Reserve Board and the Treasury

Department.

Table 2.1 shows descriptive statistics for selected bank financial characteristics, as

well as for the Seniors Index, and bank location. From Panel A, individual retirement

accounts correspond, on average, to 4.3% of banks’ liabilities, and 4.7% of total de-

posits. This average reliance on IRAs for funding is significant compared to other exter-

nal sources such as wholesale funding (6.9%). For some banks, IRAs represent more

than 10% of their total external funding. Also, the average bank leverage is 89%, the

percentage of bank liquid holdings is 26.2%, and regulatory capital has an average of

17% (above the 8%minimum capital adequacy ratio established by the Basel Accords).

None of these reported variables seems to be significantly skewed judging from mean-

median differences.

In Panel B, I report the average Seniors Index (18.9%) and its standard deviation

(4.3%). For each bank, the time-series variation in this index is generated by i) shifts

in the geographical distribution of the seniors population across counties, ii) changes

in the bank’s deposit market share across locations. Figure 2.3 shows the average geo-

graphical distribution for the seniors population over the sample period. For each lo-

cation, the seniors population is defined as the ratio between individuals over 60 years

old living in a particular county, and the total population of that county. As of 2007, this

ratio ranges from 5.58% (Chattahoochee, GA) to 42.81% (McIntosh, ND). At the state

level, Alaska (10.70%), Utah (11.83%), and Texas (12.10%) possess the lowest fraction

of seniors. On the other hand, Florida (21.26%), West Virginia (20.93%), and Pennsyl-

vania (19.88%) are the states with the highest fraction of seniors.

In addition, the average number of branches per bank is 11, however, this measure is
25This data is compiled by the U.S. Administration on Aging (AoA) based on population estimates

from the U.S. Census Bureau.
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Table 2.1: Summary statistics
This table reports summary statistics for selected bankfinancial characteristics observed
quarterly over the period September 2004 - December 2009 (Panel A), as well as for the
instrument Seniors Index, and bank location (Panel B). Panel C reports summary statis-
tics for a sample of banks that failed or required government assistance over the period
2008-2010 (Failed/TARP Banks), and those banks that did not experience financial dis-
tress over the same period (Non-failed/Non-TARP Banks). All continuous variables are
winsorized at the 5th and 95th percentile to mitigate the effect of outliers.

Obs. Average Standard
Deviation Min Median Max

(A) Bank Characteristics
IRA Deposits/Liabilities 109,680 0.043 0.028 0.000 0.040 0.102
IRA Deposits/Deposits 109,680 0.047 0.029 0.001 0.044 0.106
Z-Score 109,564 68.785 28.246 27.061 62.391 132.952
ROA 109,680 0.002 0.002 -0.004 0.003 0.006
Liabilities/Assets 109,680 0.890 0.036 0.789 0.901 0.929
(Tier 1 + Tier 2)/RWA 109,680 0.170 0.069 0.104 0.146 0.361
Liquid Assets/Assets 109,680 0.262 0.141 0.059 0.237 0.566
Wholesale/Liabilities 109,680 0.069 0.063 0.004 0.051 0.194
Log(Assets) 109,680 11.738 1.103 9.296 11.682 13.701
Past-due Loans/Assets 109,680 0.001 0.002 0.000 0.000 0.008
Int. Wholesale/Wholesale 101,191 0.007 0.005 0.000 0.008 0.015
Int. Deposits/Deposits 101,191 0.006 0.002 0.002 0.006 0.010

(B) Location
Seniors Index 109,680 0.189 0.043 0.001 0.185 0.428
Branches per bank 109,680 11 101 1 3 5909
Counties per bank 109,680 4 19 1 2 733
States per bank 109,680 2 2 1 1 35

(C) GFC Analysis
Failed/TARP Banks
IRA Deposits/Deposits 400 0.030 0.024 0.001 0.026 0.106
Log(Assets) 400 12.227 1.069 9.371 12.211 13.701
Wholesale/Liabilities 400 0.079 0.059 0.004 0.069 0.194
Liabilities/Assets 400 0.892 0.034 0.789 0.904 0.929
Liquid Assets/Assets 400 0.173 0.096 0.059 0.154 0.566
(Tier 1 + Tier 2)/RWA 400 0.142 0.057 0.094 0.121 0.361

Non-failed/Non-TARP Banks
IRA Deposits/Deposits 7,963 0.047 0.029 0.001 0.044 0.106
Log(Assets) 7,963 11.721 1.092 9.296 11.661 13.701
Wholesale/Liabilities 7,963 0.070 0.059 0.004 0.054 0.194
Liabilities/Assets 7,963 0.890 0.033 0.789 0.900 0.929
Liquid Assets/Assets 7,963 0.265 0.136 0.059 0.243 0.566
(Tier 1 + Tier 2)/RWA 7,963 0.166 0.067 0.094 0.144 0.361
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Figure 2.3: Geographical distribution of seniors
This figure depicts the geographical variation of the fraction of seniors across U.S. coun-
ties in 2007. The seniors fraction is defined as the ratio between individuals over 60 years
old living in a particular county and the total population of that county.

positively skewed by the existence of large banks with up to 5,909 branches. Similarly,

the number of counties and states where a bank has presence are also positively skewed

with averages of 4 and 2, and medians of 2 and 1, respectively.

In Table 2.2, I further present p-values from a difference in means t-test between

bankswith abovemedian (4.4%) IRAholdings, and bankswith belowmedian holdings

for the entire time period considered (14 quarters in total). Over this period, banks

with higher IRA holdings are more leveraged, more liquid, and possess higher levels

of regulatory capital. In addition, banks with a higher IRA reliance are smaller: by total

assets and by geographical distribution. Note also that banks with above median IRA

holdings have a higher average Seniors Index. This further supports the validity of the

instrument as having a positive effect on banks’ IRA holdings.

In regard to the specification model described in Equation 2.2, I collect data on U.S.
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Table 2.2: Difference in means t-test
This table shows p-values from a difference in means t-test between banks with above
median IRA Deposits/Deposits ratios (High), and banks with below median IRA De-
posits/Deposits ratios (Low). All continuous variables are winsorized at the 5th and
95th percentile to mitigate the effect of outliers.

Reliance on IRA Deposits: Low High t-statistic p-value

(A) Bank Characteristics
IRA Deposits/Liabilities 0.021 0.066 449.969 0.000
IRA Deposits/Deposits 0.022 0.071 470.562 0.000
Z-Score 61.768 75.788 84.800 0.000
ROA 0.002 0.003 13.844 0.000
Liabilities/Assets 0.890 0.891 6.990 0.000
(Tier 1 + Tier 2)/RWA 0.167 0.172 14.040 0.000
Liquid Assets/Assets 0.245 0.278 39.530 0.000
Wholesale/Liabilities 0.069 0.070 0.803 0.422
Log(Assets) 11.784 11.692 -13.775 0.000
Past-due Loans/Assets 0.001 0.001 30.244 0.000
Int. Wholesale/Wholesale 0.007 0.007 9.813 0.000
Int. Deposits/Deposits 0.006 0.006 9.813 0.000

(B) Demographics and Location
Seniors Index 0.181 0.197 62.066 0.000
Branches per bank 14 8 -11.256 0.000
Counties per bank 5 3 -12.776 0.000
States per bank 2 2 -17.393 0.000

commercial bank failures from the official list of failed banks published by the FDIC.

Similarly, I construct a dataset on TARPmoney recipients from ProPublica, a non-profit

newsroom that has made extensive efforts to track taxpayer money expenditure in the

aftermath of the GFC. Panel C of Table 2.1 presents descriptive statistics for a sample of

400 banks that either failed or received government assistance under TARP (i.e. experi-

enced financial distress) between 2008 and 2010. Similarly, I present statistics for banks

that do not fit the definition of financial distress. Individual bank data in these two

samples is aggregated over the period 2004-2007. Financially distressed banks present,

on average, lower levels of regulatory capital and liquidity. Moreover, the average bank

in this group seems to be slightly more leveraged and larger than healthy institutions.
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2.5 Results

Using the experimental design described in Section 2.3, in this section I present ev-

idence consistent with both an asset substitution and a leverage effect of deposit insur-

ance. I find that, on average, banks that relied more on IRAs for funding: i) substituted

liquid assets for less liquid loans, and ii) increased their financial leverage after the 2005

Federal Deposit Insurance Reform was made effective. In addition, I also show that

banks with higher IRA balances before the 2005 Act were less likely to fail or require

government support during the financial crisis of 2008.

These results are robust to different specifications and to the use of the constructed

Seniors Index as an instrument for banks’ reliance on individual retirement accounts.

Since the model in Equation 2.1 has two potential endogenous variables, namely IRA

and the interaction term between FDIC_2005 and IRA, the instruments used are Se-

niors Index and FDIC_2005 × Seniors Index. Table 2.3 presents first-stage results for

each endogenous variable. In Column (1) the dependent variable is IRA, and in Col-

umn (2) the dependent variable is the interaction term between FDIC_2005 and IRA.

Both instruments have the expected signs and are significant regressors of the variables

being instrumented suggesting a strong and positive correlation between banks’ IRA

holdings and the instrument Senior Index.26 Also, the F-statistic is significant and above

10.

2.5.1 Moral Hazard Effect

Asset Substitution

First, I examine the impact of the 2005 Federal Deposit Insurance Reform Act on

banks’ liquidity. Table 2.4 presents coefficients estimates for the specification model
26For instance, a one standard deviation increase in the Seniors Index (0.043) corresponds to a 0.16

percentage points increase in IRA holdings.
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Table 2.3: First-stage regressions
This table reports first-stage regressions of IRA holdings per bank on the main instru-
ment Seniors Index. In Column (1) the dependent variable is IRA/Deposits, and in Col-
umn (2) the dependent variable is FDIC 2005 × IRA/Deposits. Seniors Index is defined
in Equation 2.3. FDIC 2005 is a dummy variable that takes 1 for the period after the
implementation of the FDIC 2005 reform, and 0 otherwise. An unbalanced panel of
8,297 banks observed quarterly over the period September 2004 to December 2007 is
used. This regression includes specific lagged bank characteristics as controls, as well
as bank fixed-effects and time-fixed effects. Standard errors are clustered at the bank
level to allow for error correlation within-bank, and at the quarter level to control for
potential error correlation within time. All continuous variables are winsorized at the
5th and 95th percentile to mitigate the effect of outliers.

(1) (2)
VARIABLES IRA/Deposits FDIC 2005 × IRA/Deposits

Seniors Index 0.037** 0.024
(2.580) (0.618)

FDIC 2005 × Seniors Index 0.003 0.121***
(1.030) (14.128)

Log(Assets) 0.002*** -0.018***
(3.325) (-10.023)

ROA -0.009 -0.335***
(-0.208) (-4.021)

Past-due loans/Assets 0.068** -0.002
(2.963) (-0.030)

Wholesale/Liabilities 0.004** -0.005
(2.458) (-0.898)

Liquid Assets/Assets 0.003 -0.010**
(1.732) (-2.616)

Liabilities/Assets -0.006 0.048***
(-1.044) (5.084)

Constant 0.018** 0.184***
(2.337) (8.035)

Observations 100,171 100,171
Bank fixed effects Yes Yes
Quarter fixed effects Yes Yes
Adj R-squared 0.952 0.784
Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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presented in Equation 2.1 using banks’ liquid asset composition as the dependent vari-

able. In Columns (1) and (2), I use banks’ IRA holdings, scaled by deposits, to account

for their reliance on these accounts. Column (1) uses a continuous measure of IRA

holdings, whereas in Column (2) I use a dummy variable that takes one for banks with

above median IRA holdings and zero otherwise. In both cases, the negative and sig-

nificant coefficient on the interaction term (FDIC_2005 × IRA) suggests banks with

higher reliance on IRAs (i.e. higher treatment intensity) reduced liquid assets holdings

after the implementation of the 2005 reform.

In Column (3), I use the same specification model as in Columns (1) and (2), how-

ever, here I replace banks’ IRA balances with their corresponding Seniors Index (see

Equation 2.3) as a proxy for banks’ expected reliance on individual retirement accounts.

Results from this specification also suggest that banks with a higher expected reliance

on IRAs reduced their liquid asset holdings after the implementation of the reform.

To address endogeneity issues with the treatment variable (i.e. IRA holdings), in

Column (4) I report point estimates for the instrumental variable approach (see Sec-

tion 2.3.3). Similarly, the coefficient on the interaction term FDIC_2005× IRA is nega-

tive and statistically significant. These results further show this liquidity moral hazard

effect of deposit insurance is not driven by other unobserved (i.e. omitted) bank char-

acteristics potentially correlated with both IRA balances and bank liquidity risk.

I also explore the suggested asset substitution channel (see Ioannidou and Penas,

2010) which states banks initiate riskier loans after the implementation of deposit in-

surance. I investigate whether banks with higher holdings of IRAs deteriorated their

loan portfolios following the implementation of the 2005 reform. I do not find (and do

not report) evidence of an asset substitution channel involving a shift towards more

risky loans for banks with larger IRAs holdings. However, this can be the result of

the backward-looking nature of the data used to measure loan deterioration (e.g. non-

performing loans, loan provisions, and write-offs). Ideally, I would need to observe

whether banks granted loans to riskier borrowers after the 2005 reform. Unfortunately,
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Table 2.4: Liquidity risk
This table presents coefficients estimates for the specificationmodel presented in Equa-
tion 2.1 using liquidity risk (Liquid Assets/Assets) as dependent variable. Column
(1) uses a continuous measure of IRA Deposits/Deposits as treatment, whereas in Col-
umn (2) I use a dummy variable that equals 1 for banks with above median IRA De-
posits/Deposits, and 0 otherwise. In Column (3), IRA Deposits/Deposits is replaced
with the Seniors Index defined in Equation 2.3. InColumn (4), the Seniors Index is used to
instrument IRA Deposits/Deposits. FDIC 2005 is a dummy variable that takes 1 for the
period after the implementation of the 2005 reform, and 0 otherwise. An unbalanced
panel of 8,297 banks observed quarterly over the period September 2004 to December
2007 is used. Regressions include specific lagged bank characteristics as controls, as
well as bank fixed effects and time fixed effects. Standard errors are clustered at the
bank level to allow for error correlation within bank, and at the quarter level to control
for potential error correlation within time. All continuous variables are winsorized at
the 5th and 95th percentile to mitigate the effect of outliers.

DEPENDENT VARIABLE: Liquidity (1) (2) (3) (4)

Treatment IRA/Deposits IRA
Dummy

Seniors
Index

Instrumented
IRA

IRA/Deposits 0.094** -0.734
(2.027) (-0.617)

FDIC 2005 × IRA/Deposits -0.088*** -0.559***
(-4.268) (-4.246)

IRA Dummy 0.038***
(12.629)

FDIC 2005 × IRA Dummy -0.004***
(-3.738)

Seniors Index -0.118
(-1.345)

FDIC 2005 × Seniors Index -0.074***
(-5.423)

Log(Assets) -0.022*** -0.022*** -0.021*** -0.030***
(-5.183) (-7.513) (-4.969) (-5.177)

ROA -0.342 -0.278 -0.333 -0.519**
(-1.589) (-1.308) (-1.533) (-2.316)

Past-due Loans/Assets -0.365*** -0.410*** -0.352*** -0.292*
(-2.954) (-3.309) (-2.838) (-1.837)

Wholesale/Liabilities -0.065*** -0.068*** -0.063*** -0.047*
(-5.103) (-5.531) (-4.960) (-1.913)

Liabilities/Assets 0.247*** 0.216*** 0.245*** 0.247***
(6.620) (6.327) (6.533) (4.861)

Observations 100,171 100,171 100,171 100,171
Bank fixed Effects Yes No Yes Yes
Quarter fixed Effects Yes Yes Yes Yes
Adj R-squared 0.931 0.0487 0.931 0.840
Number of Banks 8,297 8,297 8,297 8,297
Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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data on loan origination at the bank level is not publicly available.

Overall, these results are in line with the asset substitution effect of deposit insur-

ance. Banks with a high reliance on IRAs seem to have swapped liquid (less risky)

investments for illiquid (more risky) assets – such as loans – after the increase in the in-

surance limit. Unlike the loan deterioration described in previous studies as evidence

of a moral hazard problem, the substitution effect reported here occurs across assets

classes. Extending deposit insurance seems to cause a reduction in banks’ liquid asset

holdings. Given the experimental design used, these findings can be interpreted as di-

rect evidence of a moral hazard problem caused by changes in the coverage limit for

retirement accounts.

Finally, I investigate a potential increase in banks’ liquidity risk arising from credit

operations recorded off-balance sheet (OBS), such as lines of credit and loan commit-

ments. In Column (1) of Table 2.5, I report coefficient estimates for the model in Equa-

tion 2.1 where the dependent variable is measured by subtracting unused loan com-

mitments from liquid asset holdings, and scaling this difference by total assets. The

Seniors Index is also used to instrument the treatment variable (i.e. IRA holdings). The

negative and significant coefficient for the interaction term suggests banks with larger

IRA holdings became more exposed to asset-side runs after the implementation of the

FDIC 2005 Act.27

Leverage

Likewise, I search for a potential leverage effect of deposit insurance. Under this

moral hazard channel, banks are said to increase their reliance on external funding in

the presence of government-sponsored guarantees. Column (2) in Table 2.5 presents

results for the specification model defined in Equation 2.1 using bank leverage as a

measure of risk and the instrumented version of IRA bank holdings. As predicted, the

coefficient on the interaction term FDIC_2005× IRA is positive and significant denot-
27This could also be interpreted as an enhancement to banks’ ability to generate OBS liquidity.
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Table 2.5: Other risk measures
This table presents coefficients estimates for the specificationmodel presented in Equa-
tion 2.1 using the following dependent variables: OBS Liquidity Risk in Column (1),
Liabilities/Assets in Column (2), Capital Adequacy Ratio in Column (3), and Z-Score
in Column (4). In all regressions the treatment variable, IRA Deposits/Deposits, is in-
strumented using the Seniors Index defined in Equation 2.3. FDIC 2005 is a dummy
variable that takes 1 for the period after the implementation of the 2005 reform, and
0 otherwise. An unbalanced panel of 8,297 banks observed quarterly over the period
September 2004 to December 2007 is used. Regressions include specific lagged bank
characteristics as controls, as well as bank-fixed effects and time-fixed effects. Standard
errors are clustered at the bank level to allow for error correlation within bank, and at
the quarter level to control for potential error correlation within time. All continuous
variables are winsorized at the 5th and 95th percentile to mitigate the effect of outliers.

(1) (2) (3) (4)

VARIABLES
OBS

Liquidity
Risk

Insolvency
Risk

Regulatory
Capital Z-Score

Instrumented IRA 10.264** -0.349 -0.836 153.196
(2.109) (-0.480) (-0.764) (0.531)

FDIC 2005 × Instrumented IRA -0.697*** 0.182*** -0.139** -80.121***
(-2.675) (4.805) (-2.421) (-4.663)

Log(Assets) -0.031** 0.031*** -0.054*** -11.895***
(-2.483) (20.738) (-19.832) (-18.933)

ROA -1.611*** 0.412*** -0.180 -43.315
(-3.667) (4.500) (-1.362) (-1.217)

Past-due Loans/Assets -0.674 -0.004 0.127 -7.774
(-1.576) (-0.057) (1.283) (-0.299)

Wholesale/Liabilities -0.233** 0.028* -0.031 -14.364**
(-2.284) (1.917) (-1.350) (-2.436)

Liabilities/Assets 0.468***
(3.535)

Liquid Assets/Assets 0.006* 0.098*** -4.874***
(1.668) (17.125) (-3.243)

Observations 100,171 100,171 100,171 100,083
Bank fixed Effects Yes Yes Yes Yes
Quarter fixed Effects Yes Yes Yes Yes
Adj R-squared 0.818 0.883 0.929 0.961
Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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ing an increase in leverage for bankswith higher reliance on retirement accounts. In this

case, the moral hazard effect of deposit insurance is captured in the higher exposure to

insolvency risk of banks more influenced by the 2005 reform.

Similarly, Column (3) in Table 2.5 sheds evidence supporting, not just an increase

in solvency risk, but also a rise in the regulatory risk of banks relying more on IRAs.

Here, the dependent variable is the capital adequacy ratio defined by Basel III. In ad-

dition to characterising bank leverage, this ratio represents a risk-adjusted measure of

banks’ capital stance to absorb losses. The negative coefficient on the interaction term

between theFDIC_2005dummy and the instrumented IRA implies highly IRAdepen-

dent banks reduced their capital adequacy ratio (and therefore increased insolvency

and regulatory risk) after the coverage limit changes in the deposit insurance for IRAs.

Lastly, I use the time-varying Z-Score proposed by Lepetit and Strobel (2013) to

measure banks’ probability of insolvency. Column (4) in Table 2.5 reports regression

outputs for a specification where Z-Score is used as the dependent variable and IRA is

instrumented using the Seniors Index. The interaction term is negative and significant,

which, considering Z-Score is inversely related to insolvency risk, suggests an associa-

tion between larger IRA balances and a higher probability of insolvency in the period

following the reform.

The empirical findings presented so far support the existence of a moral hazard ef-

fect of deposit insurance and, in particular, support the two channels suggested by the-

ory, that is, an asset substitution channel and a leverage channel (see Buser et al., 1981;

Merton, 1977; Pennacchi, 1987). In regard to the denominated asset substitution chan-

nel, I report risk-shifting behaviour taking place through the deterioration of banks’

liquidity. Furthermore, I find an increase in off-balance sheet liquidity risk and regu-

latory risk also associated with the implementation of explicit government guarantees.

Next, I explore a potential stabilising effect by exploiting the hundreds of bank failures

and bailouts during the financial crisis of 2008.
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2.5.2 Stabilising Effect

I use the logistic model described in Equation 2.2 to test for a marginal stabilising

effect stemming from the 2005 reform. In Table 2.6, I present coefficient estimates for

this logistic model where the dependent variable is an indicator variable which takes

one for banks that either failed or required government assistance between 2008-2010,

and zero otherwise. I use different measures for the variable of interest: IRA_2005. In

Column (1), IRA_2005 is represented as a dummy variable that takes one for banks

with (pre-2005) above median IRA balances, and zero otherwise. Columns (2) and (3)

measure IRA_2005 in tertiles and quintiles, respectively.

In all threemodels the coefficients associatedwith IRA_2005 are negative and statis-

tically significant indicating that banks with higher pre-2005 IRA balances had a lower

probability of financial distress during the GFC. Similarly, Figure 2.4 plots the distribu-

tion of IRA holdings for banks that experienced financial distress during the crisis. This

figure denotes an association between larger IRA holdings before 2005 and lower fail-

ure cases. I argue these results capture the marginal stabilising effect of extending the

insurance guarantee over a particular set of banks, that is, those with higher IRA bal-

ances. Hence, I interpret these results as direct evidence of an increase in bank stability

caused by deposit insurance.

I further estimate the predictive accuracy of themodel by exploiting the sample split

described in Section 2.3.2. Table 2.7 shows a classification report for the 20% sample not

used in the estimation of themodels’ coefficients. This report shows that, out of the total

number of banks predicted as failures, 74% did indeed fail (precision). Moreover, 78%

of banks that experienced financial distress are identified as such by the model (recall).

Lastly, I use coefficient estimates and average values for the set of controls – size,

wholesale funding, liquidity ratio, and leverage – to calculate the average difference in the

probability of financial distress attributable to IRAbalances. Using quintiles tomeasure

IRA balances, the predicted probability of financial distress for banks in the bottom
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Table 2.6: Stabilising effect during GFC
This table reports point estimates for the specificationmodel presented in Equation 2.2.
The dependent variable equals 1 for banks that either failed or required government as-
sistance between 2008-2010, and 0 otherwise. In Column (1), IRA_2005 is as a dummy
variable that takes 1 for banks with (pre-2005) above median IRA balances, and 0 oth-
erwise. Columns (2) and (3) measure IRA_2005 in tertiles and quintiles, respectively.
A sample of 800 banks observed between 2004 and 2010 is used. Bank characteristics
included as controls are calculated as bank-specific averages over the period 2004-2007.
Robust standard errors are used to allow for heteroscedasticity. All continuous vari-
ables are winsorized at the 5th and 95th percentile to mitigate the effect of outliers.

(1) (2) (3)
VARIABLES Median Tertiles Quintiles

IRA_2005 -1.068*** -0.700*** -0.394***
(-6.245) (-6.724) (-6.368)

Log(Assets) 0.414*** 0.403*** 0.408***
(4.567) (4.431) (4.508)

Wholesale/Liabilities 1.374 1.427 1.333
(0.841) (0.870) (0.809)

Liabilities/Assets -3.379 -2.644 -2.170
(-1.165) (-0.901) (-0.736)

Liquid Assets/Assets -6.137*** -6.007*** -5.927***
(-8.035) (-7.774) (-7.700)

Constant -0.299 -0.726 -1.139
(-0.122) (-0.292) (-0.456)

Observations 800 800 800
Pseudo R-squared 0.188 0.193 0.191
Robust z-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1

quintile is 57.5%, and 19.9% for the top quintile. This means that, other things being

equal, banks with higher IRA balances before 2005 were, on average, 38 percentage

points less likely to experience financial distress than those with lower IRA holdings.

In the next section, I address some potential concerns in regard to the true source of

the reported stabilising effect of deposit insurance on high IRA dependant banks. Fur-

ther, I conduct additional tests tominimise concerns as to the validity of the time period

chosen, and around the Seniors Index used as an instrument for banks’ IRA holdings.
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Figure 2.4: IRA holdings for distressed banks 2008-2010
This figure shows the distribution of IRA holdings for banks that either failed or re-
quired government assistance over the period 2008-2010.

2.6 Robustness

2.6.1 Stabilising Effect: 2010 Reform

The evidence reported so far in regard to the stabilising effect of deposit insurance

shows that banks with larger IRA balances were less likely to experience financial dis-

tress over the period 2008-2010. One potential caveat with this identification strategy

is that it may capture the stabilising effect of relying more on IRA accounts but not the

effect that increasing IRAs’ insurance limit had on banks’ stability. That is, it is possible

that banks highly dependent on IRAs were inherently less likely to fail even before any

increase in the coverage limit for IRAs.

One way to address this issue would be to run the same model in Equation 2.2 on a

period before the reform where both IRAs and other deposits had the same insurance
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Table 2.7: Classification report
This table presents a classification report for themodel described in Equation 2.2. A 20%
hold-out sample (not included in the estimation of the coefficients) is used to test the
prediction accuracy of the model. Non-Failed/Non-TARP corresponds to banks that nei-
ther failed nor required government assistance over the period 2008-2010. Failed/TARP
corresponds to banks which experienced financial distress over the same period.

Logistic AUC 0.75

Precision Recall F1-score Support
Non-Failed/Non-TARP 0.76 0.72 0.74 80

Failed/TARP 0.74 0.78 0.76 80

Avg/Total 0.75 0.75 0.75 160

coverage. If the significance of the reported coefficients in Table 2.6 does reflect the im-

pact of increasing the coverage limit for IRAs (as I expect), we should not observe IRA

balances to have any explanatory power before the 2005 reformwhen deposit insurance

was the same for all accounts. Unfortunately, such a test would lack statistical power

considering that between 2000 and 2007 the FDIC only reported 27 bank failures. In-

stead, I focus on a different period when both IRAs and other deposits enjoy the same

coverage limit, but in addition a considerable number of bank failures are observed.

On October 3, 2008, in the midst of the GFC, then U.S. President George W. Bush

signed an emergency Act temporarily raising the coverage limit for all insured deposits

from USD 100,000 to USD 250,000. This temporary increase was initially intended to

be effective until December 31, 2009. However, the increase was made permanent on

July 21, 2010 as part of the Dodd-Frank Wall Street Reform and Consumer Protection

Act, signed by President Barack Obama.28 This meant that, after 2010, the FDIC perma-

nently guaranteed all deposits, irrespective of their type, up to USD 250,000. I exploit

this fact to explore whether IRA reliance is still significant in predicting the probability

of bank failure even when the IRA insurance limit is identical to the broader deposit

base. Specifically, I run the following model:
28OnMay 20, 2009, the 2008 temporary increase in coverage was extended through December 31, 2013.
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log

(
Pr(Yi = 1 | {X1, . . . , Xn})

1− Pr(Yi = 1 | {X1, . . . , Xn})

)
= γ0 + γ1IRA_2010i +

n∑
k=1

βkXi (2.4)

where:

i Pr(Yi = 1 | {X1, . . . , Xn}) represents the probability of failure for bank i between

2011 and 2015 conditional on the bank’s set of specific characteristics {X1, . . . , Xn}.

ii IRA_2010imeasures the average reliance of bank i on IRA funding over the period

2008-2010, that is, before the insurance limit of all deposits was set to USD 250,000

permanently.

As with the model described in Equation 2.2, I also include variables that are ex-

pected to influence banks’ probability of failure: size, wholesale funding, liquidity ratio,

and leverage. For each bank these variables are calculated as averages over the period

2008-2010.

Between 2011 and 2015 the FDIC reported almost 200 bank failures. To mitigate

biases stemming from the relative size of the sample of bank failures, I randomly select

banks that did not fail over the same time period and estimate the model’s coefficients

using 80% of this sample. I set aside the remaining 20% to test for prediction accuracy.

Table 2.8 reports coefficient estimates for the logisticmodel in Equation 2.4. Columns

(1), (2) and (3) measure the variable of interest IRA_2010 using median, tertiles and

quintiles respectively. Although still negative, the magnitude of the coefficients on the

variable IRA_2010 are significantly lower than those reported in Table 2.6. More im-

portantly, none of these coefficients are statistically significant. Similarly, Figure 2.5

presents the distribution of IRA balances within banks that failed between 2011 and

2015. Unlike Figure 2.4, over this period there is no clear relationship between larger

IRA balances and more failure cases.
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Table 2.8: Stabilising effect around 2010 reform
This table reports point estimates for the specificationmodel presented in Equation 2.4.
The dependent variable equals 1 for banks that failed between 2011 and 2015, and 0
otherwise. In Column (1), IRA_2010 is a dummy variable that takes 1 for banks with
above median IRA balances over the period 2008-2010, and 0 otherwise. Columns (2)
and (3)measure IRA_2010 in tertiles and quintiles, respectively. A sample of 364 banks
observed between 2008 and 2015 is used. Bank characteristics included as controls are
calculated as bank-specific averages over the period 2008-2010. Robust standard errors
are used to allow for heteroscedasticity. All continuous variables are winsorized at the
5th and 95th percentile to mitigate the effect of outliers.

(1) (2) (3)
VARIABLES Median Tertiles Quintiles

IRA_2010 -0.435 -0.186 -0.099
(-1.602) (-1.068) (-1.005)

Log(Assets) -0.456** -0.448** -0.447**
(-2.523) (-2.494) (-2.482)

Wholesale/Liabilities 1.708 1.803 1.809
(0.615) (0.646) (0.641)

Liabilities/Assets 93.400*** 92.670*** 92.767***
(5.780) (5.788) (5.828)

Liquid Assets/Assets -7.490*** -7.432*** -7.487***
(-5.723) (-5.644) (-5.681)

Constant -78.146*** -77.433*** -77.589***
(-5.256) (-5.251) (-5.279)

Observations 364 364 364
Pseudo R-squared 0.375 0.373 0.373
Robust z-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1

These results suggest that, after the insurance coverage of other types of deposits

wasmatchedwith that of retirement accounts, there was no extra reduction on a bank’s

probability of default stemming from holding higher IRA balances. This reduces con-

cerns around the possibility that the stabilising effect of deposit insurance reported in

Section 2.5 reflects a higher reliance on IRA accounts and not the marginal effect of

increasing the coverage limit for IRAs under the FDIC 2005 Reform Act.

2.6.2 Moral Hazard: Seniors Distribution

The instrument used throughout this chapter (i.e. Seniors Index) is defined as the

weighted average of the proportion of seniors living in U.S. counties where a bank has

a presence, where weights are determined by the amount of deposits generated by each
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Figure 2.5: IRA holdings for distressed banks 2011-2015
This figure depicts the distribution of IRA holdings for failed banks over the period
2011-2015.

bank branch. I do this to account for differences in the geographical distribution of

banks in the sample. Despite showing this index is significantly correlated with banks’

reliance on individual retirement accounts, the fact that some banks have a relatively

large geographical distribution (up to 5,909 branches in 733 counties across 35 different

states) may raise some concerns about the validity of this index in representing banks’

geographical exposures to the seniors population.

To address this concern, I use the same specification model defined in Equation 2.1

on bank subsamples restricted based on their geographical distribution. Specifically, I

limit the observations to banks with: i) a single branch; ii) presence in one county only;

and iii) presence in a single state. With this, I aim to reduce any potential bias that

banks with large geographical distributions could exert on the constructed instrument.

For instance, when restricting the sample to banks with one branch or banks located

in a single county, the instrument (i.e. Seniors Index) becomes the actual fraction of

seniors living in the county where the bank is located as opposed to being calculated
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as a weighted average of the senior population across different counties.

Table 2.9 shows regression outcomes for these subsamples. I explore both an as-

set substitution and a leverage effect for the insurance coverage increase on IRAs in

2005. Using the most restricted subsample of banks – banks with only one branch – in

Columns (1) and (4) I show that banks with higher ex-ante reliance on IRAs reduced

liquid assets and increased leverage, respectively, after the implementation of the 2005

reform.29 Similarly, in Columns (2) and (5) I present similar findings (i.e. lower liquid-

ity and higher leverage) using a sample of commercial banks with presence in a single

county. Finally, Columns (3) and (6) report identical results for single-state banks.

This analysis indicates that the empirical evidence presented in this study is not

driven by bankswith a large geographical distribution and/or themethod I use to create

the Seniors Index. This, to some extent, further confirms the validity of this instrument

as a driver of banks’ reliance on retirement accounts. These results may also imply that

the main findings reported do not differ for banks with different levels of incorporation

(federally vs state-chartered banks), and thus subject to the supervision of different

regulatory entities.

2.6.3 Alternative Explanations

Besides increasing the insurance coverage limit on individual retirement accounts,

the Federal Deposit Insurance Reform Act of 2005 made other amendments that could

potentially explain the results reported in this chapter. Specifically, the 2005 reform

included a provision that eliminated the 1.25 percent fixed designated reserve ratio

(DRR). The DRR in the U.S. is calculated by dividing the Deposit Insurance Funds

(DIF) by the total amount of insured deposits. The reform designated the FDIC to set

the DRR within a range of 1.15 to 1.50 percent (Federal Register, 2006). If banks ex-

pected the FDIC to increase the DRR, they could have anticipated having to pay higher
29For this subsample, the number of observations is roughly one fourth of the original sample size.
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Table 2.9: Restricted geographical distribution
This table presents coefficients estimates for the specificationmodel presented in Equa-
tion 2.1 using Liquid Assets/Assets and Liabilities/Assets as dependent variables.
In Columns (1) and (4) observations are restricted to banks with a single branch.
Columns (2) and (5) limit observations to banks operating in a single county, and
Columns (3) and (6) limit observations to single-state banks. In all regressions, the
treatment variable, IRA Deposits/Deposits, is instrumented using the Seniors Index de-
fined in Equation 2.3. FDIC 2005 is a dummyvariable that takes 1 for the period after the
implementation of the 2005 reform, and 0 otherwise. An unbalanced panel of banks ob-
served quarterly over the period September 2004 toDecember 2007 is used. Regressions
include specific lagged bank characteristics as controls, as well as bank-fixed effects and
time-fixed effects. Standard errors are clustered at the bank level to allow for error cor-
relation within bank, and at the quarter level to control for potential error correlation
within time. All continuous variables are winsorized at the 5th and 95th percentile to
mitigate the effect of outliers.

(1) (2) (3) (4) (5) (6)
VARIABLES Liquidity Risk Insolvency Risk

Instrumented IRA 0.447 2.192 5.389* 0.525 3.942 -0.650
(0.205) (0.179) (1.689) (0.732) (0.483) (-0.816)

FDIC 2005 × Instrumented IRA -0.701*** -0.782*** -0.623*** 0.207*** 0.341* 0.205***
(-2.696) (-3.271) (-3.433) (2.828) (1.916) (4.947)

Log(Assets) -0.030** -0.028 -0.025*** 0.038*** 0.040*** 0.033***
(-2.522) (-1.340) (-2.931) (14.520) (6.623) (18.670)

ROA -1.289*** -1.462*** -0.962*** 0.244 0.200 0.444***
(-3.001) (-3.700) (-3.196) (1.592) (0.750) (4.538)

Past-due Loans/Assets -0.572* -0.502 -0.780*** -0.070 -0.080 0.013
(-1.716) (-1.234) (-2.811) (-0.652) (-0.297) (0.187)

Wholesale/Liabilities -0.010 -0.121 -0.190*** 0.016 -0.047 0.032*
(-0.196) (-0.574) (-2.771) (1.015) (-0.340) (1.950)

Liabilities/Assets 0.182** 0.230 0.356***
(2.459) (1.023) (4.009)

Liquid Assets/Assets 0.005 0.006 0.007*
(0.913) (0.677) (1.765)

Observations 26,112 46,395 92,473 26,112 46,395 92,473

Bank fixed Effects Yes Yes Yes Yes Yes Yes
Quarter fixed Effects Yes Yes Yes Yes Yes Yes
Adj R-squared 0.927 0.927 0.876 0.890 0.391 0.876
Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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premiums to fund the inflated DRR. This expectation could have incentivised some

banks to reduce liquid assets holdings and raise leverage to make up for the higher

expected premiums, and thus shelter earnings.

There are two important reasons this alternative explanation is implausible. First,

this explanation relies on the assumption that banks expected to pay higher premiums

after the reform. However, results show higher post-reform risk-taking behaviour for

banks with higher reliance on IRAs. In this regard, there is no evidence to suggest that

it was solely banks with larger IRAs’ holdings that anticipated the higher premiums,

especially since banks with higher IRA balances are less risky on average, even after

the implementation of the 2005 reform (see Table 2.2). Another reason to reject this

alternative explanation is based on the date when the change to the DRR design was

made effective (i.e. January 1, 2007). This is almost one year after the date I use to

separate before and after periods in the specification model described in Equation 2.1.

This suggests the findings presented are less likely to be driven by this amendment.

2.7 Conclusion

In this chapter, I develop a novel identification strategy to investigate the trade-off

posed by a key explicit government guarantee: deposit insurance. I focus on a major

reform to the U.S. deposit insurance scheme, and exploit the rich information avail-

able on U.S. commercial banks, to show the effect of extending the insurance coverage

on banks’ risks and probability of failure. Specifically, I investigate the coverage limit

increase on individual retirement accounts (IRAs) implemented through the Federal

Deposit Insurance Reform Act of 2005.

Based on this approach, I provide supporting evidence of a moral hazard problem

caused by deposit insurance. In particular, I show that after the implementation of the

2005 reform, banks with higher funding reliance on IRAs increased their risk-taking

behaviour in the form of higher solvency and liquidity risk. That is, I find a within-
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bank increase in risk-taking behaviour caused by the coverage limit rise on IRAs. These

results provide new insight into the specific economic channels through which deposit

insurance can create a moral hazard issue. In particular, I report a novel channel by

which banks increase their risk exposure by swapping liquid investments such as cash

and marketable securities, for illiquid assets such as loans.

In addition, I use the chain of events following the 2005 reform, and in particular

the Global Financial Crisis of 2008, to measure differences in banks’ probability to fail

or require government assistance conditional on their IRA balances. I report cross-

sectional differences in the probability of failure between banks with high and low IRA

balances during the crisis. Specifically, I show a 38 percentage point lower probability

of financial distress for banks with high IRA holdings. Given this large difference in

banks’ probability of default, the stabilising effect of deposit insurance seems to have

played a bigger role in determining banks’ risk exposures during the GFC.

Despite the relative importance of individual retirement accounts within the pen-

sion fund market and as a source of funding for banks, to my knowledge this is the

first study to explicitly analyse the coverage limit increase for IRAs under this reform.

Moreover, these results are relevant to the implementation of the latest set of banking

standards under Basel III. One of the key reforms in Basel III is the introduction of a

liquidity framework which, among other things, encourages banks to rely on insured

deposits as a stable source of funding. Therefore, this study offers a glance at howbanks

may react to policies that increase their reliance on insured liabilities.
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Chapter 3

De Facto Bank Bailouts

with Phong Ngo

3.1 Introduction

The events during and after the 2007-2009 financial crisis reminded us of govern-

ments’ willingness to bail out banks. This has seen renewed interest in understanding

the economic trade-offs associatedwith bank bailouts. In this chapter, we are interested

in the costs associatedwith bank bailouts from the politician’s point of view. First, there

is the fiscal cost. For example, in 2008 the Trouble Asset Relief Program (TARP), which

authorised $700 billion (about 5% of GDP) in U.S. tax payers money to bailout banks

in distress, placed significant strain on federal resources.1 Several papers now docu-

ment that bailouts significantly weaken a government’s fiscal position and own credit

standing (see Acharya et al., 2014; Fratzscher and Rieth, 2019; Mäkinen et al., 2019).

Second, there is the political cost. Using taxpayer money to bail out banks is rarely

a popular decision, as former Secretary to the Treasury Tim Giethner put it when refer-

ring to the 2008 bailout "we did it to save the economy, but we lost the country doing
1Indeed, as the crisis spread around the world, there was an unprecedented wave of bank bailouts

globally. Laeven and Valencia (2010) estimate that governments around the world spent (in direct fiscal
outlays) an average of 5% of GDP bailing out their banks.
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it".2 The academic literature has also shown that politicians either avoid bailing out

banks or take action to delay bank failure altogether when political costs are high (see

Bian et al., 2017; Brown and Dinc, 2005; Liu and Ngo, 2014)

Given these costs, are there alternative, subtler ways for the government to prop up

troubled banks? To obfuscate a bailout and minimise voter backlash? To reduce the

burden on domestic resources? Our central argument is that the U.S. government uses

its voting power and political influence to direct IMF loans to defaulting sovereigns

where U.S. banks have large exposures to losses from default – a de facto bailout.3 De

facto bailouts not only spread the cost of absorbing bank losses across the IMF mem-

bership, but also allow U.S. politicians to obfuscate bailouts, thus minimising public

condemnation.

IMF loans reduce losses to U.S. banks through loan conditionality, which typically

enforces the payment of external debt arrears from recipient governments. For exam-

ple, Kentikelenis et al. (2016) examine the conditionality in IMF loan agreements be-

tween 1985 and 2014 and show that 28% of all conditions identified relate to the pay-

ment of external debt in arrears. Because a significant fraction of U.S. bank foreign

exposures are to the public sector, IMF loans can be used to pay down this debt di-

rectly.4

Using the Bank for International Settlements (BIS) consolidated banking statistics,

we construct ameasure of U.S. bank exposures to 47 developing countries between 1983

and 2016, covering 269 IMF loans. Our analysis reveals that the likelihood a default-

ing sovereign receives an IMF loan increases significantly with U.S. bank exposure to

that country. Specifically, a standard deviation increase in U.S. bank exposure increases
2From his memoir Stress Test: Reflections on Financial Crises.
3The U.S. is by far the largest IMF member with 16.52% of the vote share. Moreover, the U.S. has

particular control over certain important decisions – like changing quotas and voting power – that are
subject to an 85% super-majority rule. We provide a discussion of the institutional details in Section 3.2.

4Data from the Federal Financial Institutions ExaminationCouncil (FFIEC) show that over our sample
period, about 30% of foreign exposures are to the public sector. At its peak in the 1980s, foreign public
sector exposures accounted for two-thirds of the total exposure and today the number sits at about 25%.
In Section 3.2, we discuss how banks can also benefit indirectly from IMF loans to defaulting sovereigns.
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the likelihood a defaulting sovereign receives a loan by four times. Moreover, condi-

tional on receiving a loan, the loan is 12% larger. These findings survive a number of

robustness tests as well as instrumental variables estimation to address endogeneity.

Next, we investigate how the likelihood of a de facto bailout varies with the relative

costs of direct bailouts. As discussed above, research argues that direct bailouts are

more costly if political costs are especially high (e.g. during election years) and/or if

the government’s fiscal position is already weak. Consistent with our expectations, we

find that the likelihood of de facto bailouts is higher when the fiscal position of the

U.S. government is weaker, and during federal elections years. For example, a standard

deviation increase in U.S. bank exposure increases the likelihood a defaulting sovereign

receives and IMF loan by over 9 times when the U.S. budget deficit is greater that 5%

of GDP.

We then ask whether these observed patterns can be explained by a public inter-

est or a private interest view of government. Our argument is that U.S. politicians are

responsive to the special interest pressure from the banking lobby. However, it is pos-

sible that politicians, who favour de facto bailouts, act in the public interest if their

constituency is reliant on lending from banks who are exposed to sovereign losses. To

tease out which view of government is driving our findings, we examine congressional

voting patterns relating to IMF funding increases. Funding increases for the IMF ex-

pand its capacity to bail out sovereigns, so a vote in favour of an increase is a vote in

favour of de facto bailouts. We construct a constituency-level measure for local banks’

exposure to sovereign default to capture the public interest view, and use campaign

contributions from the finance industry to proxy for the private interest view. We find

that our constituency exposure variable cannot explain congressional voting patterns

for IMF funding increases. However, campaign contributions significantly increase the

likelihood of a "yes" vote: a standard deviation increase in campaign contributions from

the finance industry increases the likelihood of a "yes" vote by about 30%.

Finally, we confirm that exposed U.S. banks do indeed benefit from IMF loans to
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defaulting sovereigns by examining the implications for shareholder wealth. Precisely,

we conduct an event study around the dates IMF loans are announced and find thatU.S.

banks exposed to sovereign default experience, on average, a 5% cumulative abnormal

return (CAR) over the event window. Thus, IMF loans, although directed to foreign

governments, ultimately reach U.S. banks.

Our study is related to the literature studying the economic trade-offs associated

with bank bailouts. On the one hand, bailoutsmay correctmarket failures and avoid the

negative externalities associated with large bank failures (see Giannetti and Simonov,

2013; Gorton and Huang, 2004). On the other hand, critics argue that bailouts exacer-

bate moral hazard problems in the banking industry (see Chari and Kehoe, 2016; Dam

andKoetter, 2012; Duchin and Sosyura, 2014; Farhi and Tirole, 2012; Gropp et al., 2011).

In addition, bank bailouts have been shown to be costly for taxpayers (seeAcharya et al.,

2014; Fratzscher and Rieth, 2019; Mäkinen et al., 2019), and for politicians running for

office (see Bian et al., 2017). We contribute to this literature by identifying an alter-

native mechanism through which the U.S. government can backstop banking losses,

that is, using IMF funds to bailout sovereigns to which U.S. banks are exposed. A de

facto bailout. This indirect bailout mechanism reduces both, the amount of domestic

resources used as well as the degree of discontent among voters, two highly desirable

traits for politicians.

In addition, our work connects to a broader literature on the political economy of

banking. Early work demonstrated that lobbying by financial institutions affected the

regulatory environment for U.S. thrifts in the 1980s (see Romer and Weingast, 1991),

the timing of interstate bank branching law changes (see Kroszner and Strahan, 1999),

and U.S. legislation on bankruptcy (see Nunez and Rosenthal, 2004). In the aftermath

of the financial crisis, several papers examine how financial industry legislation is af-

fected by the lobbying of special interest groups and voter interests (see McCarty et al.,

2010; Mian et al., 2010, 2013). Finally, Agarwal et al. (2018) show that the foreclosure

decisions of banks during the crisis reflected banks’ political considerations. We show
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in this study that banking special interests increased the likelihood politicians voted in

favour of IMF funding increases, and by doing so, implicitly voted in favour of de facto

bailouts.

3.2 Background and Argument

The InternationalMonetary Fund (IMF) is an organisation of 189member countries

that works to support trade, growth, and financial stability by providing assistance to

countries facing balance-of-payments problems.

The IMF obtains its financial resources from member country subscriptions, which

are known as quotas. Each country’s quota broadly represents its relative position in

the world economy, calculated using various measures of output and trade. Quotas

also play an important role in determining members’ voting power and ultimately the

IMF’s governance. Each member country has 250 basic votes, plus one additional vote

for each part of its quota equal to 100,000 Special Drawing Rights (SDR).5 Since basic

votes comprise a trivial fraction of total votes, voting power and control of IMFdecisions

is significantly tilted in favour of the larger member countries. For example, the U.S. is

the largest member with a quota of SDR 82,994.2 million (or about USD 115.2 billion)

which buys it 831,407 votes (or 16.52% vote share). By contrast, Vanuatu, for example,

has a quota of SDR 23.8 million and meager 1,703 votes (or 0.03% vote share).6

With 16.52% of the vote share, the U.S. has particular control over certain important

decisions – like changing quotas and voting power – that are subject to an 85% super-

majority rule. In these instances, the executive branch of the U.S. government generally

has total control of representation at the IMF, with only occasional direct Congressional

oversight, such as when seeking to increase the U.S. contribution to the IMF (for ex-
5The value of the SDR currency is determined by adding the values, in U.S. dollars, of a basket of five

major currencies: the U.S. dollar, Euro, Japanese yen, pound sterling, and the Chinese renminbi.
6See here www.imf.org/external/np/sec/memdir/members.aspx for current information on quotas

and voting power.
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ample, in 2015). In these instances, IMF decision making requires approval from U.S.

Congress.7

U.S. control over IMF decision making places it in a position to direct IMF loans for

reasons other than the prevailing economic needs of the recipient countries. Indeed,

a growing number of studies now demonstrate that countries tend to get larger loans

more frequently (and with fewer conditions) if they are more economically (i.e. trade)

or politically connected to the U.S. (see Barro and Lee, 2005; Dreher and Jensen, 2007;

Dreher et al., 2009; Stone, 2004; Thacker, 1999)

In this study, we argue that the U.S. bank lobby can also influence IMF decisions via

its connection to the White House and Congress. In particular, international lending

by U.S. banks exposes them to losses in the event of sovereign default. These losses can

be substantial. For example, Huizinga and Sachs (1987) report that during the Latin

American debt crisis of the 1980s, total exposure of U.S. banks was almost 120% of cap-

ital. Exposure was also highly concentrated in the money centre banks – those with the

greatest political clout. The nine largest U.S. money-centre banks held Latin American

debt amounting to 176% of their capital. In monetary terms, if we consider just the top

four countries (Argentina, Brazil, Mexico and Venezuela), U.S. bank exposure was al-

most USD 64 billion, of this, 65% was concentrated in the top nine banks. Moreover,

sovereign loans (i.e. foreign public sector loans) accounted for two-thirds of the total

exposure to these four countries.8

Consequently, exposed banks have great incentives to lobby for government sup-

port. Unlike a domestic crisiswhere support can come in the formof a direct bailout, the

U.S. government has an alternative leaver to pull when dealingwith a foreign sovereign
7For most of our sample period, the countries with the greatest vote share, other than the U.S., are

Japan, Germany, France, and the United Kingdom (U.K.). These four countries collectively control about
another 20% of the votes. In 2015 the IMF, and the U.S. Congress, approved an increase in IMF funding
which also saw a significant increase in the voting power of China, India, Russia, and Brazil. All these
countries are now in the top 10 countries according to voting power. Of these, China has the greatest
vote share with 6.09% making it third overall after the U.S. and Japan.

8Data from the Federal Financial Institutions Examination Council (FFIEC) show that over our entire
sample period, about 30% of foreign exposures are to the public sector. The remaining is made up of
30% exposure to banks and 40% to other sectors.
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crisis: its influence over the allocation of IMF loans to defaulting sovereigns. By prop-

ping up countries struggling to make debt payments, the IMF and the U.S. government

can indirectly absorb U.S. bank losses – a de facto bailout.

IMF loans reduce losses to U.S. banks through loan conditionality, which typically

enforces the payment of external debt arrears from recipient governments. Evidence of

this comes from Kentikelenis et al. (2016), who examine the conditionality in IMF loan

agreements between 1985 and 2014 and show that 28% of all conditions identified relate

to the payment of external debt in arrears. Thus, IMF loans can be used to pay down

external debt directly. IMF loans can also benefit U.S. banks indirectly by propping

up the local private and banking sector of the recipient country. Indeed, Faccio et al.

(2006) show that upon receiving an IMF loan, recipient governments are significantly

more likely to bail out local firms in distress. This effect is strengthened by the fact that

state ownership of banks is prevalent in developing countries. Thus, IMF money can

also filter back to U.S. banks through both, the banking and private sectors.

Why not simply bail out banks directly? We argue that the benefits of de facto

bailouts are large. First, using the IMF obfuscates the bailout from the voting public

and thus reduces the political costs. Recent evidence from Bian et al. (2017) suggests

that politicians systematically avoid bailing out banks when the political costs of doing

so are high (e.g. in election years or if political competition is high). As Vaubel (1986,

1991, 1996) would put it: delegating the “dirty work” to international organisations

allows governments to avoid political backlash.

Second, there are domestic budgetary considerations. Recent history shows the

strain that bank bailouts can place on public finances, so to put it bluntly, when us-

ing IMF funds to indirectly bail out U.S. banks, other IMF member countries share in

the burden, reducing the impact on domestic resources. Indeed, recent work by Mäki-

nen et al. (2019) demonstrates that implicit bank guarantees by the state are risky and

depend crucially on the government’s budget position.
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Despite these benefits, there is a trade-off to using the IMF’s money: transaction

costs increase. Specifically, the U.S. has to leverage its influence in the IMF and convince

other members to agree. Thus, a de facto bailout may be a less effective tool when the

major IMF shareholders disagree or if bank failure is imminent.

3.3 Data

We gather data on U.S. banks foreign exposures from the Bank for International

Settlements (BIS) consolidated banking statistics. For a given country, the BIS provides

quarterly information on claims (e.g. loans, deposits, debt, and equity securities) held

by a banking industry in a foreign state. We use this information to estimate an annual

measure of U.S. banks foreign exposure to a sample of 47 developing countries between

1983 and 2016. U.S. bank exposure is measured as the natural logarithm of all claims

U.S. banks have to entities in a foreign country, as a percentage of their total exposure

worldwide.9

The main benefit of the BIS data is that it allows us to ask whether other major

IMF members’ bank exposures, e.g. Japan or Germany, also increase the likelihood a

defaulting sovereign receives an IMF loan. The Federal Financial Institutions Exami-

nation Council (FFIEC) also provides data on international exposures, however, this is

only for U.S. banks. We make use of this alternative data source in robustness tests.

For each country in our sample, we identify historical episodes of sovereign debt de-

faults over the sampling period from the Harvard Business School (HBS) Global Crisis

Data.10 We also collect other country-level macroeconomic data – such as GDP growth,

inflation, gross trade with the U.S. (measured as the sum of exports and imports and

scaled by U.S. GDP), and population – from theWorld Bank. Finally, we obtain data on

countries’ voting similarity with the U.S. at the United Nations (UN) from the Harvard
9These claims are estimated in an immediate counterparty basis, that is, allocated to the country of

residence of the contract obligor.
10See www.hbs.edu/behavioral-finance-and-financial-stability/data/Pages/global.aspx
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Dataverse, a democracy index (Polity) from the Center for Systemic Peace, and a list of

temporary members of the UN Security Council from the UN.

Panel A in Table 3.1 presents summary statistics for selected country-level character-

istics employed in this study. In our sample, there are 269 IMF loans made.11 Detailed

information on these loans – such as type, date of arrangement, and amount agreed —

is from the IMF’s Monitoring of Fund Arrangements (MONA) database. Finally, there

are 55 unique sovereign defaults corresponding to 393 country-year observationswhere

the sovereign is considered "in default" by theHBSGlobal Crisis Data. The average loan

amount is just under USD 3 billion. The exposure U.S. banks have to a given country

varies from zero to 14%with amean of 1%. Mean log(population), GDP growth and in-

flation are 16.78, 3.71%, and 68.25%. Inflation is high due the high inflationary periods

of the 1980s and 1990s, the median value is 4.1%.

At the bank level, we estimate foreign exposures to particular countries as a fraction

of bank capital. Data on individual U.S. bank holding companies (BHC) foreign ex-

posure is from the DealScan database, which provides detailed historical information

on global syndicated loan contracts. Additional bank characteristics are sourced from

the Consolidated Financial Statements (FR Y-9C) U.S. BHCs are required to file with

the Federal Reserve. Panel B in Table 3.1 shows summary statistics for bank-level vari-

ables observed around the dates IMF loans were granted to developing countries (see

Section 3.4.3 for further details). We can see that only 1% of banks are exposed to inter-

national lending – the money centre banks. Conditional on having foreign exposure,

the mean bank exposure amounts to 18% of the bank’s capital.

Finally, we collect historical information on U.S. Congress roll-call votes on IMF

funding increases from the Congressional Roll-Call Votes Database Voteview.12 For

each member of the U.S. Congress, these data includes whether they support IMF fi-
11Two main types of IMF lending programs are included in our sample, General Resources Account

(GRA) and Poverty Reduction Growth Trust (PRGT) arrangements.
12Broz (2011) provides a comprehensive list of roll-call votes on IMF financing in the U.S. congress

between 1944-2009.
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Table 3.1: Summary statistics
This table reports summary statistics. Panel A presents selected country characteris-
tics for an unbalanced panel of 47 countries recipients of IMF loans between 1983 and
2016. Panel B presents bank-level statistics around the time of IMF loan announcements.
Panel C presents statistics for members of Congress who took part in IMF funding in-
creases votes.

Obs. Average Standard
Deviation Min Median Max

(A) Country

IMF Loan 1,598 0.28 0.45 0.00 0.00 1.00
IMF Loan Amount 269 2,987.84 7,986.80 15.00 300.20 62,388.90
Log IMF Loan Amount 269 6.08 1.85 2.71 5.70 11.04
Sovereign Debt Default 1,529 0.26 0.44 0.00 0.00 1.00
US Banks Exposure 1,598 0.01 0.02 0.00 0.00 0.14
Log US Banks Exposure 1,598 -6.79 2.47 -16.39 -6.71 -1.98
GDP Growth 1,550 3.71 4.43 -36.70 4.10 33.74
Inflation 1,550 68.25 578.48 -27.05 7.28 13,611.63
Log Population 1,598 16.78 1.57 12.38 16.65 21.04
Net Capital Flows 1,598 2.62 4.56 -15.99 1.58 81.69
Trade 1,541 65.78 31.25 11.54 59.32 221.16
External Balance 1,541 -2.28 8.54 -40.29 -2.25 40.82
Economic Openness 1,551 0.54 0.35 0.00 0.61 1.00
Trade with US 1,528 0.11 0.12 0.00 0.07 0.96
Temporary Member 1,598 0.09 0.28 0.00 0.00 1.00
UN Voting Similarity 1,487 0.26 0.14 0.00 0.22 1.00
Polity 1,520 4.20 6.06 -9.00 7.00 10.00

(B) Bank Holding Company

Exposed 29,309 0.01 0.11 0.00 0.00 1.00
Exposure/Capita | Exposed=1 348 0.18 0.33 0.00 0.04 1.79
Log Assets 29,309 14.64 1.66 12.12 14.29 20.25
ROE 29,309 0.20 0.42 -2.56 0.29 0.67
Tier 1 Capital /RWA 27,088 0.13 0.07 0.05 0.12 1.88
Tier 1 Capital /Assets 27,088 0.09 0.04 0.04 0.09 0.86
Short-term Wholesale/Liabilities 29,309 0.17 0.12 0.00 0.15 0.55
RWA/Assets 27,088 0.72 0.12 0.40 0.72 1.62
Loans/Deposits 29,309 0.88 0.18 0.39 0.87 1.49

(C) Congress

Finance Contributions 1,222 0.18 0.10 0.00 0.16 0.68
Constituency Exposure 1,126 0.26 0.23 0.00 0.20 0.97
Exports per Capita 1,696 2.63 1.87 0.05 2.11 12.08
GDP per Capita 1,696 36.19 15.74 0.70 33.69 96.65
Ideology 1,696 0.02 0.40 -0.68 -0.02 0.88
Democrat 1,696 0.51 0.50 0.00 1.00 1.00
House 1,696 0.77 0.42 0.00 1.00 1.00
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nancing (i.e. a "yes" vote), their ideological position (i.e. NOMINATE score of Poole

and Rosenthal (1985)), and party affiliation. Moreover, we gather data on campaign

contributions from the finance industry, to individual members of Congress, from the

Center for Responsive Politics (OpenSecrets), and use the Survey of Deposits (SOD)

dataset – from the Federal Deposit Insurance Corporation (FDIC) – to estimate the

deposit market share of foreign-exposed U.S. banks in a member’s constituency. The

resulting dataset comprises seven IMF-financing votes (three in the House of Repre-

sentatives and four in the Senate) between 1983 and 2016. Panel C in Table 3.1 presents

summary statistics for selected congress-level variables. We have a total of 1,696 votes

cast by 1,293 unique members of Congress. The mean value for finance contributions

is 0.18, implying that the average politician receives 18% of her campaign contributions

from the finance industry, but this number varies from zero to 97%. The mean value of

constituency exposure is 0.26 which can be interpreted as the average deposit market

share, at the constituency level, of bankswith foreign exposure to developing countries.

3.4 Empirical Methodology and Results

Our analysis comprises of three components. First, we show that U.S. bank expo-

sure robustly predicts the likelihood that a defaulting sovereign receives an IMF loan.

Second, we examine whether congressional voting patterns for IMF funding increases

are responding to the public interest or special (banking) interests. Third, we conduct

an event study to examine how U.S. bank stock returns respond to IMF loan announce-

ments.
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3.4.1 Baseline Model

We estimate the impact of U.S bank exposure on a country’s likelihood of receiving

an IMF loan, using the following logistic regression:

g(IMF Loani,t) = α1US Banks Exposurei,t + α2Sovereign Defaulti,t

+ α3Sovereign Defaulti,t ×US Banks Exposurei,t

+ β′Xi,t + Ii + Tt

(3.1)

where IMF Loani,t is an indicator variable which takes the value of one if country i

received an IMF loan in year t, and zero otherwise. US Banks Exposurei,t is the natural

logarithm of the exposure U.S. banks have to country i as a percentage of their total

exposure worldwide in year t.13 Sovereign Defaulti,t is an indicator that equals one if

country i is in default in year t, and zero otherwise. Ii is a country fixed effect and Tt

is a time fixed effect which varies by year. Standard errors are clustered at the country

level. The vector of control variables,Xi,t, includes:

i GDP Growth, annual GDP growth;

ii Inflation, annual inflation;

iii Log(Population), the natural logarithm of the population;

iv UN Voting Similarity, an index measuring how similar a country’s UN general

assembly voting is with that of the U.S.;

v Trade with US, gross trade with the U.S. expressed as a fraction of U.S. GDP;

vi Polity, the polity scorewhich is a scalemeasuring the degree of autocracy-democracy;

vii Temporary, an indicator that equals one if a country is currently a temporarymem-

ber of the UN security council;
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Table 3.2: Baseline model
This table presents coefficient estimates for the logistic model in Equation 3.1 using an
unbalanced panel of 47 countries between 1983 and 2016. The dependent variable is a
dummy which takes 1 for countries that received an IMF loan, and 0 otherwise. The
variable US Banks Exposure is the natural logarithm of the exposure U.S. banks have
to a given country, as a percentage of their total exposure worldwide. Sovereign Debt
Default is a dummy variable which takes 1 if a country’s external debt is in default in
a given year, and 0 otherwise. Column (2) includes country-specific macroeconomic
characteristics as controls: GDP Growth, Inflation, and Log Population. Column (3)
controls for whether a country is a temporary member of the United Nations (UN)
Security Council. Column (4) accounts for a country’s voting similarity with the U.S.
voting history in theUN. Column (5) controls for the level of trade relationshipwith the
U.S., and Column (6) accounts for how democratic a country’s system of government
is. Regressions include country fixed effects to control for unobserved time-invariant
characteristics, and year fixed effects to account for aggregate time trends that are com-
mon to all countries in the sample. Standard errors are clustered at the country level to
allow for error correlation within each panel.

DEPENDENT VARIABLE: IMF Loan (1) (2) (3) (4) (5) (6)

US Banks Exposure 0.06 -0.02 -0.04 -0.06 -0.12 -0.10
(0.47) (-0.15) (-0.28) (-0.46) (-0.71) (-0.58)

Sovereign Debt Default 5.73*** 6.15*** 6.26*** 6.50*** 6.67*** 6.63***
(5.24) (4.94) (5.00) (5.31) (5.13) (5.10)

Sovereign Debt Default × US Banks Exposure 0.42*** 0.46** 0.47** 0.52*** 0.56*** 0.56***
(2.76) (2.51) (2.57) (2.78) (2.84) (2.79)

GDP Growth -0.07*** -0.07*** -0.07*** -0.08*** -0.08***
(-2.70) (-2.58) (-2.66) (-2.81) (-2.80)

Inflation -0.00** -0.00** -0.00** -0.00* -0.00*
(-2.55) (-2.50) (-2.55) (-1.84) (-1.73)

Log Population 1.60 1.54 0.37 -0.76 -0.51
(1.05) (1.00) (0.19) (-0.55) (-0.32)

Temporary Member 0.55** 0.48 0.66** 0.58**
(2.07) (1.60) (2.43) (2.16)

UN Voting Similarity 6.79** 5.66* 5.85**
(2.11) (1.95) (1.97)

Trade with US 8.16** 8.06**
(2.39) (2.41)

Polity -0.02
(-0.52)

Observations 1,495 1,461 1,461 1,366 1,326 1,302
Country Fixed Effects Yes Yes Yes Yes Yes Yes
Year Fixed Effects Yes Yes Yes Yes Yes Yes
Robust z-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Our variable of interest is the interaction term Sovereign Default×US Banks Exposure

and our claim, that the likelihood that a defaulting sovereign receives an IMF loan in-

creases with the exposure of U.S. banks to that country, implies that α3 > 0.

Baseline Estimation Results and Robustness

Table 3.2 presents our baseline results across six columns. Column (1) presents the

results of a simple regression without any control variables. Each subsequent column

adds additional control variables to the specification. Our most restrictive model is

Column (6), which includes all the control variables listed above. We find similar re-

sults across all specifications, the coefficient on the interaction term Sovereign Default×

US Banks Exposure is positive and significant as expected. The economic magnitude

is large. The point estimate from Column (6) is 0.56, which implies that, conditional

on sovereign default, a standard deviation increase in US Banks Exposure increases the

likelihood country i receives an IMF loan by almost four times.

Our control variables have the expected signs. Higher GDP Growth and Inflation

are negatively correlated with the likelihood of receiving an IMF loan. Being a tempo-

rary member on the security council increases the likelihood of receiving a loan, which

is consistent with Dreher et al. (2009). Finally, stronger economic and political align-

ment increases the likelihood of a loan (i.e. positive and significant coefficients on Trade

with US and UN Voting Similarity) which is consistent with papers like Barro and Lee

(2005) and Dreher and Jensen (2007). We now perform a series of robustness tests.

Loan size. We investigate whether, conditional on country i receiving a loan, the size

of the IMF loan is also increasing with U.S. banks exposure. Using our sample of 269

IMF loans, we regress the natural logarithm of loan size on US Banks Exposure, plus

the same vector of controls X and year fixed effects. The results are presented in Ta-

ble 3.3 across six columns with each column adding additional controls. In all cases,

13g(x) = log
(

Pr(x=1)
1−Pr(x=1)

)
is the logit function or logarithm of the odds.
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Table 3.3: IMF loan size
This table presents coefficient estimates for an OLS regression where the dependent
variable is the natural logarithm of the loan amount a country receives from the IMF.
The sample consists of 269 loans to 47 countries between 1983 and 2016. The variable
US Banks Exposure is the natural logarithm of the exposure U.S. banks have to a given
country, as a percentage of their total exposure worldwide. Sovereign Debt Default
is a dummy variable which takes 1 if a country’s external debt is in default in year t,
and 0 otherwise. Column (2) includes country-specific macroeconomic characteris-
tics as controls: GDP Growth, Inflation, and Log Population. Column (3) controls for
whether a country is a temporary member of the United Nations (UN) Security Coun-
cil. Column (4) accounts for a country’s voting similarity with the U.S. voting history
in the UN. Column (5) controls for the level of trade relationship with the U.S., and
Column (6) accounts for how democratic a country’s system of government is. Regres-
sions include year fixed effects to account for aggregate time trends that are common to
all countries in the sample. Standard errors are clustered at the country level to allow
for error correlation within each panel.

DEPENDENT VARIABLE: IMF Loan Size (1) (2) (3) (4) (5) (6)

US Banks Exposure 0.46*** 0.29*** 0.28*** 0.26*** 0.29*** 0.30***
(8.08) (6.31) (6.34) (6.09) (6.97) (7.04)

GDP Growth -0.07*** -0.07*** -0.06*** -0.07*** -0.07***
(-3.87) (-3.75) (-3.10) (-4.02) (-3.82)

Inflation -0.00 0.00 0.00 -0.00 -0.00
(-0.07) (0.09) (0.43) (-0.32) (-0.18)

Log Population 0.64*** 0.63*** 0.65*** 0.59*** 0.59***
(8.41) (8.23) (9.40) (7.94) (8.42)

Temporary Member 0.28 0.27 0.16 0.08
(1.29) (1.31) (0.79) (0.36)

UN Voting Similarity 2.64*** 1.90*** 1.90**
(4.21) (2.79) (2.69)

Trade with US -2.14*** -1.98***
(-3.61) (-3.25)

Polity -0.01
(-0.74)

Constant 9.07*** -2.59* -2.48* -3.82*** -2.00 -2.06
(22.09) (-1.79) (-1.72) (-3.01) (-1.51) (-1.67)

Observations 269 264 264 249 238 236
R-squared 0.610 0.762 0.764 0.772 0.794 0.801
Year Fixed Effects Yes Yes Yes Yes Yes Yes
Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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the coefficient estimate on US Banks Exposure is positive and significant. The point es-

timate from Column (6) is 0.3, which implies that a standard deviation increase in

US Banks Exposure leads to a 12% increase in loan size.

Other major IMF members. A natural question to ask is whether the foreign bank

exposures from the other major IMFmembers have a similar impact on the likelihood a

defaulting sovereign receives an IMF loan. For themajority of our sample, the four other

major IMFmembers are Japan, Germany, France, and the United Kingdom. The advan-

tage of using the BIS data is that we have the ability to calculate similar bank exposure

measures for these countries on an individual basis, as well as the group exposure.

We estimate models of the same nature as Equation 3.1 replacing US Banks Exposure

with the exposures for each of the four countries, and the collective exposure of all

four countries. The results are presented in Table 3.4. Column (1) presents regres-

sion coefficients for Japanese Banks, Column (2) for Germany, Column (3) for France,

and Column (4) for the UK. Finally, Column (5) presents estimates for the foreign ex-

posures of these four IMF members as a whole. We do not find much evidence that

other major countries’ bank exposures matter. The coefficient on the interaction term

between Sovereign Default and Banks Exposure is insignificant for all the countries except

Germany. For the German case, the magnitude of the effect is about one-third that of

U.S. banks. Importantly, the collective exposure is insignificant in explaining the likeli-

hood of getting an IMF loan.

FFIEC data and linear probability model. U.S. banks have an alternative data source

detailing foreign exposures available from the Federal Financial Institutions Examina-

tion Council (FFIEC). The FFIEC data come in disaggregated form, with total foreign

exposure broken down into public exposures, bank exposures, and other sector expo-

sures. We reestimate Equation 3.1 using these data and, to conserve space, we present

the results in Appendix Table B1. Columns (1) to (4) present the results for public,

bank, other sector, and total exposures, respectively. While the results are significant in
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Table 3.4: Other countries
This table presents coefficient estimates for the logistic model in Equation 3.1 applied
to the foreign bank exposures of other IMF members with high voting power. The
sample consists of an unbalanced panel of 47 countries between 1983 and 2016. Col-
umn (1) presents regression coefficients for Japanese Banks. Column (2) for Germany,
Column (3) for France, and Column (4) for the UK. In addition, Column (5) presents
estimates for the foreign exposures of these four IMF members as a whole. The depen-
dent variable is a dummy which takes 1 for countries that received an IMF loan, and
0 otherwise. The variable US Banks Exposure is the natural logarithm of the exposure
U.S. banks have to a given country, as a percentage of their total exposure worldwide.
Sovereign Debt Default is a dummy variable which takes 1 if a country’s external debt
is in default in a given year, and 0 otherwise. Regressions include all controls used in
Table 3.2 Column (6), country fixed effects, and year fixed effects. Standard errors are
clustered at the country level.

(1) (2) (3) (4) (5)
DEPENDENT VARIABLE: IMF Loan Japan Germany France UK Total

Sovereign Debt Default 5.20*** 5.31*** 4.75*** 3.32*** 4.62***
(4.36) (5.92) (4.42) (2.93) (4.26)

Japanese Banks Exposure -0.26*
(-1.77)

Sovereign Debt Default × Japanese Banks Exposure 0.17
(1.00)

German Banks Exposure -0.07
(-0.33)

Sovereign Debt Default × German Banks Exposure 0.21**
(2.17)

French Banks Exposure -0.26
(-1.62)

Sovereign Debt Default × French Banks Exposure 0.22
(1.29)

UK Banks Exposure -0.07
(-0.50)

Sovereign Debt Default × UK Banks Exposure 0.01
(0.08)

Total Banks Exposure -0.16
(-0.81)

Sovereign Debt Default × Total Banks Exposure 0.19
(1.22)

Observations 1,084 1,424 1,424 1,424 1,424
Controls Yes Yes Yes Yes Yes
Country Fixed Effects Yes Yes Yes Yes Yes
Year Fixed Effects Yes Yes Yes Yes Yes
Robust z-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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all cases, the magnitude of the effect is largest for public exposures as expected.

Next, since interaction terms can be problematic in non-linear models (see Ai and

Norton, 2003) we replicate Table 3.2 using a linear probability model.14 The results for

this specification, in Appendix Table B2, are qualitatively the same as ourmain findings

above.

Identification

There may be concerns that our results are contaminated by endogeneity. In par-

ticular, it may be the case that U.S. banks are able to predict which countries are more

likely to receive IMF loans, and so increase their exposures to those countries knowing

that there is a safety net in the event of default (i.e. reverse causality). We address this

concern in two ways. First, we build a model for predicting which countries are more

likely to receive IMF loans, and show that U.S. banks exposures are not positively cor-

related with the predictions from this model. Second, we use an instrumental variables

approach to identify causal effects.

A predictive model of IMF loan allocation. Since the concern is that U.S. banks can

predict where IMF loans are going and increase their exposures, we build a predictive

model using observable information available to banks. Specifically, we estimate the

following logit model:

g(IMF Loani,t) = α1Sovereign Defaulti,t + β′Xi,t + Ii + Tt (3.2)

Where all the variables are the same as before. We then take the predicted values

from this regression, IMF Loan
∧

, and relate them to US Banks Exposure in the following
14Here, the function g(.) in Equation 3.1 takes the form g(x) = x.
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Table 3.5: Predictive model
This table presents coefficient estimates for the endogeneity test described in Sec-
tion 3.4.1 using an unbalanced panel of 47 countries between 1983 and 2016. Col-
umn (1) shows estimates for a logistic regression in which the dependent variable is
a dummy which takes 1 for countries that received an IMF loan, and 0 otherwise. Co-
variates in this model include Sovereign Debt Default which is a dummy variable that
takes 1 if a country’s external debt is in default, and 0 otherwise, and controls used in
Table 3.2 Column (6). Column (2) presents estimates from an OLS regression in which
the dependent variable is US Banks Exposure. This variable is estimated as the natural
logarithm of the exposure U.S. banks have to a given country, as a percentage of their
total exposure worldwide. The independent variable of interest is IMF Loan

∧
, which is

the predicted probability of receiving an IMF loan estimated from Column (1). Re-
gressions include controls used in Table 3.2 Column (6), country fixed effects, and year
fixed effects. Standard errors are clustered at the country level.

(1) (2)
DEPENDENT VARIABLE: IMF loan US Banks Exposure

Sovereign Debt Default 2.26***
(9.09)

IMF Loan
∧

-2.85***
(-5.21)

GDP Growth -0.06*** -0.00
(-2.58) (-0.15)

Inflation 0.00 -0.00
(0.50) (-1.45)

Log Population -0.65 -3.24***
(-0.47) (-9.03)

Temporary Member -0.15 0.15*
(-0.50) (1.85)

UN Voting Similarity 5.20** 0.02
(2.53) (0.04)

Trade with US 5.25*** 1.31***
(3.23) (2.89)

Polity -0.01 0.04***
(-0.28) (4.23)

Constant 47.92***
(7.93)

Observations 1,302 1,281
R-squared 0.883
Country Fixed Effects Yes Yes
Year Fixed Effects Yes Yes
Robust z-statistics (Column 1) and t-statistics (Column 2) in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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linear regression:

US Banks Exposurei,t = γ1Sovereign Defaulti,t + γ2IMF Loani,t
∧

+ β′Xi,t + Ii + Tt + εi,t

(3.3)

If U.S. banks indeed increase exposures to countries they consider more likely to

receive IMF loans, then we should find γ2, in Equation 3.3, to be positive and signifi-

cant. We estimate Equation 3.2 and Equation 3.3, and present results in Table 3.5. We

can see from Column (2) that the coefficient on IMF Loan
∧

is actually negative, which is

inconsistent with the notion that banks increase exposures to countries that are more

likely to receive IMF loans.

Instrumental variables. We employ an instrumental variables approach to identify

causal effects. Since ourmainmodel has two endogenous variables (i.e.US Banks Exposure

and Sovereign Default × US Banks Exposure) we employ two instruments. Our first in-

strument is the physical distance between the U.S. and each country in our sample.

Due to increased informational and transactional frictions, physical distance has been

shown to have a negative impact on cross-border banking and equity flows (see Aviat

and Coeurdacier, 2007; Buch, 2005; Buch and Lipponer, 2007; Portes and Rey, 2005).

As such, we expect it to be negatively related to U.S bank exposure, but, at the same

time, physical distance is clearly exogenous. For each country i, our second instrument

is the average U.S. bank exposure of all the countries that border it. In this instance, re-

gional trends imply thatU.S. banks exposures are likely correlated amongneighbouring

countries, but it is unlikely that the average exposures of the neighbouring countries to

country i are directly related to the likelihood that country i receives a loan. We obtain

estimates for the geodesic distance between the U.S. and each developing country from

the CEPII institute, and information on country borders from www.geodatasource.com.

We present the first-stage results for each of the endogenous variables in Table 3.6,

Columns (1) and (2). The dependent variable in Column (1) isUS Banks Exposure and
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the dependent variable in Column (2) is Sovereign Default × US Banks Exposure. We

see that the two instruments have the expected signs and are significant. The instru-

ments have a sizeable impact on US Banks Exposure: a standard deviation increase in

Neighbouring Exposure (GeodesicDistance) leads to a 7.6% (6.8%) increase (decrease)

in US Banks Exposure relative to the sample mean. We compare the cluster-robust F -

statistics from the first-stage to the rule of thumb level in testing weak instruments (i.e.

F ≥ 10).15 The F statistics are well above 10, which reduces the concern that weak

instruments may contaminate our inference.

Importantly, we can see from the second-stage regression that the instrumented vari-

able Sovereign Default×US Banks Exposure
∧

remains positive and significant. The point

estimate is smaller than the main result and implies that a standard deviation increase

inUS Banks Exposure results in a 68% increase in the likelihood that a developing coun-

try receives an IMF loan.

The Relative Cost of Direct Bailouts

As argued in Section 3.2, the benefits of de facto bailouts relate to (1) reducing the

political costs associated with direct bailouts, for example, Bian et al. (2017) show that

bailouts are much less likely to occur in an election year; and (2) reducing the strain on

domestic resources, for example, Mäkinen et al. (2019) demonstrate that direct govern-

ment bailouts are risky and depend crucially on the state of the government’s finances.

In other words, direct bailouts are less likely when the state is more indebted.

To test these ideas, we estimate Equation 3.1 on the following subsamples: Fed-

eral election years vs non-election years; and Budget Deficit > 0.05 vs Budget Deficit <

0.05.16 The expectation is that IMF loans are more likely in election years when govern-

ments are trying to avoid bad press associated with a direct bailout. Likewise, de facto
15Note that the system is exactly identified. In this case, we report the Kleibergen-Paap F-statistic,

which is equivalent to Montiel Olea-Pflueger effective first-stage F statistic. See Kleibergen and Paap
(2006) and Olea and Pflueger (2013) for a detailed discussion.

16Federal elections include both Presidential as well as mid-term elections. We find qualitatively sim-
ilar results using just Presidential elections.
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Table 3.6: Instrumental variable
This table presents coefficient estimates for the instrumental variable model described
in Section 3.4.1 using an unbalanced panel of 47 countries between 1983 and 2016. Col-
umn (1) and Column (2) present estimates for First-Stage regressions where the en-
dogenous variables are US Banks Exposure and Sovereign Debt Default × US Banks
Exposure, respectively. The instruments areNeighbouring Exposure andGeodesic Dis-
tance. Neighbouring Exposure is calculated as the natural logarithm of the average ex-
posure U.S. banks have (as a percentage of their total exposure) to the neighbouring
states of a given country. Geodesic Distance measures the physical distance (in thou-
sands of kilometres) from theU.S. Column (3) shows coefficient estimates for a Second-
Stage regression where the dependent variable is a dummy which takes 1 for countries
that received an IMF loan, and 0 otherwise. All regressions include controls used in
Table 3.2 Column (6). Regressions include year fixed effects, and standard errors are
clustered at the country level.

(1) (2) (3)
First-Stage 1 First-Stage 2 Second-Stage

DEPENDENT VARIABLE: US Banks Sovereign Debt Default × IMF Loan
Exposure US Banks Exposure

Sovereign Debt Default -0.57*** -6.71*** 1.88***
(-4.62) (-63.90) (3.11)

Neighbouring Exposure 0.23*** 0.09***
(9.15) (4.19)

Geodesic Distance -0.13*** -0.12***
(-7.51) (-7.89)

US Banks Exposure
∧

-0.06
(-1.05)

Sovereign Default×US Banks Exposure
∧

0.21**
(2.17)

Observations 1,048 1,048 1,048
R-squared 0.576 0.850 0.220
F-statistic 80.59 45.10
Controls Yes Yes Yes
Year Fixed Effects Yes Yes Yes
Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1

bailouts will be more likely when government finances are in a bad position.

The results are presented in Table 3.7 across four columns. Columns (1) and (2)

are subsamples split by non-election and election years, respectively. We can see that

the coefficient on Sovereign Default × US Banks Exposure is positive in both subsamples

and the magnitude effect is 31% larger in the election-years subsample, as expected.

However, the between sample differences are not statistically different from each other.

Columns (3) and (4) split the sample by below and above the 75th percentile for
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Table 3.7: Bailout cost
This table presents coefficient estimates for the logistic model in Equation 3.1 applied
to subsamples based on proxies for political costs and fiscal costs. The sample consists
of an unbalanced panel of 47 countries between 1983 and 2016. The variable US Banks
Exposure is the natural logarithm of the exposure U.S. banks have to a given country,
as a percentage of their total exposure worldwide. Sovereign Debt Default is a dummy
variable which takes 1 if a country’s external debt is in default in a given year, and 0
otherwise. Columns (1) and (2) present coefficients for non-election and U.S. Federal
election years, respectively. Columns (3) and (4) show estimates for years in which
the U.S. Budget Deficit (scaled by GDP) was below and above the 75th percentile (i.e.
below or above 5% of GDP), respectively. Regressions include controls used in Table 3.2
Column (6), country fixed effects, and year fixed effects. Standard errors are clustered
at the country level.

(1) (2) (3) (4)
Elections=0 Elections=1 Deficit<0.05 Deficit>0.05

DEPENDENT VARIABLE: IMF Loan

US Banks Exposure -0.08 -0.11 0.01 -0.47*
(-0.45) (-0.50) (0.03) (-1.87)

Sovereign Debt Default 6.03*** 7.59*** 6.10*** 10.01***
(5.13) (4.67) (5.39) (3.93)

Sovereign Debt Default × US Banks Exposure 0.51*** 0.67*** 0.49*** 0.90***
(3.00) (2.95) (2.97) (2.94)

Observations 618 572 829 308
Controls Yes Yes Yes Yes
Country Fixed Effects Yes Yes Yes Yes
Year Fixed Effects Yes Yes Yes Yes

Between-Sample Differences

Sovereign Debt Default × US Banks Exposure 0.16 0.41**
Robust z-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1

U.S. government budget deficit (i.e. below and above a deficit of 5% of GDP). In this

instance, we see a stark difference in the size of the effect across the two subsamples: de

facto bailouts are much more likely when the U.S. government is in a poorer financial

position. Precisely, the coefficient estimates on Sovereign Default × US Banks Exposure

imply that a standard deviation increase in US Banks Exposure increases the likelihood

a defaulting sovereign receives an IMF loan by 3.4 times when the U.S. budget deficit

is below 5% of GDP, compared to 9.2 times when the deficit is above 5% of GDP. The

results in this section thus provide some evidence on how the likelihood of a de facto

bailout varies with the relative costs of direct versus de facto bailouts.
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3.4.2 Public or Private Interest? Congressional Voting on IMF Fund-

ing Increases

Proponents of direct bank bailouts argue that bailouts ameliorate the significant

negative externalities associated with bank failure – the public interest view of gov-

ernment. In the other camp, the belief is that politicians may follow their own interests

when bailing out banks (i.e. special interest pressure) in order to increase their proba-

bility of re-election – a private interest view of government.

Our argument is that de facto bailouts occur because U.S. politicians are respond-

ing to special interest pressure from the banking lobby, especially those banks exposed

to losses from overseas lending. However, it is certainly plausible that politicians are

responding in the public interest if losses from overseas lending have negative reper-

cussions for their local constituencies, for example, from a contraction in local lending

and real activity.

In this section, we ask the question: Are the patterns we observe above more in line

with a public interest or private interest view of government? To do this, we examine

roll-call voting data relating to funding increases for the IMF. Funding increases raise

the resources available to the IMF to provide assistance to defaulting sovereigns. Hence,

politicianswho vote in favour of increases are also in favour of de facto bailouts. To tease

out whether public or private interest is the motivation for voting yes, we construct a

proxy to capture each of these concepts.

To capture the private interest view, we create the variable Finance Contributionsi,t

which is calculated as the total campaign contributions from the finance industry re-

ceived by member of Congress i, as a percentage of their total contributions, up to roll-

call vote t. We are able to construct this variable for the full sample period covering

seven IMF-financing roll-call votes between 1983 and 2016.17 Our proxy for the public

interest view is more involved to calculate since we need constituency-level measures
17The IMF roll-call votes occurred in 1983, 1991, 1998, 2009, and 2015.
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to account for their exposure to foreign lending losses. We proceed as follows.

First, we follow the prior literature and use the DealScan database to calculate bank-

level exposures to each country that has experienced a sovereign default during our

sample period (see Giannetti and Laeven, 2012a,b; James, 1989). The exposure of bank

b to country c is simply the ratio of the value of lending to country c to bank capital (i.e.

equity). DealScan is a database of syndicated loans to large corporations around the

world. Thus, it does not contain non-syndicated lending nor does it contain lending to

sovereigns. To ensure that exposure to syndicated corporate loans is a good proxy for

bank foreign exposures, in general, we present a scatter plot relating total foreign bank

exposures to particular countries – using official data from the FFIEC – to aggregated

exposures to those countries obtained from the DealScan database. Figure 3.1 plots the

results across two panels. The top panel is the scatter plot of FFIEC total exposures of

U.S. banks on DealScan exposures, whereas the bottom panel plots FFIEC public expo-

sures against DealScan exposures. In each case, we can see that there is a strong positive

relation between the FFIEC and DealScan exposures (i.e. 0.77 for total exposures and

0.62 for public exposures).

Second, we obtain summary of deposits (SOD) data from the FDIC (available from

1994) to determine the deposit share for each bank in each constituency. We then create

the variableConstituency Exposurei,t, whichmeasures how exposed each constituency is

to U.S. banks exposed to foreign countries that experienced a sovereign default during

the sample period. For member of Congress i’s constituency, this is calculated as the

weighted sum of each bank’s foreign exposure, where weights are their corresponding

deposit market shares.18 Because of the SOD data limitations, we are able to calculate

this variable for five roll-call votes between 1994 and 2016.

We examine the determinants for voting in favour of IMF funding increases in the
18For Senators we consider the State they represent as their constituency.
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Figure 3.1: Commercial vs public sector foreign exposures
This figure shows the linear relationship between the aggregate foreign exposure of
U.S. banks estimated using commercial loan market data from DealScan, and total U.S.
banks exposures reported by the Federal Financial Institutions Examination Council
(FFIEC) (top panel), and foreign exposures to the public sector (bottom panel). The
sample period spans 1983 to 2016.

following logit model:

g(IMF Votei,t) = β1Finance Contributionsi,t + β2Constituency Exposurei,t

+ β3Ideologyi,t + β4Democrati,t + β5Housei,t + Tt

(3.4)

where IMF Votei,t corresponds to an indicator that equals one if member of Congress

i votes to support an IMF funding increase in roll-call vote t, and zero otherwise. Our

control variables include Ideologyi,t, which is estimated based on historical voting pat-

terns available at www.voteview.com, and serves as a proxy for member of Congress

i’s political ideology; Democrati,t is an indicator that takes one if the member is from

the Democratic party; Housei,t an indicator that equals one if the vote took place in the

House of Representatives; and Tt is a roll-call number fixed effect.
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Table 3.8: Congressional voting
This table presents coefficient estimates for a logistic regression on a sample of U.S.
Congress roll-call votes on IMF funding increases. The dependent variable is a dummy
which takes 1 for votes that support IMF financing, and 0 otherwise. Column (1) shows
coefficients for a sample of seven IMF-financing roll-call votes between 1983 and 2016,
while Column (2) presents estimates for a sample of five roll-call votes between 1998
and 2016. The variable Finance Contributions is the campaign contributions from the
finance industry received by each member of Congress, as a percentage of their total
contributions received. In Column (2), we control for the variable Constituency Expo-
sure. For a given constituency, this variable measures the total deposit market share of
U.S. banks exposed to countries that experienced a sovereign debt crisis. In addition,
themodel in Column (3) controls for both Finance Contributions and Constituency Ex-
posure. For each member of Congress, additional controls include an ideology index,
a dummy variable which takes 1 for Democrats and 0 for Republicans, and a dummy
which equals 1 for members of the House of Representatives and 0 for the Senate. Re-
gressions include rollnumber fixed effects and robust standard errors.

(1) (2) (3)
DEPENDENT VARIABLE: IMF Vote

Finance Contributions 2.79*** 2.66***
(3.53) (2.95)

Constituency Exposure 0.44 0.35
(1.00) (0.77)

Ideology -4.63*** -4.13*** -3.91***
(-8.52) (-7.31) (-6.52)

Democrat -0.96** -0.52 -0.19
(-2.30) (-1.18) (-0.39)

House -0.77* -1.04*** -1.08***
(-1.71) (-3.78) (-2.97)

Constant 0.52 0.92*** 0.36
(1.05) (2.80) (0.82)

Observations 1,222 1,126 1,036
Rollnumber Fixed Effects Yes Yes Yes
Robust z-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Our results are presented in Table 3.8. Column (1) includes only Finance Contributions

along with controls. We can see that Finance Contributions has a strong positive relation

with IMF Vote. Specifically, a standard deviation increase in Finance Contributions raises

the likelihood of voting in favour of an IMF funding increase by over 32%. Next, in

Column (2) we replace Finance Contributionswith Constituency Exposure and reestimate

the model. Interestingly, we find no significant relation between Constituency Exposure

and IMF Vote.

Finally, inColumn (3)we include bothFinance Contributions andConstituency Exposure
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and once again find that only Finance Contributions is positive and significant. Conse-

quently, the results here point toward a private interest view of government: de facto

bailouts of U.S. banks appear to be driven by special interests considerations.

3.4.3 U.S. Bank Stock Returns Around IMF Loan Announcements

Since IMF loans are official monies to governments, one may wonder whether any

of this money actually reaches U.S. banks. While it is impossible to track where this

money goes, we make two observations in this section. First, IMF loan conditionality

typically enforces the payment of external debt arrears from recipient governments.

For example, Kentikelenis et al. (2016) examine the conditionality in IMF loan agree-

ments between 1985 and 2014, and count a total 55,465 individual conditions. Of these,

the most frequently cited condition is related to debt management and the payment of

external debt in arrears with a count of 15,407, or 28% of all conditions identified.

Second, we take an indirect approach to confirm that U.S. banks benefit significantly

from IMF loans by examining the impact of IMF loan announcements on U.S bank

shareholder wealth. To do so, we employ a standard event study approach. First, we

calculate the cumulative abnormal returns (CAR) for all U.S. bank holding companies

(BHC) for the 20 days around (10 days prior to and 10 days after) the announcement

of an IMF loan. Our model for expected returns is the Fama and French three-factor

model.19 We use a longer event window because of the public nature of sovereign de-

faults and IMF loan allocation. Second, using our bank level exposures estimated via

DealScan data (see Section 3.4.2), we classify banks as being exposed or unexposed to a

given country at the time the IMF loan is announced. Third, we calculate and compare

the average CAR for exposed versus unexposed banks.

The top panel in Table 3.9 presents the univariate results from this comparison. We

can see that exposed banks experience an average CAR of 3.4% around the announce-
19We find similar results when using a market model instead.
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Table 3.9: Univariate event study
This table shows average cumulative abnormal returns (CAR) for US bank holding
companies (BHC) around the dates an IMF loan was granted. The sample consists
of 269 IMF loans to 47 countries between 1983 and 2016. Exposed refers to the those
BHC which, on the event date, were exposed to the recipient country. In Panel A, the
sample includes all BHC for which price data is available, whereas Panel B considers a
subsample of internationally active BHC (i.e. banks with any foreign exposures).

(1) (2)
CAR Obs

(A) All BHC

Exposed 0.034** 54
(2.30)

Unexposed 0.001* 35,777
(1.88)

(B) Internationally Active BHC

Exposed 0.034** 54
(2.30)

Unexposed -0.005** 1,764
(-2.06)

Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1

ment of an IMF loan. In contrast, the market response is fairly neutral for unexposed

banks, which only experience a 0.1%CAR. Since foreign lending is heavily concentrated

in the money-centre banks, most other U.S. banks never report having international ex-

posures. As a result, comparing exposed banks to all other unexposed banks could be

misleading. Therefore, in the bottom panel of Table 3.9 we only keep internationally

active banks in our sample, that is, banks that at some point in our sample have made

a foreign loan. In this instance, the CAR for unexposed banks is marginally negative.

Figure 3.2 summarises these results nicely. It plots the CAR for exposed banks over

the 20 day window and shows a clear increase around IMF loan announcements. We

observe here how the public nature of IMF bailouts leads to a drift up in CARs in the

pre-event period, followed by another jump in CARs post-event.

Since the univariate results are subject to omitted variable bias, we conduct a mul-
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Figure 3.2: Wealth effects around IMF loan announcements
This figure shows the average cumulative abnormal returns (CAR) of U.S. banks that
were exposed to a country experiencing a sovereign debt crisis, around the date in
which the International Monetary Fund (IMF) granted a loan to the sovereign.

tivariate analysis of bank CARs in the following cross-sectional regression:

CARb,c,t = α1Exposedb,c,t + α2Sovereign Defaultc,t

+ α3Sovereign Defaultc,t × Exposedb,c,t

+ β′Xb,t +Bb + εb,t

(3.5)

where CARb,c,t is the cumulative abnormal return for bank b around the announce-

ment of a loan to country c at time t; Exposedb,c,t is an indicator that equals one if bank b is

exposed to country c at time t; Sovereign Defaultc,t is an indicator that takes one if coun-

try c defaulted a time t; Xb,t is a vector of bank-level controls which include bank size

(i.e. natural log of assets), return-on-equity, tier 1 capital to assets ratio, tier 1 capital

to risk weighted assets (RWAs), the ratio of short-term wholesale funding to liabilities,

the ratio of RWA to assets, and the ratio of loans to deposits; finally, Bb is a bank fixed

effect.
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Table 3.10: Multivariate event study
This table presents coefficient estimates for an OLS regression model in which the de-
pendent variable is the cumulative abnormal returns (CAR) for US bank holding com-
panies (BHC) on the dates an IMF loan was granted. The sample consists of 269 IMF
loans to 47 countries between 1983 and 2016. Exposed is a dummy which takes 1 for
those BHC which, on the event date, had commercial exposures to the recipient coun-
try. Sovereign Debt Default is a dummy variable which takes 1 if the recipient country’s
external debt is in default, and 0 otherwise. In Column (1) the sample includes all BHC
for which price data is available, whereas Column (2) considers a subsample of inter-
nationally active BHC (i.e. banks with foreign exposures). Controls include bank size
(i.e. natural log of assets), return on equity, tier 1 capital to assets ratio, tier 1 capital
to risk weighted assets (RWAs), the ratio of short-term wholesale funding to liabilities,
the ratio of RWA to assets, and the ratio of loans to deposits. Regressions include bank
fixed-effects and standard errors are clustered at the bank level.

(1) (2)
All Banks Internationally

Active Banks
DEPENDENT VARIABLE: CAR

Exposed 0.02*** 0.01**
(2.88) (2.14)

Sovereign Debt Default 0.01*** -0.01*
(4.04) (-1.84)

Sovereign Debt Default × Exposed 0.03*** 0.05***
(2.75) (3.29)

Log Assets 0.00 0.01
(1.18) (1.50)

ROE 0.00 0.07*
(0.60) (1.85)

Tier 1 Capital /RWA -0.05 0.06
(-0.72) (0.15)

Tier 1 Capital /Assets -0.10 -0.09
(-0.76) (-0.14)

Short-term Wholesale/Liabilities -0.05** 0.01
(-2.35) (0.38)

RWA/Assets -0.03 -0.04
(-1.34) (-0.51)

Loans/Deposits 0.00 -0.00
(1.26) (-0.03)

Constant 0.00 -0.18*
(0.15) (-1.89)

Observations 27,087 1,315
R-squared 0.035 0.032
Bank Fixed Effects Yes Yes
Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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The results are presented in Table 3.10 across two columns. Column (1) includes all

BHCs in our sample, whereas Column (2) restricts the sample to internationally-active

banks only. Let us focus on Column (2). We observe that, compared to unexposed

banks, exposed banks experience a small (1%) increase in CAR around the announce-

ment of an IMF loan (i.e. positive and significant coefficient on Exposed). However, the

largest gains are to exposed bankswhen an IMF loan announcement also coincideswith

a sovereign default. That is, the coefficient on Sovereign Default×Exposed is positive and

significant, and the point estimate suggests that banks exposed to sovereign default ex-

perience a 5% CAR when an IMF loan is announced. On the other hand, unexposed

banks actually experience a slight decline in CAR when the IMF loan announcement

relates to a defaulting sovereign. This is perhaps because a defaulting sovereign is the

most extreme case of balance-of-payments problems that might require an IMF loan,

but at the same time unexposed banks do not stand to benefit from the IMF loan.

In sum, this section demonstrates that IMF loans, although directed to governments,

ultimately reachU.S. banks. Moreover, themarket appears quite adept at differentiating

between the foreign exposures of different banks as well as the severity of the balance-

of-payments problems that the loan-recipient countries are facing.

3.5 Conclusion

We argue that the U.S. government uses its voting power and political influence

to direct IMF loans to defaulting sovereigns where U.S. banks have large exposures

to losses from default. By using IMF loans to prop up countries struggling to make

debt payments, the U.S. government can indirectly absorb U.S. bank losses – a de facto

bailout. We argue that de facto bailouts reduce the political costs associated with direct

bank bailouts (e.g. voter backlash) as well as the burden on domestic resources.

In linewith these claims, our analysis reveals that the likelihood adefaulting sovereign

receives an IMF loan increases significantly with U.S. bank exposure to that country.
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This effect strengthens in federal election years and in years when the government’s

fiscal position is weak, that is, when the political and fiscal costs of direct bailouts are

the greatest. In addition, we show that campaign contributions from the finance indus-

try – but not the exposure of a politician’s constituency to foreign lending losses – is an

important determinant of members of Congress’s support for IMF funding increases,

and thus de facto bailouts. We interpret this as evidence of special interest pressure

from the U.S. banking lobby. Finally, we show de facto bailouts ultimately benefit indi-

vidual banks by documenting positive wealth effects accruing to U.S. banks exposed to

a defaulting sovereign around the time an IMF loan is granted.

Overall, we identify an alternative mechanism through which the U.S. government

can backstop the losses of large bankswhile, at the same time, reducing both the amount

of domestic resources used and the degree of discontent among voters.
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Appendices

A Chapter 1 - Appendix
The test statistic proposed by Kolari and Pynnönen (2010) has the following form:

tARg =
SARg

√
Ng

SDg

√
1 + (Ng − 1)ρ̄g

(6)

SARg is the average scaled abnormal return (SAR) for banks in group g on the event

day. For each bank, scaled abnormal returns are calculated as SARi,t =
ARi,t

SDi
where SDi

is bank’s i sample standard deviation of abnormal returns over the estimation window.

Ng corresponds to the number of banks in group g, and ρ̄g is the average of the sample

cross-correlations of scaled abnormal returns for banks in group g over the estimation

window. That is:20

ρ̄g =
1

Ng(Ng − 1)/2

N∑
i=2

i−1∑
j=1

1{i:i∈g}1{j:j∈g}
1

T1 − T0

∑
t∈[T0,T1]

SARi,tSARj,t (7)

Finally, SDg corresponds to the adjusted cross-sectional sample standard deviation

of scaled abnormal returns for banks in group g:

SD2
g =

1
Ng−1

∑N
i=1 1{i:i∈g}

(
SARi − SARg

)2

1− ρ̄g
(8)

20
1{i:i∈g} is an the indicator function taking 1 for observations that are part of group g and zero other-

wise.
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For testing CARs, a robust test statistic is obtained by replacing the mean scaled

abnormal return SARg with the mean scaled cumulative abnormal return (SCAR),

and the standard deviation SDg with the cross-sectional standard deviation of SCAR.

Kolari and Pynnönen (2010) show their proposed test statistic outperforms other pop-

ular (parametric and non-parametric) tests, especially for longer CAR windows. For

large estimation windows, this test statistic is approximately standard normal under

the assumption of serially-independent jointly-normal abnormal returns, and an aver-

age (residual) cross-correlation ρ̄ that goes to zero as the number of firms increases.
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B Chapter 3 - Appendix

Table B1: Other data source
This table presents coefficient estimates for the logistic model in Equation 3.1 using
data from the Federal Financial Institutions Examination Council (FFIEC). The sam-
ple consists of an unbalanced panel of 47 countries between 1983 and 2016. Column
(1) considers banks exposure to the Public Sector, Column (2) exposures to the Bank-
ing Sector, Column (3) exposures to Other Sectors, and Column (4) considers the total
(FFIEC) exposure. For each type, exposures are measured as the natural logarithm of
the exposure to a given country’s sector as a percentage of their total exposure world-
wide. The dependent variable is a dummy which takes 1 for countries that received an
IMF loan, and 0 otherwise. Sovereign Debt Default is a dummy which takes 1 when a
country’s external debt is in default, and 0 otherwise. Regressions include all controls
used in Table 3.2 Column (6), country fixed effects, and year fixed effects. Standard
errors are clustered at the country level.

(1) (2) (3) (4)
DEPENDENT VARIABLE: IMF Loan Public Banks Other Total FFIEC

Sovereign Debt Default 7.14*** 6.06*** 6.22*** 6.74***
(5.06) (4.44) (4.65) (5.22)

Public Sector -0.08
(-0.70)

Sovereign Debt Default × Public Sector 0.52***
(2.82)

Banking Sector -0.04
(-0.28)

Sovereign Debt Default × Banking Sector 0.37**
(2.37)

Other Sector -0.10
(-0.75)

Sovereign Debt Default× Other Sector 0.37**
(2.16)

FFIEC Bank Exposure -0.04
(-0.29)

Sovereign Debt Default × FFIEC Bank Exposure 0.54***
(2.96)

Observations 1,104 1,178 1,178 1,207
Controls Yes Yes Yes Yes
Country Fixed Effects Yes Yes Yes Yes
Year Fixed Effects Yes Yes Yes Yes
Robust z-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table B2: Linear model
This table presents coefficient estimates for an OLS regression where the dependent
variable is a dummy which takes 1 for countries that received an IMF loan, and 0
otherwise. The sample consists of an unbalanced panel of 47 countries between 1983
and 2016. The variable U.S. Banks Exposure is the natural logarithm of the exposure
U.S. banks have to a given country, as a percentage of their total exposure worldwide.
Sovereign Debt Default is a dummy variable which takes 1 if a country’s external debt
is in default in a given year, and 0 otherwise. Column (2) includes country-specific
macroeconomic characteristics as controls: GDP Growth, Inflation, and Log Popula-
tion. Column (3) controls for whether a country is a temporary member of the United
Nations (UN) Security Council. Column (4) accounts for a country’s voting similar-
ity with the U.S. voting history in the UN. Column (5) controls for the level of trade
relationship with the U.S., and Column (6) accounts for how democratic a country’s
system of government is. Regressions include country fixed effects to control for un-
observed time-invariant characteristics, and year fixed effects to account for aggregate
time trends that are common to all countries in the sample. Standard errors are clus-
tered at the country level to allow for error correlation within each panel.

DEPENDENT VARIABLE: IMF Loan (1) (2) (3) (4) (5) (6)

US Banks Exposure 0.00 -0.01 -0.01 -0.01 -0.02 -0.02
(0.03) (-0.47) (-0.55) (-0.73) (-1.16) (-1.02)

Sovereign Debt Default 0.96*** 0.96*** 0.97*** 0.98*** 1.00*** 1.00***
(6.50) (6.48) (6.50) (6.60) (6.64) (6.68)

Sovereign Debt Default × US Banks Exposure 0.07*** 0.06** 0.06*** 0.07*** 0.08*** 0.07***
(2.94) (2.68) (2.71) (2.87) (3.14) (3.11)

GDP Growth -0.01** -0.01** -0.01** -0.01** -0.01**
(-2.56) (-2.46) (-2.34) (-2.69) (-2.57)

Inflation -0.00*** -0.00*** -0.00*** -0.00** -0.00**
(-2.85) (-2.80) (-2.90) (-2.53) (-2.25)

Log Population 0.25 0.24 0.12 0.06 0.12
(1.32) (1.28) (0.56) (0.31) (0.59)

Temporary Member 0.07* 0.06 0.07** 0.07**
(2.01) (1.60) (2.39) (2.25)

UN Voting Similarity 0.61** 0.51* 0.54**
(2.04) (1.97) (2.04)

Trade with US 0.78* 0.79*
(1.94) (2.00)

Polity -0.01
(-1.19)

Constant 0.17 -3.91 -3.80 -2.09 -1.09 -2.11
(1.36) (-1.26) (-1.23) (-0.57) (-0.33) (-0.60)

Observations 1,529 1,495 1,495 1,391 1,351 1,327
R-squared 0.446 0.473 0.475 0.486 0.496 0.496
Country Fixed Effects Yes Yes Yes Yes Yes Yes
Year Fixed Effects Yes Yes Yes Yes Yes Yes
Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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