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Abstract: In a study of word shortening ofHAVE and contraction of BE, it is found that both high transitional
probability and high average context probability (low informativity) result in reduction. Previous studies
have found this effect for content words and this study extend the findings to function words. Average con-
text probability is by construction type, showing that words are shorter in constructions with high average
predictability, namely in perfect constructions for HAVE and in future and progressive constructions for BE.
These findings show that in cases of grammaticalization, it is not an increase in frequency that results in
reduction, but a decrease in informativity.
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1 Reduction and grammaticalization

1.1 Overview

Word frequency, probability and informativity all affect word realization. The present study examines the
effect of construction informativity as a predictor of reduction for grammaticalized BE andHAVE. Grammati-
calization is the process by which a word develops a new, grammatical meaning. For instance, the copula BE
grammaticalized to havepassive andprogressive auxiliarymeanings and later the progressive auxiliary gram-
maticalized to have a future meaning (she is a woman > she is seen, she is reading > she is going to/gonna
read). The copula BE is then the source for the grammaticalized words progressive BE and passive BE. One of
the consequences of grammaticalization can be phonetic erosion: reduction of the new word in comparison
to the source word (Gabelentz 1891; Bybee and Pagliuca 1985; Givón 1985; Heine 1993, Heine 2003; Hopper
and Traugott 1993; Bybee et al. 1994; Lehmann 1995). Reduction may take place because of a speaker’s desire
to differentiate the grammaticalized words from their source words, or because the grammaticalized word
increases in frequency in comparison to the source word, and more frequent words are shorter than less fre-
quent words (Bybee 2001, Bybee 2007; Traugott 2011). However, grammaticalization research also shows that
words do not grammaticalize on their own, but in specific contexts (see, for example Bybee 2002; Diewald
2002; Heine 1993; Hopper and Traugott 1993; Traugott 2003). So, although frequency effects have been well
studied, something else seems to be needed to explain the effects of context.

Construction informativity – an information theoretic measure calculated as the average probability
across contexts of a construction – offers a different approach to understanding why reduction occurs in new
contexts.Whenaword grammaticalizes, it is used in adifferent construction from its source construction. The
new construction has a narrower meaning and more limited context of use. The word BE is a prime example
of this tendency for the grammaticalized usages to have restricted scope – the passive and progressive aux-
iliaries have a much more limited context than the copula, as they can only co-occur with past and present
participles respectively. A future auxiliary has an evenmore limited context as it can only occurwith a present
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participle of the verb go. As the contexts in which a given word may occur become restricted, the occurrence
of the word is more predictable in those contexts, and therefore less informative. Hence, a decrease in infor-
mativity (and an increase in probability) may be a better predictor of reduction during grammaticalization
than frequency.

The probabilistic reduction hypothesis (Gregory et al. 1999; Jurafsky et al. 2001; Bell et al. 2003; Jaeger
and Buz 2016) states that word forms are reduced when they are probable given the current context, and are
enhanced when they are less probable. Context includes local context (neighboring words), syntactic or lex-
ical structure, semantic or style expectations, and discourse factors (Bell et al. 2003). Seyfarth (2014) found
that content words that occur in highly probable contexts often tend to be reduced, even when in an unpre-
dictable context. This shows that speakers are sensitive to tendencies associated with words because they
produce reduced speech even when incongruent with the current context. The average informativity of the
words accounts for the same effect size as the probability of specific context of the words.

After discussing the probabilistic reduction and the motivation for expanding this line of research to
function words in the remainder of Section 1, I present the data, dependent and independent variables for a
multimodel analysis of word shortening and contraction in Section 2. In Section 3, I present results show-
ing that informativity, among other predictors, has a significant influence on reduction. I end the paper
with a discussion of how function word reduction impacts lexical representation and grammaticalization
theory.

1.2 Why does reduction occur in predictable contexts?

The literature on probabilistic reduction has focused on content words, and has found that the main moti-
vations for reduction are frequency and probability. There are several types of theories accounting for why
these effects exist. Proponents of speaker-internal models argue that words are reducedwhen they are highly
frequent or highly probable. It takes less time for a speaker to retrieve the word from memory in the course
of speech production, because that particular word is available due its high frequency or its probable con-
text (Ferreira 2008; Gahl 2008; Bell et al. 2009; Gahl et al. 2012; inter alia). As a consequence, frequent or
predictable strings have a higher resting activation, because they are retrieved from the memory more often
(Fedorenko et al. 2006; Jaeger and Tily 2010).

Proponents of listener-oriented models argue that words reduce when the speaker assesses them as easy
for a listener to predict from context. Less signal (in terms of milliseconds of duration) is necessary for a lis-
tener to decode the meaning of the word and therefore to understand the speaker’s intent, so a speaker can
get away with a shortened, more coarticulated, reduced pronunciation, saving effort (Lindblom 1990; Lind-
blom et al. 1995; Galati andBrennan 2010;Wedel 2012; inter alia). Communicativemodels argue that speakers
want to maintain a more constant rate of information transfer, so more time is spent on informative words,
less on predictable ones (cf. van Son and Pols 2003; Pluymaekers et al. 2005; Aylett and Turk 2006).

As an extension of listener-oriented accounts, in an exemplar account, aword’s phonological representa-
tion is a distribution of previously encountered productions that is sensitive to context (Pierrehumbert 2001;
Wedel 2006). Frequent words may reduce over time, on average, because they can be interpreted correctly
more often, even with a reduced acoustic signal. An increasingly higher proportion of the representations
are reduced ones, shifting the average realizations towards more reduced forms (Pierrehumbert 2002). Addi-
tional evidence suggests that speakers store information about context probability (Arnon and Cohen Priva
2013; Seyfarth 2014; Jaeger and Buz 2016) and that informativity accounts for reduction better than frequency
(Cohen Priva and Jaeger 2018; Hall et al. 2018).

The present study aims to place the focus on function words instead of content words, in particular, BE
and HAVE, because they not only have different meanings but different meaning (construction) frequencies.
Using these words, construction informativity is evaluated as a predictor of function word reduction. Data
from the Buckeye corpus of American English (Pitt et al. 2007) is used to test whether the reduction which
accompanies grammaticalization is better predicted by informativity rather than frequency.
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1.3 Content words vs function words

Most previous studies of probabilistic reduction have investigated content words, excluding function words
due to the assumption that content and function words are processed differently (à la Levelt et al. 1999;
Ullman 2001). The few studies examining function words show that they are less affected by repeated men-
tion (Bell et al. 2009) and more affected by predictability given the preceding context (Jurafsky et al. 2001),
but both content and function words reduce in cases of high following context probability (Bell et al. 2009).
Studies of contraction of the function words HAVE and BE indicate that contraction is more likely when BE
or HAVE is highly probable given the context (Krug 1998; Frank and Jaeger 2008; Bresnan and Spencer 2016;
Barth and Kapatsinski 2017).

In all its meanings BE is a function word, allowing a controlled look at expression differences among
grammatical meanings of the same word. Some meanings of HAVE are grammatical, but the possessive
meaning is lexical, allowing an examination of grammatical vs. lexical meanings of the same word form.

2 Methodology

2.1 Data

The Buckeye Corpus (Pitt et al. 2007) contains 40 interviews with residents of Central Ohio. All speakers
are white middle- or working-class individuals. Speakers are balanced for age and gender in the corpus.
Sound files were force aligned and then hand-corrected by the corpus creators. Time stamps from the corpus
data were used to calculate the durations used in the present study. Tokens were limited to words occurring
utterance medially and not occurring next to pauses or disfluencies, hesitations or word re-starts.

2.2 Dependent variables: duration and contraction

In the current study, reduction is operationalized as being short inmilliseconds or contracted.Other studies of
probabilistic reduction have also included consonant lenition, flapping, stop release, vowel centralization,
increased coarticulation, word omission, and lack of intonational prominence (Fowler and Housum 1987;
Byrd 1994; van Bergem 1995; Bybee 2001; Gahl and Garnsey 2004; Aylett and Turk 2006; Gahl 2008; Bell
et al. 2009; Jaeger and Buz 2016). The dependent variables to be investigated are contraction for BE words
and duration for HAVE words. Duration is the dependent variable for HAVE because outside of perfect con-
structions it does not contract. Earlier investigations (Barth 2015) have shown that construction informativity
affects BE contraction, not BE duration (which is affected by specific probability context among other influ-
ences), and so the focus here is on BE contraction. All words in the study are monosyllabic: am, are, is, had,
has, have.

The duration of HAVE is normalized. For each target word, duration is measured in milliseconds, then
normalized by the speech rate of the utterance, defined as word duration/(sentence duration/syllables in
utterance). An utterance is defined as a string of words with no pauses. A long normalized duration will be
over 1 (longer than the average syllable in the utterance), and a short one less than 1 (shorter than average
syllable in the utterance). Function words often undergo segment reduction, and a reduced form may actu-
ally be the most frequent form, so a baseline duration (partially) based on segment durations à la Bell et al.
2009 or Jaeger and Buz 2016 is not ideal. The measure used here takes into account speech rate at the con-
text level, in order to bring out the shorter time spent on function words in comparison to other words in the
utterance. Per-word random intercepts (see Section 2.3.6) are also included in the model. Table 1 shows the
number of tokens and ranges for normalized duration and raw duration in milliseconds for HAVE (had, has,
have).¹ Duration is scaled and centered.

1 For HAVE duration, only non-contracted forms are included as tokens for the analysis, however both contracted and not
contracted uses of HAVE are included in calculations of construction informativity (see Section 2.3.1) (n = 3,790).
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Table 1:Word distribution and length ranges.

Word n Range in milliseconds Normalized range Mean of normalized values

had 747 32.000–469.582 0.207–2.510 0.976
has 273 55.837–893.854 0.397–3.136 1.195
have 1674 24.623–696.048 0.190–2.768 0.996

Table 2: Contraction by lemma in the Buckeye Corpus.

Word Contracted Non-contracted Total

am 1008 32 1040
are 1478 502 1980
is 4887 921 5808

The dependent variable contraction is binary: in a given context a word has either been contracted or it
has not. Contraction is only examined here in contexts where it is possible. So only in present tense inflec-
tions, and, for example, tokens are excluded that have an is following a word ending in a sibilant such as
Texas, this, which, etc. (n = 8828). Table 2 shows the number of contracted and contractible non-contracted
tokens of BE (am, are, is).²

2.3 Independent variables

2.3.1 Construction

BE tokens come from three different constructions: copula, future, or progressive. HAVE tokens come from
either modal, possessive, or perfect constructions. Are there any construction-specific effects of reduction
beyond the specific following joint or transitional probability of the target instances? Construction type was
annotated by the author using context for disambiguation.

Table 3 shows several characteristics of the constructions: frequency, construction informativity, infor-
mativity given following word and informativity given preceding word. These measures are presented as
properties of the constructions that may be responsible for, or contribute to, reduction. High frequency is a

Table 3: Informativity and frequency by construction.

Construction Following informativity Preceding informativity Construction frequency

BE
Copular 1.359 0.822 9611
Progressive 0.999 0.860 1665
Future 0.668 0.805 511
Passive 1.052 0.954 286

HAVE
Possessive 1.939 1.326 1841
Modal 1.543 1.237 470
Perfect 0.855 1.169 2694

Note: Informativity and frequency values combined from both contraction and duration data. Frequency is calculated using
construction frequencies from the Buckeye Corpus, and informativity is calculated using frequencies from the COCA (Davies
2008).

2 For BE contraction, only contract licensed forms are included as tokens for the analysis, however, contractible and non-
contractible tokens (n = 12,661) are included in calculations of average transitional probability, including the inflections was
and were to capture overall construction probability (see Section 2.3.1).

Brought to you by | Australian National University
Authenticated | danielle.barth@anu.edu.au author's copy

Download Date | 8/25/19 4:52 AM



D. Barth: Effects of average and specific context probability | 5

potential motivation for reduction (Bybee 2001, Bybee 2007; Traugott 2011). Informativity (Cohen Priva 2008,
Cohen Priva 2012; Piantadosi et al. 2011) is a kind of context probability, important because words (or seg-
ments) may be infrequent, but always predictable through context, or frequent but sometimes surprising
given the context. Informativity is calculated as -

∑︀
[P(context|word) * log(P(word|context))]. For Construc-

tion Informativity, I calculate the informativity of a word in a particular construction. Context is n of the
following or precedingword for a particular construction. This is summed across all inflections of a word that
occur in a particular construction: -

∑︀
[P(context|construction) * log(P(construction|context))]. For example,

following construction informativity for the progressive construction is calculated using the sum of prob-
abilities of progressive auxiliaries was, were, am, are and is given their following context. In this manner,
informativity is calculated for the constructions generally, not just the specific contexts. Informativity given
the following word (Seyfarth 2014) varies by construction as the construction type limits the word follow-
ing the target. Preceding informativity (cf. Piantadosi et al. 2011) is similar across construction types. These
measures cannot be compared directly in one regression model due to multicollinearity. Therefore, after
showing that construction is a significant predictor, models with either preceding informativity, following
informativity or log construction frequency are directly compared.

2.3.2 Transitional and joint probability

Tokens were coded for preceding and following transitional context probability using word and bigram fre-
quencies from the COCA (Davies 2008). Probability measures are logarithmically transformed. Joint proba-
bility is the probability that twowords occur together. Transitional probability is the likelihood the target will
occur after/before a particular word: -log((w-1, w)/w) or -log((w, w+1)/w). Preceding transitional probability
is a forward transitional probability, and following transitional probability is a backward transitional prob-
ability. In the models, only preceding joint probability and following transitional probability were included,
as these performed better than their counterparts. For the function words under investigation, the preceding
elementwas usually a pronoun. For the possessive and copula constructions, the following elementwas often
a determiner; and determiners were only possible in these construction contexts. For modal constructions,
the following element was almost always to as in have to X. Because the construction limits the following
elements, which are often function words as well, following transitional probability was calculated using the
frequency of the following word, even if it was a function word, rather than looking to the next content word
context, which would have been less restricted due to construction. Table 4 below shows bigram examples
of BE with particularly high and low joint and transitional probabilities. In the models, these variables are
scaled and centered.

2.3.3 Speaker speech rate

Average speech rate is calculated per speaker as the average time in milliseconds that it takes a speaker to
produce one syllable. Each utterance that contained a target word is measured for its length and divided
by the number of syllables in that utterance, which is then averaged for each speaker. This measure is for a
speaker’s overall speech rate, not just speed of the particular phrase the token is in, which is accounted for
by normalizing the dependent variable (see Section 2.2.1). This variable is scaled and centered.

Table 4: Bigram probability examples from the Buckeye Corpus.

Probability measure High probability bigram Value Low probability bigram Value

Preceding joint it is 2.60673 Krushchev is 8.65321
Following joint is a 2.87876 are crummy 8.65321
Preceding transitional there is 0.23407 whether was 4.82295
Following transitional was born 0.06226 am during 4.98528
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2.3.4 Word position in utterance

The position of a word within an utterance is calculated based on the starting position of the token given the
overall length of an utterance in characters. Position in the utterance is controlled for as Bell et al. 2003 found
lengthening effects due to position, particularly utterance initial and final positions. Tokens in utterance ini-
tial or final positions are excluded, but there may still be contributions by the position in an intonational
phrase. This variable is scaled and centered.

2.3.5 Speaker

Speaker (n = 40) is included as a random intercept in the mixed effects regressionmodels in the multimodel
inferencing procedure.

2.3.6 Word

Word is included as a random intercept in the models below. Only monosyllabic inflections of words are
included.

2.4 Multimodel inferencing

A mixed-effects linear regression model is built to examine the shortening of HAVE and a generalized linear
(logistic) regression model is built to examine the contraction of BE using R (R Core Team 2017) and pack-
ages {lme4} (Bates et al. 2015), {lmerTest} (Kuznetsova et al. 2016) and {MuMIn} (Bartoń 2018). The kind of
regression analysis done here is known asmultimodel inferencing – an alternative to selecting a single “best”
model, which is often only marginally more predictive than the “next best” model, particularly for language
data where there is high model selection uncertainty due to the natural redundancy of language (Burnham
and Anderson 2002; Kuperman and Bresnan 2012; Barth and Kapatsinski 2017). Instead, multimodel infer-
encing makes predictions based on a set of plausible models. The plausible models are decided by building
all possiblemodels out of a given set of predictors, up to a specifiedmaximalmodel, and adding a null model
with no predictors, and the set is then ranked by their corrected Akaike Information Criterion or AICc (Akaike
1973). Only the models with possible predictive value are reported (those that are within ∆ 2 in AICc of the
best performing model) as only these have substantial empirical support based on the data (Burnham and
Anderson 2002), along with the null model, as a way of comparing how much support the best performing
models have. All models reported below substantially outperform the corresponding null model. Cumulative
probability (CP) of a predictor is the summedAICc scores ofmodels that include that predictor. Predictors that
performwell inmanymodels, and especiallymany highly predictivemodels, have a high CP score, indicating
that they are highly probable of being predictive. Akaike weight (w) is the probability that the model is the
most predictive one. Models that differ in their predictors, but have similar weights, are likely to be just as
predictive, demonstrating model uncertainty and why a single model is not the best way to understand the
predictors’ effect on variation.

The models include random intercepts. It is not possible to include predictor per speaker slopes in this
multimodel inferencing because models are built with the possible varying combinations of predictors, and
some models in the set do not converge with predictor per speaker slopes. Single maximal models with all
variables, and construction per speaker slopes shows that variance is quite low.³

The independent variables described in Section 2.3 are tested for their contribution to both word short-
ening (HAVE) and contraction (BE), including whether the construction type is predictive. This study aims

3 For HAVE duration, variance of modal construction per speaker is 0.003, SD = 0.059, variance of perfect construction per
speaker is 0.002, SD 0.051, forBE contraction, variance of future construction per speaker is 0.065, SD = 0.255, variance of passive
construction per speaker is 0.016, SD = 0.125, variance of progressive construction per speaker is 0.034, SD = 0.183.
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to investigate the contribution of frequency versus informativity to reduction, but a direct test of these two
predictors results in high multicollinearity (cf. Tables 11 and 12 in Appendix). Where construction has a high
Cumulative Probability, Imake a comparison ofmodels inwhich the Preceding Informativity, Following Infor-
mativity and construction Frequency (the construction properties – see Table 3) are directly tested against one
another (Table 7 for HAVE, Table 10 for BE).

3 Results

3.1 HAVE word shortening

Table 5 shows, for HAVE in the Buckeye Corpus, the contribution of each predictor to word shortening. Fol-
lowing Transitional Probability is significant, as less probable following contexts are associated with longer
targets (β = 0.051; z = 5.964; p < 0.001). Construction type also matters, as perfect constructions are also
associatedwith shorter targets than possessive constructions (β = −0.32; z = 13.11; p < 0.001). A later posi-
tion of the target in the utterance is associated with longer durations (β = 0.034; z = 5.113; p < 0.001). This
may be due to utterance-final phonological effects, although targets that occurred at the end of utterances or
before pauses were not included. All three of these factors had a CP (cumulative probability) of one, mean-
ing that they were very likely to contribute positively to model fit. Preceding Joint Probability (β = 0.011;
z = 1.511; p = 0.13) and speech rate (β = 0.011; z = 0.944; p = 0.345) had no probable effect on normalized
duration. These factors had much lower CP, meaning they less often contributed to a good model fit.

Table 6 shows that there are four models that predict the duration variation of HAVE reasonably well.
The best four models out of the full set of possible models have the full Akaike weight of all models com-
bined. Thesemodels include Construction, Following Transitional Probability (Following TP) and Position in
the utterance, meaning that these factors are beneficial to include in the model. Other models that include
Preceding Joint Probability or Speaker Speech Rate do not improve the fit, and so amore parsimonious single
model should leave them out.

Table 5:Multimodel inferencing results for HAVE duration from the Buckeye corpus.

Predictor β σ LoCI HiCI z p CP

(Intercept) 1.102 0.064 0.977 1.227 17.282 0.000 NA
Construction: modal −0.021 0.019 −0.057 0.016 1.108 0.268 1
Construction: perfect −0.320 0.024 −0.368 −0.272 13.110 0.000
Following transitional probability 0.051 0.008 0.034 0.067 5.964 0.000 1
Word position in utterance 0.034 0.007 0.021 0.048 5.113 0.000 1
Speaker speech rate 0.011 0.012 −0.012 0.035 0.944 0.345 0.36
Preceding joint probability 0.011 0.007 −0.003 0.025 1.511 0.131 0.53

Note: Reported values are conditional averages with adjusted standard error, n = 2694. β and σ indicate average coeflcient
and error terms. Significant predictors are in bold.

Table 6:Models of HAVE duration with a ∆ below 2.

Model factors k df log likelihood AICc ∆ w

2345 4 9 −972.17 1962.42 0 0.34
235 3 8 −973.31 1962.68 0.26 0.30
12345 5 10 −971.74 1963.55 1.14 0.19
1235 4 9 −972.87 1963.80 1.39 0.17
(Null) 0 4 −1189.44 2386.90 424.48 0

Note: Cutoff: ∆ < 2, 1 = Speaker speech rate, 2 = Construction, 3 = Following TP, 4 = Preceding JP, 5 = Word position in
utterance.
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At this point we have established that Construction is predictive of HAVE duration, our critical parame-
ter for HAVE reduction. But which construction property is (cf. Table 3) most predictive? Models were built
that contained all the predictors already present, but with either Construction Frequency (logged, scaled and
centered), Following Informativity (scaled and centered) or Preceding Informativity (scaled and centered)
replacing construction. Each model has random intercepts for word and speaker, and random slopes for the
construction variable of interest, by speaker. The outcomes of the models are ranked in Table 7 by their AIC
scores. Following Informativity results in the lowest AIC score,meaning it ismore predictive ofHAVE duration
than frequency.

3.2 BE contraction

Table 8 presents the contribution of each predictor from the multimodel output for contraction of BE.
Positive values of coefficients are associated with more contraction; negative values are associated with
less contraction. Several factors have a CP of one, meaning they are extremely likely to influence contrac-
tion. Construction is predictive of contraction, with progressive (β = 0.56; z = 4.17; p < 0.001) and future
(β = 0.87; z = 3.65; p < 0.001) constructions associated with more contraction than copula construc-
tions, but not passives (β = 0.03; z = 0.10; p = 0.92). High following transitional probability (β = −0.25;
z = 5.63; p < 0.001) and high Preceding Joint Probability (β = −1.66; z = 39.65; p < 0.001) are associated
with lower levels of contraction, meaning the less probable the particular context, the less likely contraction
is to occur. Preceding Joint Probability has a strong effect because contraction is strongly associated with
pronouns that are in themselves frequent. The highest rates of contraction are likely to occur earlier in the
utterance (β = −0.49; z = 12.53; p < 0.00), because often the auxiliary contracts with the subject, which
is often the first word in an utterance. Faster speech rates are marginally associated (β = −0.13; z = 0.97;
p = 0.07) with lower levels of contraction, but this does not reach significance.

Model rankings for BE contraction are presented in Table 9. There are two reasonable models given
this set of predictors: either with all predictors (Akaike weight = 0.63), or excluding speech rate (Akaike
weight = 0.37). Both of these models have a much better fit than the null model, which was the least good
model out of all possible models. Unlike HAVE duration, almost of the predictors have a strong effect on BE
contraction and there are fewer acceptable models for predicting contraction.

Again, we see that construction as a factor is predictive in the model for BE contraction. And, as for
HAVE duration (3.1), models were built that contained all the predictors present in the models above, but

Table 7:Model Comparison with varied construction predictors, HAVE.

Predictor varied AIC BIC Rank

Following informativity 1990.1 2055 1
Preceding informativity 2027.8 2092.7 2
Log construction frequency 2114.5 2179.3 3

Table 8:Multimodel inferencing results of BE contraction from the Buckeye corpus.

Predictor β σ LoCI HiCI z p CP

(Intercept) 2.398 0.346 1.721 3.076 6.939 0.000 NA
Construction: future 0.875 0.240 0.406 1.345 3.653 0.000 1
Construction: passive 0.032 0.308 −0.573 0.636 0.102 0.918
Construction: progressive 0.560 0.134 0.297 0.823 4.167 0.000
Following transitional probability −0.248 0.044 −0.334 −0.161 5.631 0.000 1
Preceding joint probability −1.659 0.042 −1.741 −1.577 39.651 0.000 1
Word position in utterance −0.492 0.039 −0.569 −0.415 12.533 0.000 1
Speaker Speech Rate −0.131 0.073 −0.274 0.011 0.968 0.071 0.63

Note: Reported values are coeflcients with shrinkage and adjusted standard error, n = 8828. β and σ indicate average
coeflcient and error terms. Significant predictors are in bold.
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Table 9:Models of BE contraction with a ∆ below 2.

Model factors k df log likelihood AICc ∆ w

12345 5 10 −2120.37 4260.76 0 0.63
2345 4 9 −2121.91 4261.84 1.08 0.37
(Null) 0 3 −3774.77 7555.55 3294.79 0

Note: Cutoff: ∆ < 2, 1 = Speaker Speech Rate, 2 = Construction, 3 = Following TP, 4 = Preceding JP, 5 = Word Position in
Utterance.

Table 10:Model Comparison with varied construction predictors, BE.

Predictor varied AIC BIC Rank

Following informativity 4262.8 4333.6 1
Log construction frequency 4269 4339.9 2
Preceding informativity 4285.9 4356.8 3

either Construction Frequency (logged, scaled and centered), Following Informativity (scaled and centered)
or Preceding Informativity (scaled and centered) used in place of Construction to rank the contribution of
the construction properties (cf. Table 3). Each model has random intercepts for word and speaker, and ran-
dom slopes for the construction variable of interest by speaker. The outcomes of the models are ranked in
Table 10 by their AIC scores. Following Informativity results in the lowest AIC score, meaning that, as with
HAVE duration, it predicts reduction better than frequency does.

4 Discussion

4.1 Probabilistic reduction of function words

Studies of probabilistic reduction show that speaker behavior is affected by the frequency and probability
of words. Studies such as Gahl (2008) show that the more frequent word of a homophone pair (time vs.
thyme) is the shorter one. However, Gahl (2008) examines only content word homophone pairs with different
spellings, expressly excluding function words. Seyfarth (2014) shows that low average informativity of words
(not controlling for homophones) results in shorter durations, controlling for segment count, syllable count
and frequency among other factors. He finds that word informativity and local predictability have similar
effect sizes. However, he too excludes function words from his analyses. Previous studies examining func-
tion words, such as Bell et al. (2003), find that once factors such as speaking rate, segmental context, pitch
accent and contextual predictability are accounted for, there is no frequency effect for different meanings of
words such as to, that, of, you, I, and, the, a and it. Previous studies of contraction of BE andHAVE (Krug 1998;
Frank and Jaeger 2008; Bresnan and Spencer 2016) examine multiple factors including probability, but not
meaning differences or meaning frequency.

The present study shows that, contra Bell et al. 2003, there are production differences even for a given
function word, due to different meanings. That is, the predictability of the token in its particular context is
very important, suggesting that there is an online component to reduction (Gregory et al. 1999; Jurafsky et al.
2001). However, average probability of a word’s meaning across contexts is also important, suggesting that
phonetic detail is stored with forms linked to meanings (Torres Cacoullos 1999; Bybee 2002; Pierrehumbert
2002; Raymond and Brown 2012). In order for average statistical properties associated with a word’s meaning
to affect its production – as this study has shown– there must be storage for (at least certain) function words.

Future studies should focus on other function words to determine to what extent the findings reported
here are restricted to these words.⁴ Corpus studies that examine polysemous meanings of words, or words

4 Though there is no reason a priori that the findings will not be generalizable.
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that are homonymous, are time-consuming to perform as they require at least some hand-coding. However
the detailed analyses presented here has paid dividends in proving, contra Levelt et al. 1999, that probabilis-
tic reduction and average probability effects are in operation for function words, adding a further similarity
in content and function word production.

4.2 Grammaticalization

Bybee (2002), Bybee (2007) posits that it is the jump in frequency of newgrammatical constructions that leads
to reduction of grammaticalized elements. However, the construction meanings for BE and HAVE that have
highest frequency in the Buckeye Corpus are actually the oldest constructions (copula and possessive respec-
tively: see Table 3). Themodel comparison in Section 3 shows that construction informativity performs better
than construction frequency in predicting reduction. This is contra the frequentist account, but captures the
meaning narrowing that comes about through grammaticalization. Lower informativity is an inevitable con-
sequence of grammaticalization and better predictor for phonetic erosion than frequency increase, which
may not actually be a consequence of all cases of grammaticalization. For auxiliaries in particular, informa-
tivity given the following word matters. Take for example the three HAVE constructions: possessive, modal
and perfect. WhenHAVE is in the possessive construction, many wordsmay follow it, including determiners,
adverbs, etc. andmany nouns (a large open class). This means thatHAVE as a possessive is highly unlikely to
be predictable given any of those words. When HAVE is used as a semi-modal auxiliary, it must occur before
to. Although that is a very limited context, to is so frequent that the transitional probability is still not as high
as when HAVE is a perfect auxiliary. When HAVE is used as a perfect auxiliary, it occurs before past partici-
ples, and sometimes adverbs or negator words (he has not been to the park recently). In the cases of adverbs
or words like not, HAVE is not predictable. However, in the case of the past participles, HAVE is highly pre-
dictable because one of the few words that can occur, and occurs with any regularity, before past participles
isHAVE and these past participles are relatively infrequent, meaning that, together, the auxiliary and follow-
ing word have a high transitional probability. BEmay occur before some past participles (i.e. in passives) but
the past participles that occur in passive constructions only minimally overlap with those that occur in per-
fect constructions. Past participles are sometimes used as adjectives, but these kinds of past participles also
only partially overlap with perfect construction participles. Perfect HAVE is highly likely to occur before the
kinds of past participles that occur in perfect constructions, resulting in high average following transitional
probability.

The results of the present study show that an increase in frequency cannot be the reason for the higher
levels of reduction. However, the increase in predictability due to the narrower contexts that come about
through grammaticalization (Heine 1993; Hopper and Traugott 1993; Bybee 2002; Diewald 2002; Traugott
2003) is a good reason for the higher level of reduction. Other aspects associated with the construction,
such as context of use (Torres Cacoullos 1999; Raymond and Brown 2012) and usage frequency (Bybee 2002,
Bybee 2007; Alba 2008; Torres Cacoullos and Walker 2011) also matter. However, the measure of average
following transitional probability quantitatively captures the intuition that grammaticalization researchers
have had for over a century that more grammatical (and therefore less informative and more predictable,
a.k.a. ‘bleached’) information is more subject to reduction (phonetic erosion) than source lexical items. This
account also receives support from being congruent with psycholinguistic research showing the same ten-
dencies are found throughout language production as speakers spend less time and effort on producing items
that are predictable.

5 Summary

The study of HAVE and BE presented here shows that:
a) construction probability as well as context specific probability is predictive of reduction for BE andHAVE;

and
b) context probability (already known to affect content words) also affects function words.
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In other words, English speakers make use of context- and construction-specific reduction strategies in addi-
tion to more general word reduction strategies. This result was obtained by focusing closely on the behavior
in context of two function words, rather than attempting to generalize over all words. Further work on other
corpora and other function words would prove equally fruitful.

Acknowledgements: Thanks go to the attendees of the 2016 Predictability Symposium at Western Sydney
University and to Seamus Donnelly, Susan Ford and three anonymous reviewers for their comments on drafts
of this paper.
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Appendix

This appendix contains correlation tables for the numeric predictors in each model.

Table 11: Correlations of numeric predictors in HAVE duration model.

Preceding Following Speaker Word Following Preceding Construction
JP TP speech position informativity informativity log frequency

rate

Preceding JP 1
Following TP −0.024 1
Speaker speech Rate 0.040 −0.075 1
Word position 0.140 −0.003 0.019 1
Following informativity −0.159 0.572 −0.056 −0.010 1
Preceding informativity −0.140 0.559 −0.049 −0.006 0.980 1
Construction log frequency 0.084 −0.022 0.03 0.021 −0.026 0.175 1

Table 12: Correlations of numeric predictors in BE contraction model.

Preceding Following Speaker Word Following Preceding Construction
JP TP speech position informativity informativity log frequency

rate

Preceding JP 1
Following TP 0.103 1
Speaker speech rate 0.015 0.009 1
Word position 0.199 0.073 −0.015 1
Following informativity −0.023 0.268 0.000 0.011 1
Preceding informativity 0.033 −0.066 −0.003 0.018 −0.35 1
Construction log frequency −0.029 0.248 0.002 0.005 0.957 −0.575 1

Brought to you by | Australian National University
Authenticated | danielle.barth@anu.edu.au author's copy

Download Date | 8/25/19 4:52 AM

www.buckeyecorpus.osu.edu

	Effects of average and specific context probability on reduction of function words BE and HAVE
	1 Reduction and grammaticalization
	1.1 Overview
	1.2 Why does reduction occur in predictable contexts?
	1.3 Content words vs function words

	2 Methodology
	2.1 Data
	2.2 Dependent variables: duration and contraction
	2.3 Independent variables
	2.3.1 Construction
	2.3.2 Transitional and joint probability
	2.3.3 Speaker speech rate
	2.3.4 Word position in utterance
	2.3.5 Speaker
	2.3.6 Word

	2.4 Multimodel inferencing

	3 Results
	3.1 HAVE word shortening
	3.2 BE contraction

	4 Discussion
	4.1 Probabilistic reduction of function words
	4.2 Grammaticalization

	5 Summary


