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ABSTRACT The paper proposes a novel framework for accelerated re-design (dimension scaling) of
antenna structures using inverse surrogates. The major contribution of the work is a sensitivity-based model
identification procedure, which permits a significant reduction of the number of reference designs required to
render the surrogate. Rigorous formulation of the approach is supplemented by its comprehensive numerical
validation using a triple-band uniplanar dipole antenna and a dual-band monopole antenna re-designed with
respect to operating frequencies as well as the substrate parameters (thickness and dielectric permittivity).
It is demonstrated that—for the considered test cases—the reliable inverse model can be set up using a
significantly smaller (by a factor of three) number of reference points as compared to the original version of
the method, whereas the dimension scaling process itself requires up to four EM simulations of the antenna
structure.

INDEX TERMS Antenna design, dimension scaling, inverse modeling, simulation-driven design, response
sensitivities.

I. INTRODUCTION
Full-wave electromagnetic (EM) analysis has become a
mandatory tool in the design of contemporary antenna struc-
tures. Meeting stringent performance requirements concern-
ing both electrical and field properties [1]–[7], as well as
functionality demands (multi-band operation [8], circular
polarization [9], polarization diversity [10], etc.) leads to
topologically complex structures that can be neither devel-
oped nor optimized using simpler (analytical or equivalent
network) models. Yet, EM-driven parameter tuning but also
other tasks that require a large number of antenna simulations
(uncertainty quantification [11], robust design [12]) may
incur considerable computational expenses. Reduction of
these costs has been the focus of extensive research, resulting
in various methods such as incorporation of adjoints sensitiv-
ities into gradient-based optimization procedures [13], expe-
dited optimization using sparse sensitivity updates [14], [15],
utilization of machine learning methods (typically in the
context of global optimization) [16], or surrogate-assisted
frameworks involving both data-driven [17], [18] and
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physics-based surrogates [19]. The techniques employing a
particular structure of the antenna responses have also been
proposed (e.g., feature-based optimization [20]).

Re-design of antennas for various operating conditions
or material parameters (e.g., dielectric permittivity of the
substrate) is a commonly undertaken task. When approached
in a brute-force manner, it requires re-optimization of all
antenna parameters. As explained in the previous paragraph,
it is, in general, a computationally expensive endeavor. The
dimension scaling process may be accelerated using design
curves [21] that account for the dependence between the
operating conditions (e.g., resonant frequencies) and geom-
etry parameter values, or recently suggested inverse sur-
rogates [22]. The efficacy of inverse modeling has been
demonstrated for rapid re-design of both microwave [23] and
antenna structures [24].

In the case of antennas, the surrogate is normally con-
structed using the reference designs obtained at the low-
fidelity (coarse mesh) EM simulation models. One of prac-
tical problems here is that as the number of operating
conditions that are handled increase, so is the number of
the reference designs needed to ensure uniqueness of the
inverse model identification. For example, in [25], a total
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of 27 reference designs have been employed for address-
ing dimension scaling of triple-band antennas. In general,
the number of such designs grows at a polynomial rate, more
specifically, it is proportional to the second power of the num-
ber of the considered operating conditions. Clearly, the cost
of acquiring such designs may be considerable especially if
they are to be generated specifically for the purpose of inverse
model construction (rather than available from the previous
design work on the same antenna structure).

This paper proposes an alternative approach to antenna
re-design using inverse surrogates, where model identifica-
tion is carried out using both the antenna responses and
their sensitivities at the reference designs. Using auxiliary
optimization procedures, the antenna Jacobian matrices are
employed to obtain sensitivities of geometry parameters with
respect to the operating conditions pertinent to the design
task at hand. Involving sensitivities results in a dramatic
reduction of the number of reference designs required to set
up the inverse surrogate which is now linearly dependent
on the number of operating conditions to be handled. The
operation of the proposed framework is demonstrated using
two antenna structures, a triple-band uniplanar dipole and
a dual-band monopole antenna, re-designed with respect to
the operating conditions and the parameters of the dielectric
substrate the radiator is implemented on (relative permittivity
and thickness). For the considered test cases, the number
reference designs needed to construct the inverse surrogate
was reduced by a factor of about three, despite of handling
three and four figures of interest, respectively. This led to
significant computational savings already at the initial stage
of the dimension scaling process. At the same time, antenna
re-design can be accomplished at the cost of only three to four
EM simulations at the high-fidelity level of description.

The originality and the technical contributions of the work
include (i) incorporation of sensitivities into the inverse sur-
rogate model for rapid dimension scaling of antenna struc-
tures, (ii) development of a rigorous procedure for low-cost
estimation of geometry parameter gradients with respect to
the antenna performance figures (required for inverse model
identification), (iii) implementation of the sensitivity-based
re-design framework which is demonstrably superior over the
non-sensitivity versions in terms of a dramatic (by a factor fo
three) reduction of the number of reference designs required
to set up the surrogate model. This feature is critical for
the practical utility of surrogate-assisted dimension scaling
procedures because the acquisition of reference designs nor-
mally incurs considerable computational expenses for prob-
lems involving three or more performance figures. To the best
of the authors’ knowledge, no comparable frameworks have
been presented in the literature thus far.

II. DIMENSION SCALING USING SENSITIVITY-BASED
INVERSE SURROGATES
This section introduces the considered dimension scaling pro-
cedure. Its keystone is an inverse surrogate model, yielding
the values of antenna geometry parameters that correspond

to the design optimized w.r.t. the selected combinations of
performance figures pertinent to the design task at hand.
To reduce the number of reference designs required to set up
the surrogate, a novel formulation of the model identification
process is proposed, which employs antenna sensitivities.
These are available as a by-product of the reference design
optimization process. Incorporating the sensitivity data per-
mits a considerable reduction of the surrogate model setup
cost as demonstrated in Section III.

A. DESIGN OPTIMALITY. REFERENCE DESIGNS
We distinguish N figures of interest (e.g., operating frequen-
cies of a multi-band antenna, substrate parameters, power
split ratio, etc.), denoted as fk , k = 1, . . ., N . The design is
understood to be optimal w.r.t. to fk , denoted as x∗f (f1,. . . ,fN ),
if

x∗f (f1, . . . , fN ) = argmin
x
U (x; f1, . . . , fN ) (1)

i.e., it minimizes the functional U (x;f1,. . . ,fN ) that encodes
the performance requirements imposed on the device at
hand, e.g., centering the operating frequencies at the required
values, obtaining a required power split for the structure
implemented on the substrate of a particular thickness and/or
permittivity. Here, x = [x1 . . .xn]T is a vector of designable
parameters. The subscript f in x∗f indicates that the design
is considered at the level of the high-fidelity (or fine) EM
simulation model Rf (x) of the structure under design.
The foundation for the dimension scaling procedure are

the reference designs pre-optimized for selected vectors of
figures of interest [f (j)1 . . . f (j)N ]T , j = 1, . . ., p, typically
uniformly distributed within the ranges of interest where
the scaling procedure is supposed to work, i.e., fk .min ≤
f (j)k ≤ fk.max, k = 1, . . ., N . For the sake of computational
efficiency, these designs are obtained as in (1) at the level
of the low-fidelity (or coarse) EM simulation model Rc(x),
and denoted as x∗c (j). Additionally, a pair of reference designs
x∗(0)f and x∗(0)c is obtained for both the high- and low-fidelity

model at an additional figure of interest vector [f (0)1 . . . f (0)N ]T ,
typically allocated at or around the center of the interval
[f1.min, f1.max] × . . .× [fN .min, fN .max].

For all reference designs, the antenna responses Rc(x
(j)
c )

and the corresponding Jacobian matrices Jc(x
(j)
c ) are known

from the process of solving (1).

B. INVERSE SURROGATE MODEL
The re-design process involves an inverse surrogate model
that maps the figures of interest fk into the antenna parameter
space. The analytical formulation of the surrogate should
account for the typical relationships between fk and x.
Here, we adopt the form utilized in [25], where the model
sc(f1, f2,. . . ,fN ) is set up independently for each geometry
parameter as

sc(f1, f2, . . . , fN ,P) = [sc.1(f1, f2, . . . , fN , p1) . . .

. . . sc.n(f1, f2, . . . , fN , pn)]
T (2)
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with sc.l(f1, f2,. . . ,fN , pl) being a model of the lth geometry
parameter; pl stands for the model coefficients. The vector
P= [p1 . . .pn] represents the aggregated vector of parameters.
The assumed analytical form of the inverse surrogate is

sc.l(f1, f2, . . . , fN ) = ql(f1, f2, . . . , fN )
N∏
k=1

sfk .l(fk ) (3)

with

sfk .l(fk ) = a3k−2.l + a3k−1.l exp(a3k.l fk ) (4)

for k = 1, 2, . . ., N , and

ql(f1, f2, . . . , fN ) = λ0 +
N∑
k=1

λk fk +
N∑
k=1

N∑
j=k+1

λkjfk fj (5)

The exponential terms (4) account for the effects of individ-
ual figures of interest, whereas their joint effects are modeled
by the polynomial term (5).

According to [24], the model parameters are identified by
solving the nonlinear regression problem of the form

pl = argmin
p

p∑
j=1

[
sc.l(f

(j)
1 , . . . , f (j)N , p)− x

(j)
c.l

]2
(6)

where x∗c (j) = [xc.1(j) . . .x
(j)
c.n]T is the low-fidelity reference

design corresponding to the figures of interest [f (j)1 . . . f (j)N ]T .
Note that the overall number of parameters is

NP = 3N + (N + 1)(N + 2)/2 = (N 2
+ 9N + 2)/2 (7)

which is 6, 12, 19, 27, and 36 for N = 1, 2, 3, 4, and 5,
respectively. The number of reference designs p should be
larger than NP, not only to ensure uniqueness of model
identification but also to smoothen out possible irregu-
larities (e.g., due to imperfect reference design extraction
through (1)). Having the inverse surrogate, the re-design
process is fast, i.e., only requires a handful of EM simulations
of the structure (cf. Section 3); however, identification of a
large number of reference designs may incur considerable
computational expenses. Reducing the number of required
designs is therefore highly desirable.

C. SENSITIVITY-BASED MODEL IDENTIFICATION
The major contribution of this paper is an alternative inverse
surrogate identification procedure which aims at reducing
the number of reference designs by employing both the
antenna responses Rc(x∗c (j)) and the corresponding Jacobians
Jc(x∗c (j)) at the reference designs.

The proposed model identification procedure is defined as

pl = argmin
p


p∑
j=1

[
sc.l(f

(j)
1 , . . . , f (j)N , p)−x

(j)
c.l

]2

+
1
N

p∑
j=1

N∑
k=1

[
∂sc.l(f

(j)
1 , . . . , f (j)N , p)
∂fk

− J xlk (x
(j)
c.l)

]2 (8)

where ∂sc.l /∂fk are partial derivatives of the inverse surro-
gate (3) w.r.t. the figures of interest, whereas J xlk (·) are the
components of the Jacobian matrix Jx containing partial
derivatives of the reference design components w.r.t. to fk .
The normalization factor 1/N is introduced to balance the
contribution of the reference design coordinates and their sen-
sitivities to the functional under minimization. Identifying the
surrogate according to (8) yields the best possible alignment
(in the L-square sense) between the model and the reference
designs both in terms of the values and their sensitivities. Note
that (8) imposes N+ 1 conditions on the surrogate per refer-
ence design, therefore the minimum number of the reference
points that ensure uniqueness of the extraction process is

NP =
⌈
N 2
+ 9N + 2

2(N + 1)

⌉
(9)

where d·e is the ceiling function. Thus, for N =

1, 2, 3, 4, and 5 we now have NP = 3, 4, 5, 6, and 6,
respectively. The potential savings as compared to (7) are
evident.

What remains to be addressed is a procedure for obtaining
the partial derivatives ∂sc.l /∂fk (these can be found analyti-
cally from (3)), and the Jacobian matrix Jx , which is slightly
more complicated. For the latter, let d = [d1 . . .dN ]T be a
vector of perturbations of the performance figures. In the
first step, we find the perturbed reference designs x∗(j.k)c

corresponding to vectors [f (j)1 . . . f (j)k + dk . . . f
(j)
N ]T ,

x∗(j.k)c = argmin
x
UL(x; f

(j)
1 , . . . , f (j)k + dk , f

(j)
N ) (10)

in which the objective function UL is based on the first-order
expansion of Rc

Rc(x) = Rc(x∗(j)c )+ Jc(x∗(j)c ) · (x− x∗(j)c ) (11)

rather thanRc itself (cf. (1)). This ensures that the cost of solv-
ing (10) is negligible. The actual values of the figures interest
[f (j.k)1 . . . f (j.k)N ]T , corresponding to x∗(j.k)c are then extracted
from Rc (x∗(j.k)c ) which requires just one EM simulation at
the low-fidelity level of accuracy. As mentioned above, the
Jacobians Jc(x∗c (j)) are known beforehand. Given that the
perturbations dk are small (their particular values are not
critical), we have

x∗(j.k)c.l ≈ x∗(j)c.l +

N∑
r=1

J xlr (x
∗(j)
c )[f (j.k)r − f (j)r ] (12)

One can rewrite (12) in the matrix form as follows

X = JxF (13)

where

X =
[
x∗(j.1)c − x∗(j)c · · · x∗(j.N )

c − x∗(j)c

]
(14)

and

F =

 f
(j.1)
1 − f (j)1 · · · f (j.N )

1 − f (j.N )
1

...
. . .

...

f (j.1)N − f (j)N · · · f (j.N )
N − f (j.N )

N

 (15)
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If the matrix F is invertible, equation (13) has a solution

Jx = XF−1 (16)

Note that in the special (ideal) casewhen [f (j.k)1 . . . f (j.k)N ]T =
[f (j)1 . . . f (j)k + dk . . . f (j)N ]T , the matrix F is diagonal of
the form F = diag(d1,. . . ,dN ). In practice, even though
[f (j.k)1 . . . f (j.k)N ]T 6= [f (j)1 . . . f (j)k + dk . . . f (j)N ]T , off-diagonal
elements are small, therefore non-singularity of F normally
holds. Again, in the aforementioned special case, we have

x∗(j.k)c.l ≈ x∗(j)c.l + J
x
lk (x
∗(j)
c )dk (17)

which implies

J xlk (x
∗(j)
c ) ≈

[
x∗(j.k)c.l − x∗(j)c.l

]
/dk (18)

Then, as F = diag(d1,. . . ,dN ), (16) coincides with (18).

D. SCALING PROCEDURE
The inverse surrogate outputs the geometry parameter values
corresponding to (nearly optimum) design scaled do the target
values of figures of interest f1 through fN . As the surrogate is
constructed using the low-fidelity EM data, a correction has
to be made to account for the discrepancies between the low-
and high-fidelity EM models. The basic scaling procedure is
implemented as [24]:

xf (f1, f2, . . . , fN ) = sc(f1, f2, . . . , fN ,P)+
[
x∗(0)f − x∗(0)c

]
(19)

where x∗(0)f and x∗(0)c are the additional high- and

low-fidelity reference design corresponding to [f (0)1 . . . f (0)N ]T

(cf. Section 2.1).
Due to non-perfect correlations between Rc and Rf ,

the scaling (19) leads to certain errors which can be corrected
by a simple iterative procedure of the form [25]

x(i+1)f (f1, f2, . . . , fN )= sc(f1−
i∑

k=1

1f1.k , . . . , fN

−

i∑
k=1

1fN .k ,P)+
[
x∗(0)f − x∗(0)c

]
(20)

Here, x(i)f is the high-fidelity antenna design at the ith iteration

of the correction process (x(0)f being the design obtained
from (19)); 1fj.k is the error of the jth figure of interest
frequency at the kth iteration. Note that (20) employs the
accumulated scaling errors

∑
k = 1, . . . , i1fj.k . This is to

account for the fact that the new corrected design x(i+1)f is
a ‘‘shift’’ w.r.t. xf (i). The computational cost of each itera-
tion (20) is only one high-fidelity EM analysis. Furthermore,
the procedure quickly converges (in practice, three or four
iterations are required). Figure 1 shows the flow diagram of
the entire re-design procedure.

FIGURE 1. Flow diagram of the sensitivity-based dimension scaling
framework. The top part refers to the construction of the
sensitivity-based inverse surrogate model, whereas the bottom part
illustrates the flow of the re-design procedure, which consists of the
initial dimension scaling and the iterative correction process, where the
accumulated scaling errors are employed to accommodate over- or
under-shooting of the figures of interest (in Section 3, the operating
frequencies of the antenna structures under design).

III. VERIFICATION CASE STUDIES
In this section, the proposed sensitivity-based dimension
scaling procedure is validated using two antenna struc-
tures: (i) a triple-band uniplanar dipole antenna re-designed
with respect to the target operating frequencies, and (ii) a
dual-band monopole antenna re-designed with respect to the
operating frequencies, as well as the substrate permittivity
and thickness. Both problems are challenging due to sev-
eral performance figures that need to be accounted for. The
presented approach is compared to the non-sensitivity-based
approach.

VOLUME 8, 2020 75157



S. Koziel, A. Bekasiewicz: Accelerated Re-Design of Antenna Structures Using Sensitivity-Based Inverse Surrogates

FIGURE 2. Geometry of the triple-band dipole antenna [25].

A. EXAMPLE 1: TRIPLE-BAND UNIPLANAR
DIPOLE ANTENNA
The first test case is a triple-band uniplanar dipole antenna
shown in Fig. 2. The structure is based on the design presented
in [26]. It is implemented on a Taconic RF-35 substrate (h =
0.762 mm, tanδ = 0.0018, εr = 3.5). The antenna is fed
through a 50 ohm coplanar waveguide (CPW). The design
variables are x = [l1l2l3 l4l5w1w2 w3w4w5]T . Parameters
l0 = 30, w0 = 3, s0 = 0.15 and o = 5 are fixed
(all dimensions in mm). The radiator computational models
are implemented in CST Microwave Studio and evaluated
using its time-domain solver [27]. The high-fidelity model
Rf contains about 550,000 mesh cells and its simulation time
on dual Intel Xeon E5540 machine with 64 GB RAM is
about 3 minutes. The low-fidelity model Rc contains about
97,000 cells (simulation time 23 seconds).

The objective is to re-design the antenna to allocate the
resonances at the target frequencies f1, f2, and f3 within the
following ranges thereof: 1.5 GHz≤ f1 ≤ 2.5 GHz, f2 = k1f1
and f3 = k2f2, 1.2 ≤ k1, k2 ≤ 1.6. This example has been
considered in [25] and re-designed using the non-sensitivity
based inverse surrogates (cf. (2)-(6)). Therein, 27 reference
design were used, which corresponded to all combinations
of the operating frequencies f1 ∈ {1.5, 2.0, 2.5} GHz, and
f2 = k1f1, f3 = k1k2f1 with k1, k2 ∈ {1.2, 1.4, 1.6}.
Additionally, a single high-fidelity model reference design
was used, corresponding to f1 = 2.0 GHz, k1 = k2 = 1.4,
x∗f (2.0,2.8,3.92) = [38.2 9.6 31.7 9.8 22.5 0.35 2.8 0.75 1.30
0.20]T mm.
The corresponding low-fidelity reference design is

x∗c (2.0,2.8,3.92) = [36.7 9.2 32.6 8.8 22.8 0.41 1.52 0.85
1.48 0.22]T mm. The reference designs have been optimized
using the feature-based optimization technique [20] with
the optimization cost being a few dozen of low-fidelity EM
model evaluations per design.

Note that given three figures of interest, the minimum
number of reference designs is 19 (cf. (7)), and, as men-
tioned before, the actual number should be higher in
order to smoothen out possible irregularities due to imper-
fect optimization of the reference designs, etc. Accord-
ing to (9), the minimum number of reference designs for
sensitivity-based inverse surrogate is five. Here, we use nine
points, corresponding to the corners of the objective space,
i.e., {f1, k1, k2} = {1.5, 1.2, 1.2}, {1.5, 1.2, 1.6}, {1.5, 1.6,
1.2}, {1.5, 1.6, 1.6}, {2.5, 1.2, 1.2}, {2.5, 1.2, 1.6}, {2.5, 1.6,
1.2}, {2.5, 1.6, 1.6}, and the center {2.0, 1.4, 1.4}.

FIGURE 3. Triple-band dipole antenna: selected two-dimensional cuts of
the sensitivity-based inverse surrogate model for selected geometry
parameters: (a) f1 - k1 plane, (b) f1 - k2 plane, and (c) k1 - k2 plane.
Reference designs marked using circles.

The selected two-dimensional cuts of the inverse surrogate
obtained using (8) have been shown in Fig. 3. Because the
surrogate is constructed using limited information from the
reference designs, dimension scaling errors are unavoidable.
However, it can be observed that the surrogate adequately rep-
resents the trends between the figures of interest and the ref-
erence designs. In particular, the monotonicity relationships
between the antenna geometry parameters and the operating
frequencies seem to be well preserved. This is an indication
that the correction procedure (20) is likely to work well.

Verification of the scaling procedure of Section 2
has been carried out by re-designing the antenna for
the following six sets of target operating frequencies:
[f1 f2 f3] = [1.6 2.1 3.2] GHz, [f1 f2 f3] = [1.6 2.45
3.1] GHz, [f1 f2 f3] = [1.8 2.45 3.6] GHz, [f1 f2 f3] =
[1.8 2.7 4.1] GHz, [f1 f2 f3] = [2.4 3.5 4.5] GHz, and
[f1 f2 f3] = [2.4 3.8 5.8] GHz.
The reflection responses corresponding to the final

designs obtained using the procedure of Section 2 with
sensitivity-based inverse surrogates can be found in Fig. 4.
Note that the initial scaling errors are quite considerable
as expected; however, all designs are well aligned with the
required operating frequencies upon accomplishing the cor-
rection stage (cf. (20)). The antenna matching is also good
in all instances. The average cost of the correction proce-
dure was three iterations (i.e., three EM simulations of the
antenna structure). The specific antenna dimensions have
been gathered in Table 1.

For the sake of comparison, the antenna was re-designed
using the non-sensitivity-based inverse surrogates [25]. It can
be observed, also in Fig. 4, that the design quality is com-
parable for both methods. However, as mentioned before,
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FIGURE 4. Verification results: triple-band dipole antenna scaled for:
(a) [f1 f2 f3 ] = [1.6 2.1 3.2] GHz, (b) [ f1 f2 f3 ] = [1.6 2.45 3.1] GHz,
(c) [f1 f2 f3 ] = [1.8 2.45 3.6] GHz, (d) [ f1 f2 f3 ] = [1.8 2.7 4.1] GHz,
(e) [f1 f2 f3 ] = [2.4 3.5 4.5] GHz, (f) [ f1 f2 f3 ] = [2.4 3.8 5.8] GHz.
Responses before correction (20) of Section 2.4, i.e., obtained from the
sensitivity-based inverse surrogate marked using thin dashed line; the
final designs obtained using the sensitivity- and non-sensitivity-based
technique (benchmark) marked using thick solid and dashed lines,
respectively. Required operating frequencies are marked using vertical
lines.

the non-sensitivity-based approach required 27 reference
designs. Thus, the computational benefits of the proposed
methodology are evident.

TABLE 1. Dimensions of the triple-band antenna at verification designs.

FIGURE 5. A dual-band antenna with two C-shaped radiating strips:
(a) geometry with highlighted design parameters and (b) visualization of
the antenna high-fidelity model.

B. EXAMPLE 2: TRIPLE-BAND UNIPLANAR
DIPOLE ANTENNA
As the second example, consider a dual-band monopole
antenna shown in Fig. 5. The structure is based on the radiator
of [28]. It consists of a driven element in the form of two
C-shaped structures interconnected by a central strip and fed
through a stepped impedance microstrip line. The vector of
geometry parameters is x = [l1 l2 l3 l4 l5 w o1r o2r]T . The
relative variables are o1 = (0.5l1 – w)o1r , o2 = o1 + w+
(l1 – o1 – w)o2r , ls1 = 0.2(l4+ 2w), ls2 = 0.2(l5+ 2w),
whereas o = 5 remains fixed. Parameter w0 is calculated
based on the transmission line theory for the given values
of substrate permittivity εr and thickness h [24]. The unit
for all geometry parameters (except the ones with r in sub-
script) is mm. Geometrical consistency of the antenna model
is maintained for the following lower and upper bounds:
l = [15 5 3 10 10 0.5 0.1 0.1]T and u = [25 10 10 20 20
3 0.9 0.9]T .

The computational model of the structure is imple-
mented in CST Microwave Studio and evaluated using its
time-domain solver [27]. The low-fidelity model Rc is dis-
cretized using ∼200,000 hexahedral mesh cells and its aver-
age simulation time on a dual Intel Xeon E5540machine with
64 GB RAM is 52 s. The high-fidelity model Rf comprises
∼900,000 cells and its typical simulation time is 170 s.
Besides relaxed mesh density, other simplifications incor-
porated in Rc include representing metallization as perfect
electrical conductor and the lack of the SMA connector.
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The objective is to re-design the antenna with respect to
four figures of interest: the operating frequencies f1 and f2,
as well as permittivity and height of the substrate the radi-
ator is implemented on. The scaling procedure is supposed
to work within the following ranges: 2.0 GHz ≤ f1 ≤
3.0 GHz, 5.0 GHz ≤ f2 ≤ 6.0 GHz, 2.5 ≤ εr ≤ 4.5, and
0.6 mm ≤ h ≤ 1.6 mm.
The sensitivity-based inverse surrogate is set up using

17 reference designs corresponding to the corners of the
aforementioned objective space, i.e., {f1, f2, εr , h} = {2.0,
5.0, 2.5, 0.6}, {2.0, 5.0, 2.5, 1.6}, {2.0, 5.0, 4.5, 0.6}, . . . ,
{3.0, 6.0, 4.5, 1.6} aswell as the its center, i.e., {f1, f2, εr , h}=
{2.5, 5.5, 3.5, 1.1}. Additionally, a single high-fidelity
model reference design was used, also corresponding to
{f1, f2, εr , h} = {2.5, 5.5, 3.5, 1.1}, x∗f (2.5,5.5,3.5,1.1) =
[27.0 5.62 4.74 1.00 1.35 2.87 0.30 0.46]T . The correspond-
ing low-fidelity reference design is x∗c (2.5,5.5,3.5,1.1) =
[23.7 7.67 5.05 2.69 3.04 2.68 0.45 0.28]T mm. As for the
first example, the reference designs have been found using
feature-based optimization [20] with the optimization cost
being a few dozen of low-fidelity EM model evaluations per
design.

It should be emphasized that given four figures of interest,
the minimum number of reference designs is 27 (cf. (7)),
for the non-sensitivity-based technique. Here, for the sake
of comparative experiments the non-sensitivity-based inverse
surrogate has been constructed sing 50 reference points,
which include the seventeen points employed by the proposed
method as well as 33 additional points corresponding to
randomly allocated values of the figures of interest. Accord-
ing to (9), the minimum number of reference designs for
sensitivity-based inverse surrogate is only six. The reason for
using 17 designs is to include all corners of the objective
space, which still gives a significant computational savings
(by a factor of three).

Figure 6 show the selected two-dimensional cuts of
the inverse surrogate obtained using (8). Similarly as in
Section 3.1, although the accuracy of the surrogate is limited,
it is expected that the iterative correction (20) will work prop-
erly given appropriate account for the overall relationships
between the figures of interest and geometry parameters.

Verification of the scaling procedure of Section 2 has been
carried out by re-designing the antenna for the following six
sets of target operating frequencies: [f1 f2 εr h] = [2.2 5.1
2.5 0.76], [2.45 5.5 2.5 0.76], [2.2 5.1 3.5 0.81], [2.45 5.3
3.5 1.0], [2.7 5.8 4.4 1.0], and [2.7 5.8 2.5 1.0] (frequency
in GHz, substrate height in mm).

Figure 7 shows the reflection responses correspond-
ing to the final designs obtained using the procedure of
Section 2 with sensitivity-based inverse surrogates. In this
case, the initial scaling errors are not as significant as for
the previous example, and the antenna resonances are well
aligned with the target operating frequencies upon accom-
plishing the correction stage (cf. (20). The cost of the correc-
tion procedure was three iterations (i.e., three EM simulations

FIGURE 6. Dual-band monopole antenna: selected two-dimensional cuts
of the sensitivity-based inverse surrogate model for selected geometry
parameters: (a) f1 - f2 plane, (b) f1 - εr plane, (c) f2 - εr plane, and (d) f2 -
h plane. Reference designs marked using circles.

TABLE 2. Dimensions of the dual-band antenna at verification designs

of the antenna structure). Table 2 provides the antenna
dimensions.

As a benchmark, the antenna was re-designed using the
non-sensitivity-based inverse surrogates [25]. Figure 7 indi-
cates that the design quality is comparable for both methods.
Notwithstanding, the non-sensitivity-based approach was
executed using 50 reference designs, whereas the proposed
approach only required 17 reference points. Thus, the cost of
setting up the inverse surrogate has been reduced by a factor
of three.
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FIGURE 7. Verification results: dual-band antenna scaled for: (a) [ f1 f2
εr h ] = [2.2 5.1 2.5 0.76], (b) [ f1 f2 εr h ] = [2.45 5.5 2.5 0.76], (c) [ f1
f2 εr h ] = [2.2 5.1 3.5 0.81], (d) [ f1 f2 εr h ] = [2.45 5.3 3.5 1.0], (e) [ f1
f2 εr h ] = [2.7 5.8 4.4 1.0], (f) [ f1 f2 εr h ] = [2.7 5.8 2.5 1.0]. Responses
before correction (20) of Section 2.4, i.e., obtained from the
sensitivity-based inverse surrogate marked using thin dashed line; the
final designs obtained using the sensitivity- and non-sensitivity-based
technique (benchmark) marked using thick solid and dashed lines,
respectively. Required operating frequencies are marked using vertical
lines.

IV. CONCLUSION
In the paper, a novel framework for fast dimension scaling of
antenna structures has been proposed. Its major contribution

is a sensitivity-based procedure for inverse surrogate model
identification, which allows for a significant (by up to sev-
enty percent) reduction of the number of reference designs
required to render the model. This facilitates handling more
challenging design situations that involve three or more
figures of interest simultaneously. The surrogate modeling
process is rigorously formulated including the low-cost algo-
rithm for extracting the geometry parameter sensitivities with
respect to the relevant performance figures. Our methodol-
ogy is comprehensively validated using a triple-band dipole
antenna re-designed with respect to the operating frequencies
and a dual-band patch antenna re-designed for operating
frequencies and substrate parameters. Here, the inverse surro-
gates are constructed using only nine and seventeen reference
designs, respectively, despite handling three and four perfor-
mance figures. The models yield accurate predictions, further
improved using the iterative correction process. Comparison
with the non-sensitivity based inverse models indicates that
reduction of the number of reference designs does not lead to
any degradation of the results quality.
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