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The structure of generalized BI-algebras and
weakening relation algebras

Nikolaos Galatos and Peter Jipsen∗

Abstract. Generalized bunched implication algebras (GBI-algebras) are
defined as residuated lattices with a Heyting implication, and are posi-
tioned between Boolean algebras with operators and lattices with oper-
ators. We characterize congruences on GBI-algebras by filters that are
closed under Gumm-Ursini terms, and for involutive GBI-algebras these
terms simplify to a dual version of the congruence term for relation al-
gebras together with two more terms.

We prove that representable weakening relation algebras form a va-
riety of cyclic involutive GBI-algebras, denoted by RWkRA, containing
the variety of representable relation algebras. We describe a double-
division conucleus construction on residuated lattices and on (cyclic
involutive) GBI-algebras and show that it generalizes Comer’s dou-
ble coset construction for relation algebras. Also, we explore how the
double-division conucleus construction interacts with other class oper-
ators and in particular with variety generation. We focus on the fact
that it preserves a special discriminator term, thus yielding interesting
discriminator varieties of GBI-algebras, including RWkRA.

To illustrate the generality of the variety of weakening relation
algebras, we prove that all distributive lattice-ordered pregroups and
hence all lattice-ordered groups embed, as residuated lattices, into rep-
resentable weakening relation algebras on chains. Moreover, every rep-
resentable weakening relation algebra is embedded in the algebra of
all residuated maps on a doubly-algebraic distributive lattice. We give a
number of other instructive examples that show how the double-division
conucleus illuminates the structure of distributive involutive residuated
lattices and GBI-algebras.

Mathematics Subject Classification. Primary: 06F05; Secondary: 08B15,
03B47, 03G10.

Keywords. Bunched implication algebra, relation algebra, weakening re-
lation, discriminator, substructural logic, residuated lattice.
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1. Introduction and terminology

A residuated lattice is an algebra A = (A,∧,∨, ·, \, /, 1) where (A,∧,∨) is a
lattice, (A, ·, 1) is a monoid and \, / are the left and right residuals of ·, i.e.,
xy ≤ z ⇐⇒ y ≤ x\z ⇐⇒ x ≤ z/y for all x, y, z ∈ A.

A residuated lattice is commutative if it satisfies the identity xy = yx, or
equivalently x\y = y/x. It is called integral if it satisfies x ≤ 1. A Brouwerian
algebra is a residuated lattice where multiplication and meet coincide: xy =
x ∧ y. Using a slightly modified signature, it is an algebra A = (A,∧,∨, ·,→
,>) that is a lattice with top > such that for all x, y, z ∈ A

x ∧ y ≤ z ⇐⇒ y ≤ x→ z.

It follows that it is commutative, integral and distributive. Heyting algebras
are defined as bounded Brouwerian algebras expanded with a constant ⊥
denoting the least element.

A generalized bunched implication algebra (or GBI-algebra) is an algebra

A = (A,∧,∨,→,>, ·, \, /, 1)

such that (A,∧,∨, ·, \, /, 1) is a residuated lattice and (A,∧,∨, ·,→,>) is a
Brouwerian algebra. Alternatively one may also call these algebras residuated
Brouwerian algebras. Bounded GBI-algebras are expansions of GBI-algebras
with an additional constant ⊥ which is defined to be the bottom element.
Hence GBI-algebras have Brouwerian algebra reducts, while bounded GBI-
algebras have Heyting algebra reducts, so these algebras are also referred to
as residuated Heyting algebras. Residuated operations always distribute over
lattice joins, hence Heyting algebras, Brouwerian algebras and (bounded)
GBI-algebras have distributive lattice reducts. The intuitionistic negation is
defined by ¬x = x → ⊥. A bunched implication algebra (or BI-algebra) is a
commutative bounded GBI-algebra. These algebras are the algebraic seman-
tics of bunched implication logic which is part of separation logic, a program-
ming logic for modeling mutable data structures and concurrent processes
[19, 20]. Heyting algebras are (term equivalent to) the subvariety of bounded
BI-algebras that satisfy x ∧ y = xy (or equivalently x → y = x\y = y/x). A
recent publication [4] on MV-algebras expanded with a Gödel algebra impli-
cation considers another subvariety of bounded BI-algebras.

Well known examples of (noncommutative) bounded GBI-algebras come
from algebras of binary relations. Let R be a collection of binary relations
on a set X such that R is closed under ∩,∪,→, ; , \, / and contains a largest
relation >, the empty relation ∅, as well as a relation E such that E ◦ R =
R ◦ E = R for all R ∈ R. Here the operation → is defined by R → S =
Rc ∪S (where c is complementation with respect to >), relation composition
is written ; and \, / are defined by the usual expressions for residuals on
binary relations: R\S = (R`;Sc)c and R/S = (Rc;S`)c, where ` denotes
the converse operation R` = {(x, y) : (y, x) ∈ R}. The algebra (R,∩,∪,→
,>, ∅, ·, \, /, E) is a bounded GBI-algebra and, in fact, (term equivalent to) a
representable relation algebra.
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Originally Tarski [21] and Jónsson and Tarski [16] defined the variety
RA of (abstract) relation algebras as Boolean algebras (A,∧,∨,¬,>,⊥) with
an associative binary operator · (i.e., distributes over ∨ in each argument)
and a unary operator ` such that · has a unit element 1, x`` = x, (xy)` =
y`x` and x` · ¬(xy) ≤ ¬y. Alternatively, relation algebras are of the form
(A,∧,∨,¬,>,⊥, ·,` , 1) where (A,∧,∨,¬,>,⊥) is a Boolean algebra, (A, ·, 1)
is a monoid and for all x, y, z ∈ A

xy ∧ z = ⊥ ⇐⇒ (z · y`) ∧ x = ⊥ ⇐⇒ (x` · z) ∧ y = ⊥.

In the above example of algebras of binary relations, Rc = R→ ∅ = ¬R and
R` = ¬(R\¬E). Conversely, given the abstract relation algebra signature
∧,∨,¬,>,⊥, ·, 1,` the terms for the GBI-signature are defined as in the rep-
resentable case: x→ y = ¬x∨y and x\y = ¬(x`·¬y), x/y = ¬(¬x·y`). Again
it is easy to check that every (abstract) relation algebra is a bounded GBI-
algebra. However relation algebras are a proper subvariety since they have
Boolean algebra reducts and satisfy additional identities (see Lemma 1.1).

In relation algebras the composition of complementation and converse
behaves like an involution for the residuated lattice reduct. More specifically,
we consider the context of pointed residuated lattices (also known as FL-
algebras), which are expansions of residuated lattices by an arbitrary negation
constant 0 and by the linear negation terms ∼x = x\0 and −x = 0/x. In
this signature we consider the identities ∼−x = x = −∼x (involutivity) and
∼x = −x (cyclicity), defining the varieties InFL of involutive FL-algebras and
CyInFL of cyclic involutive FL-algebras [10]. The importance of involution
stems from the fact that in InFL the residuals are expressible in terms of
multiplication · and the linear negations: x\y = ∼(−y ·x) = ∼x+y and x/y =
−(y ·∼x) = x+−y hold in InFL, where x+y = ∼((−y)(−x)) = −((∼y)(∼x))
is the dual of multiplication with respect to the linear negations. Involutive
FL-algebras can be defined in the signature ∧,∨, ·, \, /, 1, 0, but also in the
signature ∧,∨, ·,∼,−, 1, 0, or even in ∧, ·,∼,−, 1.

In relation algebras ∼ is definable as complement-converse since ∼x =
x\0 = ¬(x` · ¬0) = ¬(x` · 1) = ¬(x`). Since converse and complement com-
mute in relation algebras, it follows that ∼∼x = x and applying − on both
sides gives cyclicity. Therefore all relation algebras have reducts in CyInFL,
but the situation is even better explained in the context of pointed GBI-
algebras, as then we can capture the full signature of relation algebras.

We denote by InGBI the variety of involutive GBI-algebras. Since > is
the greatest element in a GBI-algebra, in the involutive case it is easy to see
that ∼> = −> and that this is a least element, denoted by ⊥. In other words
involutive GBI-algebras are automatically bounded, hence they have Heyting
algebra reducts. Furthermore, they admit a dual Heyting algebra structure
as well, where the join operation has a dual residual:

z ≤ x ∨ y ⇔ ∼((−x)→ (−z)) ≤ y.

Therefore involutive GBI-algebras have bi-Heyting algebra reducts. Relation
algebras are precisely cyclic involutive GBI-algebras that satisfy a few more
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identities as is shown in the lemma below. Among other things in relation
algebras the elements 1 and 0 are complements.

Lemma 1.1. Relation algebras are term equivalent to cyclic involutive GBI-
algebras that satisfy ¬¬x = x, ∼¬x = ¬∼x and ¬∼(xy) = ¬∼y · ¬∼x (where
¬x = x→ ⊥). The term-equivalence is given by x` = ¬∼x and ∼x = ¬(x`).

Proof. Let A = (A,∧,∨,¬,⊥,>, ·,` , 1) be a relation algebra. It is well known
that A is a residuated Boolean algebra [18, 10], hence (term-equivalent to) a
GBI-algebra with x→ y = ¬x ∨ y, x\y = ¬(x` · ¬y) and x/y = ¬(¬x · y`).
The identity ¬¬x = x holds since x → ⊥ is complementation in a Boolean
algebra. The involutive constant is 0 = ¬1, hence cyclicity holds: x\0 =
¬(x` · 1) = ¬(x`) = ¬(1 · x`) = 0/x. Defining ∼x = ¬(x`) and recalling
that ¬,` commute in relation algebras, we obtain ∼∼x = x and x` = ¬∼x,
whence the second and third identity also hold.

Conversely, assume A = (A,∧,∨,→,⊥,>, ·,∼, 1) is a cyclic involutive
GBI-algebra that satisfies the three identities. Then (A, ·, 1) is a monoid,
(A,∧,∨,→,⊥,>) is a Heyting algebra and the identity ¬¬x = x implies it is a
Boolean algebra. Defining x` = ¬∼x, it suffices to prove that xy∧z = ⊥ ⇐⇒
(z ·y`)∧x = ⊥ ⇐⇒ (x` ·z)∧y = ⊥ then (A,∧,∨,¬,⊥,>, ·,` , 1) is a relation
algebra. Using complementation and residuation we have xy ∧ z = ⊥ ⇐⇒
xy ≤ ¬z ⇐⇒ x ≤ ¬z/y ⇐⇒ ¬(¬z/y) ≤ ¬x ⇐⇒ ¬(¬z/y) ∧ x = ⊥. Using
cyclic involution and the last two identities, we get ¬(¬z/y) = ¬∼(y ·∼¬z) =
z · ¬∼y = z · y`, proving the first equivalence, and the second one follows
similarly. �

Skew relation algebras [7] are defined as Boolean InFL′-algebras (where
x′ = ¬x), or equivalently as involutive GBI-algebras that have a Boolean
reduct (i.e., satisfy ¬¬x = x). In [7] it is proved that skew relation algebras
that satisfy ¬∼(xy) = ¬∼y · ¬∼x are relation algebras. This shows that
cyclicity and ∼¬x = ¬∼x are not needed in the preceding lemma.

Examples of non-Boolean involutive algebras of concrete binary rela-
tions are obtained as follows: let R be a collection of binary relations on some
set X that are closed under ∩,∪,→, ; ,∼ (where ∼ is complement-converse)
and contain a biggest relation > as well as a relation E that contains the
identity relation on X such that E;R = R = R;E for all R ∈ R. Then R
with the above operations is a cyclic involutive GBI-algebra. Such algebras
are called representable since they are based on binary relations. Note that
E is a preorder since it is reflexive and E;E = E. In addition every R ∈ R
satisfies E;R;E ⊆ R, and relations with this property are called weaken-
ing relations with respect to the preorder E: if x′Ex, xRy and yEy′, the
weaker condition x′Ey′ also holds. We will be investigating such algebras of
weakening relations in Section 6.

This paper describes the algebraic structure of GBI-algebras and invo-
lutive bounded GBI-algebras, in a way that is inspired by and connects to
relation algebras. Weakening relations provide an interesting model of cyclic
involutive GBI-algebras, as well as a generalization of representable relation
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algebras. We describe a general construction of a double-division conucleus
and show that when applied to algebras of relations it yields algebras of weak-
ening relations. Several constructions on relation algebras are examined from
this point of view and turn out to behave well in this non-classical setting. It
should also be noted that the varieties of (cyclic) involutive residuated lat-
tices and distributive residuated lattices have decidable equational theories
[8, 9] while this is not the case for relation algebras.

From the point of view of relation algebras, bounded GBI-algebras are
an interesting class of Heyting algebras with operators, positioned between
Boolean algebras with operators and lattices with operators. From the per-
spective of algebraic logic, Heyting algebras with operators provide the alge-
braic semantics for intuitionistic polymodal logic.

2. Congruences in relation algebras and residuated lattices

We begin with a brief review of congruence ideals in relation algebras [17].
Since they have Boolean algebra reducts, a congruence θ on a relation algebra
A is determined by the ⊥-congruence class I = [⊥]θ. Such a set I is called a
congruence ideal, and is always a Boolean algebra ideal. Moreover the congru-
ence relation can be recovered from a congruence ideal: θ = {(x, y) : x⊕y ∈ I}
where ⊕ is the symmetric difference x⊕ y = (x∧¬y)∨ (¬x∧ y). In a similar
way congruence filters are defined as the congruence classes of >.

Theorem 2.1 ([17]). An ideal I of a relation algebra is a congruence ideal if
and only if for all x ∈ I we have >x> ∈ I.

In the forward direction, observe that >x> θ >⊥> = ⊥ since ⊥x =
x⊥ = ⊥ in any residuated lattice, hence also in any relation algebra. There-
fore any congruence ideal I has the property that x ∈ I implies >x> ∈ I.
Conversely, let I be an ideal with the property that x ∈ I implies>x> ∈ I. To
conclude that I is a congruence ideal, it suffices to show that x⊕y ∈ I implies
x`⊕y`, xz⊕yz, zx⊕ zy ∈ I. Since x` ≤ x` ·x ·x` ≤ >x>, it follows that I
is closed under converse. Therefore x⊕y ∈ I implies (x⊕y)` = x`⊕y` ∈ I,
which shows that xθy implies x`θy`. Moreover, if x⊕ y ∈ I then x∧¬y ∈ I,
hence

xz ∧ ¬(yz) = (x ∧ (y ∨ ¬y))z ∧ ¬(yz)

= ((x ∧ y)z ∨ (x ∧ ¬y)z) ∧ ¬(yz)

≤ (yz ∧ ¬(yz)) ∨ ((x ∧ ¬y)z ∧ ¬(yz))

≤ ⊥ ∨>(x ∧ ¬y)> ∧ ¬(yz)

≤ >(x ∧ ¬y)> ∈ I.

By the same argument ¬(xz)∧yz ∈ I follows from ¬x∧y ∈ I, so we conclude
that xz ⊕ yz ∈ I. The proof for zx⊕ zy ∈ I is similar.
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We will be working with congruence filters instead of congruence ideals,
due to the asymmetry of (non-involutive) GBI-algebras. The following result
is obtained by taking the dual of the term >x>, which is ⊥+x+⊥ = >\x/>.
We will generalize this result in Theorem 4.1.

Corollary 2.2. A filter F of a relation algebra is a congruence filter if and
only if for all x ∈ F we have >\x/> ∈ F .

Residuated lattices are considerably more general than relation alge-
bras, so characterizing their congruences requires a slightly different strat-
egy. A congruence θ on a residuated lattice A is determined by [1]θ since
xθy ⇐⇒ x\y∧y\x∧1 ∈ [1]θ, so A is 1-regular. The terms λa(x) = (a\xa)∧1
and ρa(x) = (ax/a) ∧ 1 are the left and right conjugates. A third term
κa(x, y) = (a ∨ x) ∧ y implies convexity for sublattices closed under it. To-
gether the terms κa, λa, ρa form a set of Gumm-Ursini ideal terms [11] for
residuated lattices. A convex normal subalgebra is a subset H that is closed
under ∧,∨, ·, 1, \, /, κa, λa, ρa for all a ∈ A.

Theorem 2.3 ([2]). For a residuated lattice A, a subset N of A is the 1-
congruence class of some θ ∈ Con(A) if and only if N is a convex normal
subalgebra. Moreover, Con(A) is isomorphic to the lattice of convex normal
subalgebras via the bijection θ 7→ [1]θ and N 7→ {(x, y) : x\y ∧ y\x ∧ 1 ∈ N}.

Since Brouwerian algebras and Heyting algebras are residuated lattices
(with xy = x ∧ y and a ⊥ element in the latter case) the preceding result
specializes to these algebras. In particular, a congruence θ on a Brouwerian
algebra is determined by the lattice filter F = [>]θ, which ends up being
exactly the characterization of convex normal subalgebras in this residuated
lattice. Conversely, given a lattice filter F , the relation θF = {(x, y) : (x →
y) ∧ (y → x) ∈ F} is a congruence on the Brouwerian algebra. The term
(x→ y) ∧ (y → x) is usually abbreviated x↔ y.

3. Congruences on GBI-algebras

We now consider the case of congruences on GBI-algebras. Note that the
results in this section are new even for BI-algebras. Commutativity of · makes
the conjugates λa, ρa superfluous but it does not substantially simplify the
interaction of ∧,→ with ·, \, /.

Since GBI-algebras are residuated lattices in two ways, congruences are
determined by either their congruence class of > or their congruence class of
1. We first give a characterization of the congruence classes of >.

3.1. Congruences via their classes of >
For a GBI-algebra A we would like to find conditions on a filter F such that
θF = {(x, y) : x ↔ y ∈ F} is a congruence on A. Properties of ↔ ensure
that θF is an equivalence relation. It remains to show that a θF c implies
a∗ b θF c∗ b and b∗a θF b∗ c for all a, b, c ∈ A and ∗ ∈ {·, \, /,→}. That θF is
compatible with → is easy to see and also follows from the characterization
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of congruences in Brouwerian algebras by lattice filters. So given a→ c ∈ F
we want to conclude that

ab→ cb, ba→ bc, c\b→ a\b, b\a→ b\c, a/b→ c/b, b/c→ b/a ∈ F

for all b ∈ A.
We will consider the first condition: a → c ∈ F implies ab → cb ∈ F .

By the upward closure of F , a → c ∈ F is equivalent to the existence of an
x ∈ F such that x ≤ a → c, namely a ∧ x ≤ c. Likewise, ab → cb ∈ F is
equivalent to the existence of y ∈ F such that y ≤ ab → cb. If F is closed
under the term

ua,b(x) = ab→ (x ∧ a)b

then we can take y = ua,b(x) and it follows that y = ab→ (x∧a)b ≤ ab→ cb,
hence ab→ cb ∈ F .

Conversely, if F is a congruence filter, say F = [>]θ then it is indeed the
case that F is closed under the term ua,b(x) for all x ∈ F and all a, b ∈ A:
let x ∈ F , then xθ>, hence

ua,b(x) θ ua,b(>) = ab→ (> ∧ a)b = ab→ ab = >

and we conclude that ua,b(x) ∈ F . Consequently, the first condition is equiv-
alent to closure of F under the term ua,b(x) = ab → (x ∧ a)b. Similarly, the
second term ba→ bc will be in F if and only if for all a, b ∈ A and all x ∈ F
we have u′a,b(x) = ba→ b(a ∧ x) ∈ F .

Furthermore, closure of F under ua,b and u′a,b is equivalent to the con-
ditions that for all a, b ∈ A,

Ua,b: ∀x ∈ F, ∃y ∈ F, y ∧ ab ≤ (x ∧ a)b

U ′a,b: ∀x ∈ F, ∃y ∈ F, ba ∧ y ≤ b(a ∧ x)

since F is upward closed. We also define the terms

va,b(x) = a→ (x ∧ ab)/b, v′a,b(x) = a→ b\(ba ∧ x), w(x) = >\x/>

and their corresponding conditions

Va,b: ∀x ∈ F, ∃y ∈ F, (y ∧ a)b ≤ x ∧ ab
V ′a,b: ∀x ∈ F, ∃y ∈ F, b(a ∧ y) ≤ ba ∧ x
W : ∀x ∈ F, ∃y ∈ F, >y> ≤ x

The full characterization of congruence filters for GBI-algebras is as follows.

Theorem 3.1. A lattice filter F of a GBI-algebra A is a congruence filter if
and only if for all a, b ∈ A the set F is closed under

ua,b, u
′
a,b, w

or equivalently under

ua,b, u
′
a,b, va,b, v

′
a,b.

Also, closure under each term corresponds to the validity of the corresponding
condition for all a, b ∈ A.
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Proof. To see that congruence filters of GBI-algebras satisfy the closure con-
dition, it suffices to check that for x = > each of the terms evaluates to
>.

For the reverse implication, we have already observed that if F is closed
under ua,b(x), u′a,b(x) then θF = {(a, c) : a ↔ c ∈ F} is preserved by the
monoid operation.

Let a → c ∈ F . To see that a/b → c/b ∈ F and b\a → b\c ∈ F holds,
one uses the terms a/b→ (a ∧ x)/b and b\a→ b\(a ∧ x). We will show that
these terms can be replaced with va,b(x) and v′a,b(x) or alternatively with the

simpler term w(x). For the first of these claims, note that closure under the
term b\a→ b\(a∧ x) is equivalent to closure under v′a,b(x) = a→ b\(ba∧ x).
The forward direction is obtained by setting a := ba and using that a ≤
b\ba; the backward direction is obtained by setting a := b\a and using that
b(b\a) ≤ a. Likewise, we obtain closure under va,b(x).

Now assume F is closed under w, and let x = a→ c ∈ F , hence a∧x ≤ c.
Now

w(x) = >\x/> ≤ x/> = > → x/> ≤ a/b→ x/b

since >\x ≤ 1\x = x, a/b ≤ > and b ≤ >. Moreover,

a/b→ x/b = > ∧ (a/b→ x/b)

= (a/b→ a/b) ∧ (a/b→ x/b)

= a/b→ ((a/b) ∧ (x/b))

= a/b→ (a ∧ x)/b

so closure of F under w(x) implies closure of F under a/b → (a ∧ x)/b.
Similarly w(x) ≤ b\a→ b\(a ∧ x).

Next, we show that closure under u, u′, v, v′ implies that the following
conditions hold for all a, b ∈ A

Qa,b: ∀x ∈ F, ∃y ∈ F, a/(b ∧ x) ≤ y→ (a/b)

Q′a,b: ∀x ∈ F, ∃y ∈ F, (x ∧ b)\a ≤ y→ (b\a)

We show that Q′a,b for all a, b ∈ A, follows from Ua,b, V
′
a,b for all a, b ∈ A. In

particular, we will show that if x ∈ F and a, b ∈ A, then there exists y ∈ F
such that (x∧b)\a ≤ y→ (b\a) namely y∧ (x∧b)\a ≤ b\a. We first note that
by V ′1,b there is z ∈ F such that b(1∧z) ≤ b1∧x. Also, by U1,(1∧z)\(b\a) applied

to z, there is y ∈ F such that y ∧ 1[(1 ∧ z)\(b\a)] ≤ (1 ∧ z)[(1 ∧ z)\(b\a)].
Consequently, combining all of the above we have

y∧[(x∧b)\a] ≤ y∧[b(1∧z)\a] = y∧[(1∧z)\(b\a)] ≤ (1∧z)[(1∧z)\(b\a)] ≤ b\a
which yields the result. Condition Qa,b follows in a similar way.

Now suppose F satisfies the conditions Qa,b, Q
′
a,b for all a, b ∈ A. As-

sume that x = a → c ∈ F and let b ∈ A. From Qb,a we get y ∈ F such that
b/(a ∧ x) ≤ y→ (b/a), or equivalently y ≤ b/(a ∧ x)→ (b/a). Hence

a ∧ x ≤ c =⇒ b/c ≤ b/(a ∧ x) =⇒ y ≤ b/c→ b/a.

The argument for c\b→ a\b is similar. �
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In the above characterization, in contrast with Corollary 2.2 for relation
algebras, the term w is not enough by itself, as can be seen by considering
integral GBI-algebras, i.e., where > = 1 since in this case w(x) = x.

Corollary 3.2. For a GBI-algebra A, Con(A) is isomorphic to the lattice of
congruence filters via the bijection θ 7→ [>]θ and F 7→ {(x, y) : x↔ y ∈ F}.

The characterization of a congruence filter F can also be expressed by
conditions similar to normality in groups. For a set X and a binary operation
∗ ∈ {∧,∨, ·, \, /,→}, let X ∗ a = {x ∗ a : x ∈ X}. Note that condition Ua,b
states that for all x ∈ F there exists y ∈ F such that y ∧ ab ≤ (x ∧ a)b. This
can be rephrased by the condition (F ∧ a)b ⊆ ↑(F ∧ ab). Similar calculations
for the other terms give the following result.

Corollary 3.3. A lattice filter F in a GBI-algebra A is a congruence filter if
and only if it satisfies the following conditions for all a, b ∈ A,

↑((F ∧ a)b) = ↑(F ∧ ab) = ↑(a(b ∧ F ))

or equivalently the conditions for all a, b ∈ A,

(F ∧ a)b ⊆ ↑(F ∧ ab), a(b ∧ F ) ⊆ ↑(ab ∧ F ) and F ⊆ ↑(>F>).

Given a GBI-algebra A, an element d ∈ A is called a filter element if
there exists a congruence θ on A such that d is the smallest element of [>]θ,
or equivalently the principal filter ↑d is a congruence filter.

The next corollary follows by instantiating the conditions for F = ↑d
according to Corollary 3.3; the easiest way to do that is to see that if we
chose x = d in the conditions, then we can also choose y = d.

Corollary 3.4. An element d is a filter element of a GBI-algebra if and only
if for all a, b ∈ A

(d ∧ a)b = ab ∧ d = a(b ∧ d)

or equivalently for all a, b ∈ A
d ∧ ab ≤ (d ∧ a)b, ab ∧ d ≤ a(b ∧ d) and >d> = d.

For a finite GBI-algebra, all congruence filters are principal, so the set of
filter elements is in one-one correspondence with congruences of the algebra.

3.2. Congruences via their classes of 1

While it is more convenient to work with congruence filters in GBI-algebras
than with congruence classes of 1, the latter approach is well known for
residuated lattices, so we also extend it to GBI-algebras.

As mentioned before, a subset N of a residuated lattice A is equal to
[1]θ for some congruence θ if and only if it is a convex normal subalgebra of
A, or equivalently, if it is a subalgebra of A and it is closed under the terms,
for all a ∈ A,

λa(x) = (a\xa) ∧ 1, ρa(x) = (ax/a) ∧ 1, κa(x, y) = (a ∨ x) ∧ y.
In [10] it is also shown that a subset M of a residuated lattice A is equal to
[1]−θ for some congruence θ if and only if it is a convex normal submonoid
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of A−, or equivalently, if it is a submonoid of A and it is closed under the
terms, for all a ∈ A,

λa(x) = (a\xa) ∧ 1, ρa(x) = (ax/a) ∧ 1, κa(x, 1) = (a ∨ x) ∧ 1.

The correspondence between convex normal subalgebras N and submonoids
M of a residuated lattice is given by M = N− and N = {x : m ≤ x ≤ 1/m
for some m ∈M}; here X− = {x ∈ X : x ≤ 1}.

It is easy to see that M is a convex normal submonoid if and only if it
is a convex submonoid and it satisfies the conditions of normality

Na : ∀x ∈M, ∃y ∈M,ya ≤ ax and ∀x ∈M, ∃y ∈M,ay ≤ xa

or equivalently that ↑(Ma) = ↑(aM).
To extend the above to the setting of GBI-algebras, we consider the

terms

ra,b(x) = (a→ (ax ∧ b))/b ∧ 1, sa,b(x) = ((a→ xb)/(a→ b)) ∧ 1

and ta,b(x) = ((a→ b)/(xa→ b)) ∧ 1. For a convex normal submonoid M of
A−, we also consider the corresponding conditions

Ra,b: ∀x ∈M, ∃y ∈M, a ∧ yb ≤ ax ∧ b,
Sa,b: ∀x ∈M, ∃y ∈M, y(a→ b) ≤ a→ xb,

Ta,b: ∀x ∈M, ∃y ∈M, xa→ b ≤ y\(a→ b).

Note that under the assumption of Na for all a ∈ A, the condition Ra,b is
equivalent to

R′a,b: ∀x ∈M, ∃y ∈M, ay ∧ b ≤ a ∧ xb.

Indeed, if x ∈M , and a, b ∈ A, then by Nb there exists x′ ∈M such that
bx′ ≤ xb. Also, Rb,a applied to x′ yields an x′′ ∈M such that b∧x′′a ≤ bx′∧a.
Finally, by Na applying to x′′ we obtain a y ∈ M such that ay ≤ x′′a.
Therefore, we have

ay ∧ b ≤ b ∧ x′′a ≤ bx′ ∧ a = a ∧ bx′ ≤ a ∧ xb.

Similarly, in the presence of normality, R follows from R′.

Theorem 3.5. For a GBI-algebra A, a subset N is equal to [1]θ for some
congruence θ on A if and only if N is a convex normal subalgebra of the
residuated lattice reduct of A that is closed under ra,b for all a, b ∈ A, or
equivalently, under sa,b and ta,b for all a, b ∈ A.

Proof. By Theorem 2.3, N = [1]θ, so to check that N is closed under the
terms sa,b and ta,b it suffices to check that sa,b(1) = ta,b(1) = 1. This is true
since 1 ≤ y/y holds in any residuated lattice.

For the reverse implication, assume aθc and let d = c/a ∧ 1. Then
1 = (a/a ∧ 1) θ (c/a ∧ 1), hence d ∈ [1]θ = N from which we conclude that
ta,b(d) ∈ N . Now

ta,b(d) = ((a→ b)/((c/a ∧ 1)a→ b) ∧ 1 ≤ ((a→ b)/(c→ b) ∧ 1
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since (c/a ∧ 1)a ≤ (c/a)a ≤ c and the term (c/a ∧ 1)a occurs in an order-
preserving position. It follows that (a → b)/(c → b) ∧ 1 ∈ N , and the same
calculation with a, c interchanged shows that (c→ b)/(a→ b)∧1 ∈ N , hence
(a→ b) θ (c→ b).

Next assume bθc and let d = c/b ∧ 1. Again we have x ∈ N , hence
sa,b(d) ∈ N . The calculation

sa,b(d) = ((a→ (c/b ∧ 1)b)/(a→ b) ∧ 1 ≤ ((a→ c)/(a→ b) ∧ 1

and a similar with b, c interchanged show that (a→ b) θ (a→ c).
We now observe that the term ta,b(x) can be replaced by the term

ra,b(x) = (a→ (ax ∧ b))/b ∧ 1, since ra,b(1) = 1 and if x = b/a ∧ 1 then

ra,b→c(b/a∧1) = (a→ ((b/a∧1)x∧(b→ c)))/(b→ c)∧1 ≤ (a→ c)/(b→ c)∧1

and similarly for a, b interchanged. Hence if N is closed under ra,b→c(x) then
aθb implies (a→ c) θ (b→ c).

Finally we show that condition Sa,b follows from the rest. Let x ∈ N−
and a, b ∈ A. By condition R′a,b there exists z ∈ N− such that az∧b ≤ a∧xb.
Also by Ra,a→b there exists y ∈ N− such that

a ∧ y(a→ b) ≤ az ∧ (a→ b) ≤ (a→ az) ∧ (a→ b)

= a→ (az ∧ b) ≤ a→ (a ∧ xb) = (a→ a) ∧ (a→ xb) = a→ xb

so a ∧ a ∧ y(a→ b) ≤ xb and hence y(a→ b) ≤ a→ xb. �

We define N ⊆ A to be a convex normal subalgebra of a GBI-algebra A
if it satisfies the conditions of the above theorem. In other words normality
in the setting of GBI-algebras requires one more condition than normality
for residuated lattices.

Corollary 3.6. For a GBI-algebra A, Con(A) is isomorphic to the lattice of
convex normal subalgebras of A via the bijections

θ 7→ [1]θ and N 7→ {(x, y) : x/y ∧ y/x ∧ 1 ∈ N}.

Corollary 3.7. A subset N of a GBI-algebra A is a convex normal subalgebra
of A if and only if it is a convex normal subalgebra of the residuated-lattice
reduct of A and for all a, b ∈ A

↑(aN− ∧ b) = ↑(a ∧N−b).
It follows that the properties

aN ∧ b ⊆ ↑(N−b ∧ a) a→ Nb ⊆ ↑(N−(a→ b)) Na→ b ⊆ ↓(N−\(a→ b))

also hold for all a, b ∈ A.

Proof. This is a direct translation of the conditions R, R′, S and T . �

An element c in a residuated lattice A is called a congruence element
if it is the least element of a convex normal subalgebra of A. Recall that an
element c is called central if ac = ca for all a ∈ A. In Lemma 3.51 of [10] it
is shown that c is a congruence element of a residuated lattice if and only if
c is a central negative idempotent element. An element c of a GBI-algebra
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A is called a congruence element of A if it is the minimum of some convex
normal subalgebra of A. Note that then c is a fortiori a congruence element
of the residuated-lattice reduct of A.

Corollary 3.8. An element c is a congruence element of a GBI-algebra A if
and only if

xc = cx = x ∧ c> for all x ∈ A.

Moreover, a congruence element c satisfies c2 = c ≤ 1, a ∧ cb = ac ∧ b,
c(a→ b) ≤ a→ cb and ca→ b ≤ c\(a→ b) for all a, b ∈ A.

Proof. For a congruence element c, the conditions c2 = c ≤ 1, ac = ca,
a ∧ cb = ac ∧ b, c(a → b) ≤ a → cb and ca→ b ≤ c\(a→ b) follow easily by
noting that if x = c in the conditions N,R,R′, S, T , then the choice y = c is
necessary and sufficient. Taking a = x and b = > gives x∧ c> = xc∧> = xc.

Conversely, if xc = cx = x ∧ c> for all x ∈ A then c2 = c ∧ c> = c,
c = c1 = 1 ∧ c> ≤ 1 and a ∧ cb = a ∧ b ∧ c> = a ∧ c> ∧ b = ac ∧ b. �

3.3. Correspondence between congruences classes

The following result explains how we can move between the congruence class
of 1 and the congruence class of > for congruences on GBI-algebras. For
notational convenience, we define ↑−Y = {x : y ≤ x ≤ 1 for some y ∈ Y }.

Theorem 3.9. For GBI-algebras there is a one-one correspondence between
congruence filters F and negative parts M = N− of convex normal subalge-
bras N via the mutually inverse lattice isomorphisms

F 7→ ↑−(F ∧ 1) and M 7→ ↑(M>) [= ↑(N>)].

Proof. Let F be a congruence filter of a GBI-algebra. Clearly all elements of
↑−(F ∧ 1) are negative and the set is convex.

To show that ↑−(F ∧1) is closed under multiplication, let x, y ∈ ↑−(F ∧
1). Then there exist d1, d2 ∈ F , with d1 ∧ 1 ≤ x ≤ 1 and d2 ∧ 1 ≤ y ≤ 1, so if
we show that (1∧d1)(1∧d2) ∈ ↑−(F ∧1), then we will also get xy ∈ ↑−(F ∧1)
by order preservation. With that goal in mind, note that by condition U ′1,1∧d1
there exists d′2 ∈ F such that (1 ∧ d1)1 ∧ d′2 ≤ (1 ∧ d1)(1 ∧ d2), hence

1 ∧ d1 ∧ d′2 ≤ (1 ∧ d1)1 ∧ d′2 ≤ (1 ∧ d1)(1 ∧ d2) ≤ 1.

Since F is closed under meet, we have that d1∧d′2 ∈ F , so 1∧d1∧d′2 ∈ F ∧1
and (1 ∧ d1)(1 ∧ d2) ∈ ↑−(F ∧ 1).

We now show normality of ↑−(F ∧ 1). Let a ∈ A and d ∈ F . Then by
conditions U1,a on d and V ′1,a on d′ we get the existence of elements d′, d′′ ∈ F ,
respectively, such that

a(1 ∧ d′′) ≤ a · 1 ∧ d′ = d′ ∧ 1 · a ≤ (d ∧ 1)a

where the existence of d′′ depends on d′, so it makes sense to read the above
line from right to left.

Now let a, b ∈ A and d ∈ F . By conditions U ′1,a and V1,b we have that
there exist d′, d′′ ∈ F such that

a ∧ (d′′ ∧ 1)b ≤ a ∧ d′ ∧ 1b = a1 ∧ d′ ∧ b ≤ a(1 ∧ d) ∧ b.
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So, for all a, b ∈ A and x ∈ ↑−(F ∧ 1), there exists y ∈ ↑−(F ∧ 1) such that
a ∧ yb ≤ ax ∧ b. Thus we have established Ra,b for all a, b ∈ A.

Conversely, let N be a convex normal subalgebra of A and M = N−.
We will show that ↑(M>) = ↑(N>) is a congruence filter. It is clear that
it is upward closed. Also, that it is closed under meets follows from the fact
that for c1, c2 ∈M we have c1 ∧ c2 ∈M and also (c1 ∧ c2)> ≤ c1>, c2>. So,
(c1 ∧ c2)> ≤ c1> ∧ c2>.

If x ∈ ↑(M>) and a, b ∈ A, then there is c ∈M with c> ≤ x. By using
(from right to left in the displayed calculation below) condition R′a,>, Nb and

Ra,>, there exist c′, c′′, c′′′ ∈M such that

ab ∧ c′′′> ≤ abc′′ ∧ > = abc′′ ≤ ac′b = (ac′ ∧ >)b ≤ (a ∧ c>)b.

So, there is y = c′′′> ∈ M> ⊆ ↑(M>) such that y ∧ ab ≤ (x ∧ a)b, by
order-preservation. This establishes condition Ua,b; likewise we obtain U ′a,b.

We will now prove condition Va,b, that is we will show that if x ∈
↑(M>) and a, b ∈ A, there is y ∈ M> ⊆ ↑(M>) such that (y ∧ a)b ≤
x ∧ ab. There exists c ∈ M with c> ≤ x. By using (from right to left in
the displayed calculation below) conditions R′, N and R, we have that there
exist c′, c′′, c′′′ ∈M such that

(a ∧ c′′′>)b ≤ (ac′′ ∧ >)b = ac′′b ≤ abc′ = abc′ ∧ > ≤ ab ∧ c>
which yields (c′′′> ∧ a)b ≤ c> ∧ ab as required.

That the maps are order-preserving is clear. We will show that they are
mutually inverse. To show that ↑[(↑−(F ∧ 1))>] = F note that by U1,>,
for d ∈ F there exists d′ ∈ F such that d′ = 1> ∧ d′ ≤ (1 ∧ d)>. So
(F ∧ 1)> ⊆ ↑F and by order-preservation of multiplication and the upward
closure of F we get ↑[(↑−(F ∧ 1))>] ⊆ F . For the reverse inclusion, we have
that by V1,>, for d ∈ F there exists d′ ∈ F such that (d′ ∧ 1)> ≤ d∧ 1> = d.

So F ⊆ ↑[(F ∧ 1)>] ⊆ ↑[(↑−(F ∧ 1))>].
For the other composition we show that ↑−[(↑M>) ∧ 1] = M . We have

that for all c ∈ M , there exists c′ ∈ M such that c′ = 1c′ ∧ > ≤ 1 ∧ c>,
so M> ∧ 1 ⊆ M and hence ↑−[(↑M>) ∧ 1] ⊆ M . Also, we have that for
all c ∈ M , there exists c′ ∈ M such that 1 ∧ c′> ≤ 1c ∧ > = c ≤ 1, so
M ⊆ ↑−(M> ∧ 1) ⊆ ↑−[(↑M>) ∧ 1]. �

Corollary 3.10. Congruence elements c and filter elements d of GBI-algebras
are in one-one correspondence via c 7→ >c and d 7→ d ∧ 1.

Proof. If F = ↑d then the least element of ↑−(F ∧ 1) is d ∧ 1. Also, if N =
[c, 1/c], then M = N− = [c, 1] and the least element of ↑−(M>) is c>. The
maps are mutually inverse because >c ∧ 1 = > ∧ c1 = c for any congruence
element c, and (d ∧ 1)> = d ∧ 1> = d for any filter element d. �

4. Congruences on involutive GBI-algebras

For involutive GBI-algebras the characterization of congruence filters sim-
plifies further since the residuals \, / are definable by x\y = ∼((−y)x) and
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x/y = −(y(∼x)). This implies that only the operations ∧,∨,→, ·,∼,− need
to preserve congruence relations. Filters already characterize Brouwerian al-
gebra congruences, so it suffices to find terms that show a → c ∈ F implies
ab→ cb, ba→ bc,∼c→ ∼a,−c→ −a ∈ F . Recall that intuitionistic negation
is defined by the term ¬x = x→ ⊥.

Theorem 4.1. For an involutive GBI-algebra, a lattice filter F is a congruence
filter if and only if for all x ∈ F it follows that ¬∼x,¬−x,∼(>(−x)>) ∈ F.

Proof. To prove the forward implication, we note that congruence filters are
indeed closed under these terms since ¬∼> = ¬⊥ = >, ¬−> = > and
∼(>(−>)>) = ∼(>⊥>) = ∼⊥ = >.

For the reverse implication, suppose F is closed under the given terms,
and let x = a→ b ∈ F . Then a∧x ≤ b, from which we deduce −b ≤ −(a∧x)
and therefore −(a ∧ x)→ −a ≤ −b→ −a. Note that

¬−x = −x→ ⊥ ≤ −x→ −a = (−a→ −a) ∧ (−x→ −a)

= (−a ∨ −x)→ −a = −(a ∧ x)→ −a

hence ¬−x ∈ F implies −b→ −a ∈ F as required. By a similar calculation,
if a→ b ∈ F then ∼b→ ∼a ∈ F .

The term ∼(>(−x)>) is a translation of >\x/>

(>\x)/> = (∼>+ x) +−> = ∼>+ x+∼> = ∼(>(−x)>).

As in the proof of Theorem 3.1 this term is used to show that aθc im-
plies a/b θ c/b, or equivalently −(b(∼a))θ − (b(∼c)). Applying ∼ gives
b(∼a)θ b(∼c), and replacing a, c by −a,−c we get ba θ bc. The proof for
aθc =⇒ ab θ cb is similar. �

The three congruence terms in the preceding theorem contain no pa-
rameters, which means that the variety of involutive GBI-algebras has the
congruence extension property and the corresponding logic has a local de-
duction theorem [10].

The 3-element MV-algebra  L3 = {0, a, 1} with 0 < a < 1, aa = 0,
∼a = a and ¬a = 0 is a involutive BI-algebra that shows a � ¬∼a 6= ∼¬a.
The 4-element Boolean involutive BI-algebra B4 = {⊥, b, 1,>} with b ·b = ⊥,
> · b = b and ∼1 = 1 shows that ¬∼b � b.

Hence the terms ¬∼x, ¬−x are not decreasing. However, all three terms
in Theorem 4.1 are meet-preserving, e.g., ¬∼(x ∧ y) = (∼x ∨ ∼y) → ⊥ =
¬∼x ∧ ¬∼y. Now consider the term

τ(x) = x ∧ ¬∼x ∧ ¬−x ∧ ∼(>(−x)>).

Corollary 4.2. The following hold for involutive GBI-algebras.

(1) A lattice filter F is a congruence filter if and only if ∼F ⊆ ↓(¬F ),
−F ⊆ ↓(¬F ) and F ⊆ ↑(>F>).

(2) The congruence filter generated by a set Y is ↑{τn(y) : y ∈ 〈Y 〉, n ∈ ω}
where 〈Y 〉 is the lattice filter generated by Y .
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(3) An element d is a filter element if and only if τ(d) = d or, equivalently,
if ∼d = −d, ∼d ∨ d = > and >d> = d.

(4) Any filter element d is complemented, with complement ∼d that is also
a filter element. The set of filter elements is a Boolean subalgebra of the
{∧,∨,∼,>,⊥}-reduct of the GBI-algebra.

Proof. (1) The filter F is closed under ¬∼x if for all x ∈ F there exists
a y ∈ F such that y ≤ ¬∼x. This is equivalent to each of the following
equivalent statements:

∀x∃y∼x∧y ≤ ⊥, ∀x∃y∼x ≤ ¬y, ∀x∼x ∈ ↓(¬F ), ∼F ⊆ ↓(¬F ).

The other conditions are derived in a similar way.
(2) Let F = ↑{τn(y) : y ∈ 〈Y 〉, n ∈ ω}. Given a, b ∈ F we have a ≥

τm(x) and b ≥ τn(y) for some x, y ∈ 〈Y 〉. By symmetry we may assume
m ≤ n, so a ∧ b ≥ τm(x) ∧ τn(y) ≥ τn(x) ∧ τn(y) = τn(x ∧ y) ∈ F since
x ∧ y ∈ 〈Y 〉.

Also ¬∼b ≥ ¬∼τn(y) ≥ τn+1(y) ∈ F , and ¬−b,∼(>(−b)>) ∈ F is
proved the same way.

(3) By Theorem 4.1 a principal filter ↑d is a congruence filter if and
only if d ≤ ¬∼d, d ≤ ¬−d and d ≤ >\d/>. The first condition is equivalent
to d ∧ ∼d = ⊥, and by applying − we obtain −d ∨ d = >. In a similar way
we obtain d ∧ −d = ⊥ and ∼d ∨ d = >. Therefore, both ∼d and −d are
complements of d in the distributive lattice A, hence ∼d = −d. Finally, from
d ≤ >\d/> we get >d> ≤ d and the reverse inclusion follows because 1 ≤ >.

(4) That∼d and−d both serve as complements of d follows from (3), and
that they are equal follows from uniqueness of complements in distributive
lattices. We will now check the three conditions of (3) for the element ∼d.
To show that the two linear negations coincide for the element ∼d = −d,
we have ∼(∼d) = ∼(−d) = d = −(∼d). Furthermore, from ∼d ∨ d = > we
get ∼(∼d) ∨ ∼d = ∼−d ∨ ∼d = d ∨ ∼d = >. Finally, since >d> = d, by
Lemma 5.4(4) below, it follows that >\d/> = d, hence ⊥ + d + ⊥ = d, so
>(∼d)> = ∼(⊥+ d+⊥) = ∼d.

We now show that if c and d are filter elements, then so is c ∨ d, by
checking the conditions in (3). We have ∼(c ∨ d) = ∼c ∧ ∼d = −c ∧ −d =
−(c ∨ d) and >(c ∨ d)> = >c> ∨ >d> = c ∨ d. Finally, ∼(c ∨ d) ∨ (c ∨ d) =
(∼c ∧ ∼d) ∨ (c ∨ d) = (∼c ∨ c ∨ d) ∧ (∼d ∨ c ∨ d) = (> ∨ d) ∧ (> ∨ c) = >.

Therefore filter elements are closed under ∼ and ∨, and consequently
also under ∧. �

Filter elements in relation algebras are easier to describe because the
terms ¬∼x and ∼¬x are equal to each other (since ¬ and ∼ commute) and
they define the converse.

Recall that an algebra is called semisimple if it is a subdirect product
of simple algebras.

Lemma 4.3. Every finite involutive GBI-algebra is a direct product of simple
algebras. In particular, finite involutive GBI-algebras are semisimple.
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Proof. By Lemma 4.2(4) the congruence lattice of a finite involutive GBI-
algebra is a Boolean algebra, hence every congruence is a factor congruence.
Therefore every finite such algebra decomposes as a direct product of directly
indecomposable algebras, which are simple as their only congruence elements
are the top and the bottom. �

The condition of involutivity cannot be dropped since there are finite
Heyting algebras that are subdirectly irreducible but not simple.

Examples of other classes of semisimple involutive GBI-algebras are
given in Theorem 5.9 and Corollary 5.12.

5. Double-division conucleus

In this section we present a new method for constructing residuated lattices,
called the double-division conucleus construction and we show that it spe-
cializes to GBI-algebras. Based on this method we give a range of examples
of GBI-algebras and define two subvarieties that are closely related to, but
significantly more general than, representable relation algebras and relation
algebras.

5.1. The construction

Recall that an interior operator δ on a poset is a contractive idempotent
monotone function, i.e., δ(δ(x)) = δ(x) ≤ x and x ≤ y =⇒ δ(x) ≤ δ(y) for
all x, y ∈ A.

A weak conucleus δ on a residuated lattice is an interior operator that
satisfies the conuclear property for multiplication: δ(x)δ(y) ≤ δ(xy). It is easy
to see that this property is equivalent to the identity δ(δ(x)δ(y)) = δ(x)δ(y),
and we note that the concept of weak conucleus makes sense even for partially-
ordered semigroups.

For a residuated lattice A = (A,∧,∨, ·, \, /, 1) define

Aδ = {x : δ(x) = x} = {δ(x) : x ∈ A},

x ∧δ y = δ(x ∧ y), x \δ y = δ(x\y), and x /δ y = δ(x/y).

A residuated lattice-ordered semigroup is defined like a residuated lattice, but
without the assumption that it has a multiplicative identity, and of course
without the constant 1 in the signature. (In [1] it is shown that not all resid-
uated lattice-ordered semigroups can be embedded into residuated lattices.)

Lemma 5.1. If δ is a weak conucleus on a residuated lattice-ordered semigroup
A, then (Aδ,∧δ,∨, ·, \δ, /δ) is a residuated lattice-ordered semigroup. If Aδ
has an identity element e, then Aδ = (Aδ,∧δ,∨, ·, \δ, /δ, e) is a residuated
lattice.

Proof. This result is a version of [10, 3.41] that does not involve the monoid
unit. �
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A topological interior operator on a meet-semilattice is an interior op-
erator that satisfies the conuclear property for meet: δ(x) ∧ δ(y) ≤ δ(x ∧ y)
for all x, y ∈ A; the reverse inequality is true for all interior operators, so the
identity δ(x ∧ y) = δ(x) ∧ δ(y) holds. A weak conucleus on a residuated lat-
tice with this property is called a topological weak conucleus; in other words
a topological weak conucleus is precisely a weak conucleus with respect to
both multiplication and meet. The following lemma points out that in this
case the operation ∧δ coincides with ∧, so (Aδ,∧,∨, ·) is a subalgebra of the
∧,∨, · reduct of A.

Lemma 5.2. If δ is a topological weak conucleus on a residuated lattice-ordered
semigroup A = (A,∧,∨, ·, \, /), then (Aδ,∧,∨, ·, \δ, /δ) is a residuated lattice-
ordered semigroup. If Aδ has an identity element e, then Aδ = (Aδ,∧,∨, ·, \δ,
/δ, e) is a residuated lattice. Moreover, any {∧,∨, ·}-universal formula that
holds in A also holds in Aδ.

In particular, unlike weak conuclei, the topological ones preserve dis-
tributivity. The above result applies to GBI-algebras, in which case we define

x→δ y = δ(x→ y) and >δ = δ(>).

Theorem 5.3. If δ is a topological weak conucleus on a GBI-algebra A and
Aδ has an identity element e, then Aδ = (Aδ,∧,∨,→δ,>δ, ·, \δ, /δ, e) is a
GBI-algebra. If A is bounded or commutative, so is Aδ. More generally, any
{∧,∨, ·}-universal formula that holds in A also holds in Aδ.

Proof. By Lemma 5.1, (Aδ,∧δ,∨, ·, \δ, /δ) is a residuated lattice-ordered semi-
group, and since the Brouwerian algebra (A,∧,∨,→,>) is also a residuated
lattice with ∧ as monoid operation, it follows again by Lemma 5.1 that Aδ is
closed under ∧ and (Aδ,∧,∨,→δ, δ(>)) is a Brouwerian algebra. That δ(>)
is the top element of Aδ follows from the monotonicity of δ. �

In a residuated lattice-ordered semigroup A, an element p ∈ A is called
positive if for all x ∈ A, p\x, x/p ≤ x ≤ px, xp. Note that in a residuated
lattice an element is positive if and only if 1 ≤ p. We also define the following
maps on A:

δp(x) = p\x/p and γp(x) = pxp, where x ∈ A.

Lemma 5.4. Let A be a residuated lattice-ordered semigroup, and p a positive
idempotent element of A. The following hold:

(1) x = p\x if and only if px = x.
(2) x = x/p if and only if xp = x.
(3) x = p\x/p iff p\x = x = x/p. Also, x = pxp iff xp = x = px.
(4) p\x/p = x if and only if pxp = x.
(5) The maps x 7→ px, x 7→ xp and γp are closure operators.
(6) The maps x 7→ p\x, x 7→ x/p and δp are weak conuclei.
(7) γp and δp have the same image.
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Proof. (1) Since p is positive, we have p\x ≤ 1\x ≤ x ≤ px. Therefore

x = p\x ⇐⇒ x ≤ p\x ⇐⇒ px ≤ x ⇐⇒ px = x.

The proof of (2) is analogous.
(3) Note that x ≤ px, xp ≤ pxp, so x = pxp implies x = px and x = xp.

The converse is also true, since if x = px = xp, then pxp = px = x. So,
x = pxp if and only if x = px = xp. In a similar way, using that p\x/p ≤
p\x, x/p ≤ x one shows that x = p\x/p ⇐⇒ x = p\x = x/p.

(4) This result follows from (1), (2) and (3).
(5) Since p is positive, we have x ≤ px. From the idempotence of p, we

obtain ppx = px. Finally by order preservation of multiplication we get that
x 7→ px is order-preserving. Likewise x 7→ xp is a closure operator, and γp is
their composition, so it is also a closure operator.

(6) Since p is positive, we have p\x ≤ x. Since p is idempotent, we
have p\p\x = p2\x = p\x. By order preservation of division in the nu-
merator position we get that x 7→ p\x is order-preserving. Finally we have
(p\x)(p\y) ≤ p\xy because p(p\x)(p\y) ≤ x(p\y) ≤ xy, since p is positive.
Likewise we get that x 7→ x/p is a conucleus, and so is δp, being their com-
position.

(7) This follows from (4), (5) and (6). �

For two positive idempotent elements p, q ∈ A, the map γp,q(x) = pxq
is a closure operator and δp,q(x) = p\x/q is a conucleus, with the same set
of fixed elements, because they are compositions of the appropriate maps
mentioned in the previous theorem. The first two items of the next theorem
also hold with this more generalized notion, except for the fact that the image
need not have an identity element; we only get that p is a left identity and
q is a right identity. Since we are interested in algebras with identity, we
do not pursue this direction further. We will see that the double-conucleus
construction generalizes a result of Jónsson [15] for relation algebras, which
in turn generalizes Comer’s double coset construction [3] for group relation
algebras. This construction is defined by taking a subgroup P of a group G
and considering double cosets PgP , originally defined by Dresher and Ore
[5]. The latter paper also considers two subgroups P and Q of G and double
cosets of the form PgQ, therefore it links to the more general maps γp,q and
δp,q.

For a residuated lattice or GBI-algebra A and positive idempotent p,
we define

p\A/p = {p\a/p : a ∈ A}, x \p y = p\(x\y)/p, x /p y = p\(x/y)/p and

p\A/p = (p\A/p,∧,∨, ·, \p, /p, p).

Theorem 5.5. Let A = (A,∧,∨, ·, \, /) be a residuated lattice-ordered semi-
group and p a positive idempotent. Then the following hold:

(1) δp is a topological weak conucleus.
(2) p\A/p is a residuated lattice.
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(3) If A is involutive with negation constant 0 and ∼p = −p, then p\A/p is
also involutive with linear negation constant δp(0) = p\0/p = p\0 and
∼pp = −pp in p\A/p. Moreover p\A/p is a subalgebra of A with respect
to the operations ∧,∨, ·,∼,− and differs only in the constants for 0 and
1. Hence all constant-free universal formulas are preserved.

(4) If A is a GBI-algebra, then p\A/p is also a GBI-algebra.

Proof. That the map δp is a conucleus was proved in Lemma 5.4. That it is
topological follows from the fact that divisions distribute over meets in the nu-
merator position. If A is involutive with negation constant 0 and p\0 = 0/p,
we have δp(0) = p\0/p = p\(p\0) = p\0. We will show that the involutions are
the same in the two structures. For all x ∈ p\A/p we have ∼px = x\pδp(0) =
δp(x\δp(0)) = p\(x\(p\0))/p = (pxp)\0/p = (pxp)\(p\0) = (p2xp)\0 =
(pxp)\0 = x\0 = ∼x, since x is a fixed-point of γp. Likewise −px = −x.
Now, ∼p−px = ∼−x = x and −p∼px = −∼x = x, by involutivity of A,
hence p\A/p is involutive. Finally, we have ∼pp = ∼p = −p = −pp. �

The above construction generalizes a simpler one in semigroups. Given
an idempotent element p of a semigroup A, the subset pAp = {pap : a ∈ A}
is equal to the set {y ∈ A : py = y = yp} of all elements for which p is
a two-sided identity. Also, pAp is a subsemigroup of A and it is actually a
monoid with identity element p. The map γp(x) = pxp in general fails to be
a monoid homomorphism (exhibited by a 6-element monoid).

The construction also generalizes a particular case of a result for relation
algebras [15] (namely the case where the equivalence elements are positive).
Recall that by Lemma 1.1 relation algebras can be defined as cyclic involutive
GBI-algebras with Boolean negation and (xy)` = y`x`, where the converse
is defined by x` = ∼¬x.

Lemma 5.6. If A is a relation algebra and p is a positive idempotent of A
such that p` = p, then p\A/p is also a relation algebra.

Proof. Note that p` = p is equivalent to ∼¬p = p and to ¬p = ∼p. We first
show that p\A/p is a subalgebra of A with respect to converse.

We assume that δp(x) = x and will show that δp(¬x) = ¬x. We have
δp(¬x) = p\¬x/p = ∼p + ¬x + ∼p = ¬p + ¬x + ¬p = ¬(pxp) = ¬x. So,
p\A/p is closed under involution, negation (which is Boolean in A, hence
also in p\A/p) and under converse since x` = ¬∼x.

Finally, (xy)`p = y`px`p for x, y ∈ p\A/p follows from the fact that
x`p = x` and the fact that (xy)` = y`x` holds in A. �

5.2. Varieties from double-conuclei images

If K is a class of residuated lattices or GBI-algebras, we denote by dK the class
{p\A/p : A ∈ K, 1 ≤ p = p2, p ∈ A} of all double-division conuclei images of
algebras in K by positive idempotents. We will show that for certain types
of varieties V, the subalgebras of dV form a variety.

The following lemma guarantees in particular that if a class K is closed
under direct products then dK is also closed under direct products. We will
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use H, S, P, I, V, PU and PS for the usual class operators of homomorphic
images, subalgebras, products, isomorphic copies, variety generated by, ul-
traproducts and subdirect products respectively.

Lemma 5.7. Let K be a class of residuated lattices or GBI-algebras. Then

(1) dPK = PdK.
(2) dSK ⊆ SdK.
(3) PUdK ⊆ IdPUK.
(4) dIK = IdK.

Proof. (1) First note that given pi ∈ Ai for all i ∈ I, we have that p = (pi)i∈I
is a positive idempotent in

∏
i∈I Ai if and only if pi is positive idempo-

tent in Ai for all i ∈ I. We will show that if all Ai are residuated lat-
tices or GBI-algebras and pi is a positive idempotent of Ai, for all i ∈ I,
then

∏
i∈I pi\Ai/pi is equal to p\(

∏
i∈I Ai)/p, where p = (pi)i∈I . We set

Bi = pi\Ai/pi, for i ∈ I, B =
∏
i∈I Bi and A =

∏
i∈I Ai. That the underly-

ing sets of
∏
i∈I pi\Ai/pi and p\(

∏
i∈I Ai)/p are equal follows from the fact

that the operations are computed coordinate-wise; the fact that the conucleus
δp is defined by a polynomial (a term with parameters) is what makes this
argument work. If ? is an operation and b = (bi)i∈I , c = (ci)i∈I ∈ B, then the
operation in B is computed as b?Bc = (bi?

Bi ci)i∈I . On the other hand, when
computing the operation in p\A/p, we have b ?p\A/p c = p\(b ?A c)i∈I/p =
(pi\(bi ?Ai ci)/pi)i∈I . That bi ?

Bi ci = pi\(bi ?Ai ci)/pi follows from the defi-
nition of the operations in the conuclear image, therefore b ?B c = b ?p\A/p c.
The only operation that behaves differently is the constant operation of 1,
but the identity element is defined in both algebras and is the same.

(2) Let B be a subalgebra of A and p a positive idempotent in B. We
will show that p\B/p is a subalgebra of p\A/p, noting that p is a positive
idempotent in A. First of all they have the same identity p. Also, if b, c ∈
p\B/p then b, c ∈ B. Let and ? be a binary operation. Using the fact that B is
a subalgebra of A we get b?p\B/p c = p\(b?B c)/p = p\(b?A c)/p = b?p\A/p c.

(3) We will now show that every ultraproduct of a double-division im-
age is isomorphic to a double-division image of some ultraproduct. More
concretely, if BU is the ultraproduct of Bi ∈ dK, for i ∈ I, over some
ultrafilter U over I, where B =

∏
i∈I Bi, then there exist Ai ∈ K such

that Bi = pi\Ai/pi, where pi is a positive idempotent of Ai, for i ∈ I.
We will show that BU is isomorphic to pA\AU/pA, where AU is the ul-
traproduct of the Ai, p

A = [(pi)i∈I ]
A, for i ∈ I, over the same ultrafilter

U ; we set A =
∏
i∈I Ai. Here [a]A denotes the equivalence class of a in

AU and [b]B denotes the equivalence class of b in BU . The isomorphism
f : BU → pA\AU/pA is given by f([b]B) = [b]A. This map is well defined,
since if b, c ∈ B are equivalent, then their coordinates are equal on a set in
U and if they are viewed as elements of A, their coordinates will be equal
on the same set of U . Also, f is injective, because if b, c ∈ B disagree on a
set of coordinates in U , then the same is true when viewed as elements of
A. Furthermore, the map is onto, since if pA\a/pA ∈ pA\AU/pA, we have
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pA\a/pA = [(pi)i∈I ]
A\[(ai)i∈I ]A/[(pi)i∈I ]A = [(pi)i∈I\(ai)i∈I/(pi)i∈I ]A =

[(pi\ai/pi)i∈I ]A = f([(pi\ai/pi)i∈I ]B) because (pi\ai/pi)i∈I ∈ B.
To show that it is a homomorphism, let ? be an operation and b, c ∈ B.

Then f([b]B ?BU [c]B) = f([b ?B c]B) = [b ?B c]A and

f([b]B) ?p
A\AU/p

A

f([c]B) = [b]A ?p
A\AU/p

A

[c]A

= [(pi)i∈I ]
A\([b]A ?AU [c]A)/[(pi)i∈I ]

A

= [(pi)i∈I ]
A\([b ?A c]A)/[(pi)i∈I ]

A

= [p\b ?A c/p]A = [b ?B c]A.

(4) It is easy to see that dIK ⊆ IdK since a d-image of an algebra A is
isomorphic to the corresponding d-image of an isomorphic copy of A.

In the reverse direction, if an algebra A is isomorphic to δp(B) for an
algebra B and positive idempotent p ∈ B, then one can extend A to an
algebra C ∼= B such that A = δp̄(C) where p̄ ∈ C is the isomorphic copy of
p ∈ B. �

A term c(x) is a unary discriminator term for a bounded GBI-algebra
A if for all a ∈ A, c(>) = > and c(a) = ⊥ if a 6= ⊥. Such a term is called a
unary discriminator term for a variety V if it is a unary discriminator for all
subdirectly irreducible algebras SI(V) in the variety.

Lemma 5.8. If V is a variety of involutive GBI-algebras for which c(x) is a
unary discriminator term, then V is a discriminator variety.

Proof. We consider the term t(x, y, z) = (c(x↔y)∧z)∨(¬c(x↔y)∧x) where
x↔ y = (x→ y) ∧ (y→ x). For any subdirectly irreducible algebra A in V
and x, y, z ∈ A, we have that if x = y then x↔ y = > and c(x↔ y) = >,
so t(x, y, z) = (> ∧ z) ∨ (⊥ ∧ x) = z, while if x 6= y then x↔ y 6= > and
c(x↔ y) = ⊥, so t(x, y, z) = (⊥ ∧ z) ∨ (> ∧ x) = x. Thus, t is a ternary
discriminator term. �

A residuated lattice or a GBI-algebra is called semilinear if it is a sub-
direct product of linearly ordered algebras. The classes of all semilinear resid-
uated lattices and all GBI-algebras form varieties [10].

Theorem 5.9. The subvariety of involutive GBI-algebras defined by the iden-
tity ¬x ∨ ¬¬x = > is a discriminator variety with unary discriminator term
c(x) = ¬∼x (alternatively with c(x) = ¬−x). In particular the variety of all
semilinear involutive GBI-algebras is a discriminator variety.

Proof. Let A be a subdirectly irreducible GBI-algebra that satisfies ¬x ∨
¬¬x = >. Then A has the property that ⊥ is meet-irreducible [10] (Lemma
9.67). We have c(>) = ¬⊥ = > and if > 6= a ∈ A then c(a) = ¬∼a and
∼a 6= ⊥. Because ∼a ∧ ¬∼a = ⊥ it follows that c(a) = ⊥. �

We will be looking at specific examples of bounded GBI-algebras, for
which the term >\x/> is a unary discriminator term. We will show that for
such cases the operator Sd applied to varieties, produces varieties. Note that
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this term fails to be a unary discriminator in general, and in particular even
for Boolean cyclic involutive GBI-algebras, as can be shown by a 4-element
counterexample.

Recall that if V is a discriminator variety then its subdirectly irreducible
algebras SI(V) are the same as its simple algebras Si(V).

Lemma 5.10. Let V be a variety of bounded residuated lattices or bounded
GBI-algebras where >\x/> is a unary discriminator term. Then >\x/> is
a unary discriminator term for SdSi(V), the subalgebras of double division
conucleus images of simple algebras in V.

Proof. Since >\x/> is a unary discriminator term for V, >\x/> is equal to
> if x = > and it is equal to ⊥ otherwise in a simple algebra A of V. Let p
be a positive idempotent of A. We will show that the term >\x/> is a unary
discriminator term for p\A/p and therefore for all of its subalgebras, as well.

For x ∈ p\A/p we compute >\px/p>. We first note that >\px =
δp(>\x) = p\(>\x)/p = >p\x/p = >\x/p. Likewise, y/p> = δp(y/>) =
p\y/>. Hence, >\px/p> = (>\x/p)/p> = p\(>\x/p)/> = >p\x/>p =
>\x/>. (We made use of the fact that >p = p> = >, which holds because
p is positive and > is the greatest element.) Therefore, the term remains the
same when passing from A to p\A/p and hence it is a unary discriminator
term on p\A/p. �

Theorem 5.11. Let V be a variety of bounded residuated lattices or bounded
GBI-algebras for which >\x/> is a unary discriminator term. Then SdV is
a discriminator variety with the same unary discriminator term. Its class of
simple members is exactly SdSi(V).

Proof. By Lemma 5.8, V is a discriminator variety, so all of its subdirectly
irreducible algebras are simple. Therefore,

V ⊆ PSSI(V) ⊆ PSSi(V) ⊆ SPSi(V).

By Lemma 5.7, we get

dV ⊆ dSPSi(V) ⊆ SdPSi(V) ⊆ SPdSi(V).

Therefore,

Sd(V) ⊆ SPdSi(V) ⊆ VdSi(V)

We will show the reverse inclusion VdSi(V) ⊆ Sd(V), thus showing that
Sd(V) = VdSi(V) is a variety.

By Jónsson’s Lemma for congruence distributive varieties, the subdi-
rectly irreducible algebras in VdSi(V) are inside HSPUdSi(V). Therefore,

VdSi(V) ⊆ PSSI(VdSi(V)) ⊆ PSHSPUdSi(V).

We will show below that HSPUdSi(V) ⊆ SdSi(V) ∪ T , where T is the
class of one-element algebras. Therefore, since PS ≤ SP, we obtain

VdSi(V) ⊆ PS(SdSi(V) ∪ T ) ⊆ SP(SdSi(V) ∪ T ) ⊆ SPdSi(V) ∪ T .
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By Lemma 5.7, PdSi(V) ⊆ dPSi(V), so

VdSi(V) ⊆ SdPSi(V) ∪ T ⊆ SdV
We now show that HSPUdSi(V) ⊆ SdSi(V) ∪ T , as promised. First we

show that SdSi(V) is closed under PU. By the fact that PUS ≤ SPU and
Lemma 5.7, PU(SdSi(V)) ⊆ SPUdSi(V) ⊆ SIdPUSi(V). We know that the
term >\x/> is a unary discriminator term for Si(V). Since that property
is a first-order condition, it is preserved under PU. Therefore, all algebras in
PUSi(V) have the same unary discriminator term, hence they are all simple.
So, PUSi(V) ⊆ Si(V) and thus PU(SdSi(V)) ⊆ SIdSi(V). Since Si(V) is closed
under I, by Lemma 5.7(4) we get that SIdSi(V) = SdSi(V). Furthermore, by
Lemma 5.10, all algebras in SdSi(V) are simple, so the class SdSi(V), together
with the one-element algebra, is closed under H. Finally, SdSi(V) ∪ T is
obviously closed under S. �

Corollary 5.12. The class SdRA is a discriminator variety with unary dis-
criminator term >\x/>.

This variety contains all relation algebras and also all algebras of weak-
ening relations that we saw in the introduction.

6. Weakening relations

We now use the double-division conucleus to construct several interesting
classes of GBI-algebras.

6.1. Weakening relations as double division conuclear images of relation al-
gebras

Given a poset P = (P,≤), let

Wk(P) = {R ⊆ P × P : ≤ ;R ;≤ ⊆ R}
where ; denotes relation composition. The relations in Wk(P) are called ≤-
weakening relations. An equivalent definition is Wk(P) = O(P×P∂), where
O denotes the map that sends a poset to its order-ideals (or downsets). The
set of weakening relations is a GBI-algebra Wk(P) under union and inter-
section, composition of relations, complement-converse and an intuitionistic
implication, as we prove below. Any binary relation S on P generates a small-
est weakening relation γ≤(S) = ≤ ;S ;≤ that includes S. If P is an antichain
then Wk(P) is the algebra Rel(P ) of all binary relations on P . If P is a
chain, on the other hand, such relations are “left-up” closed when graphed
on the “xy-plane” P ×P . For example, if S is the graph of a monotone func-
tion then the left-up-closure γ≤(S) is all points in the xy-plane that are on
the graph, above the graph or to the left of the graph. In the finite case, a
monotone function can be recovered from its left-up-closure R by mapping
an element x ∈ P to the smallest element of {y : x R y}.

Given a poset P = (P,≤), we let A = Rel(P ) be the cyclic involutive
GBI algebra of all binary relations on the set P , known as the full relation
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algebra on P . Note that p = ≤ is a positive idempotent element of A, since
≤ is reflexive and transitive. The following result shows that full weakening
relations are exactly the double-division conucleus images of full relation
algebras.

Lemma 6.1. If P = (P,≤) is a poset, then Wk(P) = ≤\Rel(P )/≤ and it is a
cyclic involutive GBI-algebra. The operations are as follows: ∧ is intersection,
∨ is union, · is composition, ∼ is complement-converse, 1 is ≤, 0 is 6≥,
> = P × P , ⊥ = ∅, and R→ S = ≤\(Rc ∪ S)/≤ = (6≥ ; (R ∩ Sc) ; 6≥)c.

Proof. A relation R on P is a weakening relation if ≤ ;R ;≤ ⊆ R. Since the
other inclusion follows from the reflexivity of ≤, we get ≤ ; R ; ≤ = R, so
the weakening relations are exactly the fixed points of γ≤. Since Rel(P ) is
a cyclic involutive GBI-algebra, so is Wk(P). By Theorem 5.5(3) the oper-
ations ∧,∨, ◦,∼ on ≤\Rel(P )/≤ are the restrictions of the ones in Rel(P ),
so they are intersection, union, composition and complement-converse. �

Note that in general neither the complement nor the converse of a weak-
ening relation is again a weakening relation. Also note that for weakening
relations R and S, the above definition of the implication can be explicitly
given by

R→ S = {(x, y) : ∀u, v(u ≤ x & y ≤ v & u R v ⇒ u S v)}
and

¬R = {(x, y) : ∀u, v(u ≤ x & y ≤ v ⇒ u 6R v)}.
We call Wk(P) the full weakening relation algebra on the poset P . Note

that full weakening relation algebras are exactly the double-division conu-
clear images of full relation algebras with respect to partial-order relations.
A positive idempotent in a full relation algebra is only a preorder (i.e., a
reflexive and transitive relation). However, a double-division conuclear image
with respect to a preorder (Q,v) is isomorphic to the full weakening relation
algebra Wk(Q/≡,≤) where ≡ is the equivalence relation determined by the
preorder and ≤ is the partial order induced on the equivalence classes by
v. This observation is expressed in symbols by IFWkRA = Id(FRA) where
FWkRA is the class of full weakening relation algebras and FRA is the class
of full relation algebras.

Recall that representable relational algebras are defined as algebras iso-
morphic to subalgebras of products of full relation algebras; in symbols
RRA = ISP(FRA). In that spirit, we define representable weakening relation al-
gebras as algebras isomorphic to subalgebras of products of full weakening re-
lation algebras; in symbols RWkRA = ISP(FWkRA) = ISPd(FRA). Note that
Sd(RRA) = SdISP(FRA) ⊆ ISPd(FRA) ⊆ Vd(RRA) = VSd(RRA) = Sd(RRA),
since the latter is a variety by Theorem 5.11. Therefore, RWkRA = Sd(RRA),
namely the representable weakening algebras are precisely the subalgebras of
conuclear images of representable relation algebras.

Corollary 6.2. (1) RWkRA is a discriminator variety whose simple members
are subalgebras of full weakening relation algebras.
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(2) RRA is the subvariety of RWkRA defined by ¬¬x = x.
(3) The class RWkRA is not finitely axiomatizable relative to the variety of

all CyInGBI-algebras.

Proof. (1) It follows from Theorem 5.11.
(2) We first note that if P is a poset that is not an antichain then Wk(P)

is not Boolean. Indeed, assume a < b in P. Then R = {(u, v) : u ≤ a & b ≤ v}
is a weakening relation; note that Rc = {(u, v) : u 6≤ a or b 6≤ v} . Using the
formula after Lemma 6.1 we have

¬R = {(x, y) : ∀u, v(u 6≤ x or y 6≤ v or u 6≤ a or b 6≤ v}
= {(x, y) : ∀u(u 6≤ x or u 6≤ a) or ∀v(y 6≤ v or v 6≤ b)}
= {(x, y) : @u(u ≤ x & u ≤ a) or @v(y ≤ v & v ≤ b)}
= {(x, y) : ↓x ∩ ↓a = ∅ or ↑y ∩ ↑b = ∅}.

Then (b, a) is not in R∪¬R, hence ¬ is not classical complementation. Stated
contrapositively, if the intuitionistic negation ¬ on a full weakening relation
algebra is Boolean, then the algebra is a full relation algebra. Conversely, it
is clear that a full relation algebra satisfies ¬¬x = x.

(3) If RWkRA would be finitely axiomatizable, then RRA would be as
well by (2). �

We mention a simple identity that holds in RWkRA, but not in all of
CyInGBI, as it fails in the 3-element MV-algebra. In RRA this result reduces to
the observation that all relations below the identity relation form a Boolean
algebra.

Lemma 6.3. The variety RWkRA satisfies the property that the interval [0 ∧
1, 1] is a Boolean lattice and this can be written equationally.

Proof. We prove this result for a full representable weakening relation algebra
Wk(P). In such an algebra 1 is the ≤ relation and 0 is 6≥. So

(x, y) ∈ 1 ∧ 0 ⇔ (x ≤ y and x 6≥ y) ⇔ (x ≤ y and x 6= y) ⇔ x < y.

Therefore, the relations in the interval between < and ≤ are precisely the
relations of the form <∪ {(a, a) : a ∈ X} for different subsets X of P . These
relations are weakening relations and they clearly form a Boolean lattice
isomorphic to P(X).

Furthermore, complementation in the Boolean lattice [0 ∧ 1, 1] is given
by the term ∼x ∧ 1. Indeed, if R = < ∪∆X for some subset X of P , where
∆X = {(a, a) : a ∈ X}, then ≤∩∼R = ≤∩(<∪∆X)`c = ≤∩<`c∩(∆X)`c =
≤ ∩ 6> ∩ (∆X)c = ≤ ∩ (∆X)c, because ≤ ⊆ 6>. Since (x, y) ∈ (∆X)c means
that (x = y ⇒ x 6∈ X) it follows that ≤ ∩ ∼R = < ∪∆Xc , which is clearly
the complement of R = < ∪∆X in [0 ∧ 1, 1].

The equations can be obtained as follows. First notice that any element
of [0∧ 1, 1] can be written as x01 = (0∧ 1)∨ (x∧ 1). Then for those elements
we have that the term ∼x ∧ 1 is the complement x01 in [0 ∧ 1, 1] since x01 ∧
(∼x01 ∧ 1) = 0 ∧ 1 and x01 ∨ (∼x01 ∧ 1) = 1. �
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As we show below in Lemma 6.4, when P is a chain the identity 0 ≤
1 holds in Wk(P) and the previous result specializes to the fact that the
interval [0, 1] is a Boolean lattice. The more general result that in RWkRA
the interval [0∧1, 0∨1] is a Boolean lattice fails. To see this take P = {a, b, c}
with c < a and both incomparable to b. Then 1 ∧ 0 = < as above, and 1 ∨ 0
is ≤ ∪ ||, where || is the incomparability relation. Elements of the interval
are relations of the form < ∪ {(a, a) : a ∈ X} ∪ I, where I is a collection of
incomparable pairs and X ⊆ P . However, not all such relations are allowed
because the pairs (a, b) and (c, b) are both incomparable pairs, but the first
is smaller than the second.

Weakening relations on chains are even more special.

Lemma 6.4. The representable weakening relation algebras on chains are ex-
actly the ones that satisfy the identity 0 ≤ 1.

Proof. Recall that in Wk(P) we have 1 = ≤ and 0 = 6≥. If P is totally ordered
then 0 = <, so 0 ≤ 1. Conversely, if 0 ≤ 1, then x 6≥ y ⇒ x ≤ y, hence x ≥ y
or x ≤ y, which shows that P is a total order. �

We will show in the next section that they also satisfy the identity that
multiplication distributes over meet. Further results can be found in [14].

Lemma 6.5. If δ is a weak topological conucleus on a cyclic involutive GBI-
algebra A that preserves the linear negation, and ¬∼x ≤ ∼¬x holds in A
then it also holds in Aδ. In particular this is true for the double-division
conucleus and for relation algebras, so ¬∼x ≤ ∼¬x holds in SdRA.

Proof. By assumption ∼δx = ∼x and ¬δx = δ(¬x). So, ¬δ∼x = δ(¬∼x) ≤
¬∼x ≤ ∼¬x ≤ ∼δ(¬x) = ∼¬δx, where we used the contracting property of
δ and the order reversal property of ∼. �

Note that the variety SdRA is a variety that contains all relation alge-
bras and also all representable weakening relation algebras. It deserves to be
called the variety of (abstract) weakening relation algebras. Also, it is a dis-
criminator variety with unary discriminator term >\x/> and that is the only
term needed for congruence generation on lattice filters to yield congruence
filters. At the moment no axiomatization is known for this variety.

6.2. Weakening relations as residuated maps

Here we provide an alternative characterization of Wk(P). Recall that a
map on f on a poset P is called residuated if there exists a map f∗ on
P such that f(x) ≤ y iff x ≤ f∗(y), for all x, y ∈ P . The map f∗, if it
exists, is unique and is called the residual of f . For a subset D of P , we let
Du = {x : ∀y ∈ D, y ≤ x} denote the set of all common upper bounds of D.

For a complete join semilattice L, Res(L) denotes the residuated lattice
of all residuated maps on L. Under pointwise order, composition, identity
and appropriately defined divisions, it forms a residuated lattice Res(L) [6].
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Lemma 6.6. Given a poset P, we have Wk(P) ∼= Res(O(P∂)). The oper-
ations ∧,∨, ·, 1, 0,∼ on Res(O(P∂)) are given by pointwise meet and join,
composition, the identity function, the function 0(D) = ((D)u)c and (∼f)(D) =
{y ∈ P : ∃x ∈ D,x 6∈ f(↓y)}, for all f ∈ Res(O(P∂)) and D ∈ O(P∂).

Proof. Every relation R in Wk(P) = O(P × P∂) can be identified with a
function fR : P → P(P ) defined by fR(x) = {y ∈ P : x R y}, the forward
image of R, and R can be recovered by taking the pairs (x, y) such that
y ∈ fR(x). The condition that R is closed upwards on its second coordi-
nate, translates exactly to the fact that the values fR(x) are actually upward
closed as subsets of P , hence they are downsets of P∂ . So, we can write
fR : P →O(P∂). Furthermore, the condition that R is closed downwards on
its first coordinate is equivalent to the fact that smaller inputs of x give bigger
sets fR(x), or equivalently that fR is an order-preserving function from P∂ .
In summary weakening relations R correspond exactly to order-preserving
functions fR : P∂ →O(P∂), where the codomain is ordered under inclusion.
Furthermore, this correspondence preserves the usual orders on relations and

on functions, so Wk(P) and (O(P∂))P
∂

are isomorphic as posets.

Now functions f : P∂ → O(P∂) can be extended to functions gf :
O(P∂) → O(P∂) by gf (X) =

⋃
x∈X f(x). Note that the function gf dis-

tributes over arbitrary unions and, since O(P∂) is a complete lattice, gf is
residuated. Conversely, every residuated map g on O(P∂) is completely spec-
ified by its restriction f(x) = g(↓x) on P∂ ; we identify P∂ in O(P∂) by
identifying x and ↓x. Furthermore, the orders of these functions correspond,

so the posets (O(P∂))P
∂

and Res(O(P∂)) are isomorphic as posets.

In summary if R is a weakening relation on P then the corresponding
map of Res(O(P∂)) is the forward image of R, namely it is given by X 7→
R[X]. Conversely, given a map f in Res(O(P∂)), then the corresponding
relation is given by x Rf y iff y ∈ f(↓x).

The lattice operations in Res(O(P∂)) are pointwise, the multiplication
is composition of functions and the identity element is the identity function.
The negation constant is obtained from the weakening relation 0 = �.

We follow the process described in the proof of Lemma 6.6 to specify the
corresponding function 0. First from 6≥ we get a function from P∂ toO(P∂) by
associating to each x ∈ P the downset {y : x 6≥ y} = (↑x)c. Then we extend
this to a function from O(P∂) by 0(D) =

⋃
x∈D(↑x)c = (

⋂
x∈D ↑x)c = (Du)c.

(Note that if P is a chain then for all D ∈ O(P∂) we have Dc ⊆ Du so
0(D) = (Du)c ⊆ (Dc)c = D = 1(D), namely 0 ≤ 1, as expected.)

The unary operation ∼ in Res(O(P∂)) can be obtained as follows. For
a function f ∈ Res(O(P∂)) the corresponding relation is given by x Rf y
iff y ∈ f(↓x). Taking complement converse we get x ∼Rf y iff x 6∈ f(↓y).
Passing to the corresponding map we finally get that (∼f)(D) = {y ∈ P :
∃x ∈ D,x 6∈ f(↓y)}. �

As a consequence we have the following result.
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Corollary 6.7. If P is a chain then in Wk(P) composition distributes over
intersection.

6.3. Distributive `-pregroups (and all `-groups) are RL-subalgebras of rep-
resentable weakening relation algebras

Let P = (P,≤) be a poset. By End(P) we denote all order-preserving func-
tions on P. For f ∈ End(P), we define the relation f̄ by x f̄ y ⇔ f(x) ≤ y. If
z ≤ x f̄ y ≤ w, then z ≤ x and f(x) ≤ y ≤ w, so by the order-preservation of
f we have f(z) ≤ f(x) ≤ y ≤ w, so x f̄ w. Therefore f̄ ∈ Wk(P) is a weak-
ening relation and ¯ : End(P)→Wk(P) is a well-defined function. Moreover,
it is injective, because if f̄ = ḡ, then f(x) ≤ y if and only if g(x) ≤ y, so
f = g. Since the operation of Wk(P) is composition of relations, we consider
on End(P) relational composition of functions and set f ; g = g ◦ f , hence
(f ; g)(x) = (g ◦ f)(x) = g(f(x)).

For a chain P, F (P) denotes the subset of End(P) of all maps f that
have a residual ∼f and that has a residual ∼∼f , etc, and also that have a
dual residual −f and that has a dual residual −−f etc, for ever. By endowing
this set with pointwise lattice operations from P, composition of functions,
identity the identity map on P , and involutions ∼ and − as above, we ob-
tain an involutive residuated lattice F(P) in which addition coincides with
multiplication and the negation constant with the identity; such structures
are called `-pregroups. The `-pregroup F(P) is distributive and, as shown in
[7], all distributive `-pregroups can be embedded in one of this form. This
generalizes the Holland embedding theorem for `-groups embedding into the
`-group Aut(P) of all order-bijections on a chain, since `-groups are exactly
the `-pregroups that are cyclic. For a chain P, F(P) is a isomorphic to a
subalgebra of End(P) with respect to the lattice and monoid operations.

The following theorem shows that for a chain P, the distributive `-
pregroup F(P∂) is isomorphic to a residuated-lattice subalgebra of the weak-
ening relation algebra Wk(P). Hence every `-pregroup can be embedded in
a weakening relation algebra (as a residuated lattice). That subalgebra does
not contain the negation constant 0 = 6≥ of the a cyclic involutive residuated
lattice Wk(P), so it is not a subalgebra as an involutive residuated lattice.
However, it is an `-pregroup, being isomorphic to F(P∂), and its involutions
inside Wk(P) are given by taking as negation constant the identity element
1 = ≤. For a weakening relation r ∈Wk(P) we set ∼1r = r\1 and −1r = 1/r,
as these will be the involutions in the above-mentioned subalgebra.

Instead of giving a lattice-isomorphism from F(P∂) to Wk(P) and hav-
ing to work with the dual order of P, we give a dual lattice-isomorphism F(P)
to Wk(P), since the `-pregroup F(P∂) is isomorphic to the dual of the `-
pregroup F(P).

Theorem 6.8. Let P be a poset.

(1) The map ¯ : End(P)→Wk(P) is a monoid embedding and a join-to-
intersection semilattice embedding.
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(2) If P is a chain, then ¯ : End(P)→Wk(P) is further a lattice embedding
(sending meet to union).

(3) The map restricts to ¯ : F (P)→Wk(P) and as such it is a residuated-
lattice embedding.

(4) For every f ∈ F (P), ∼f = ∼1f̄ and −f = −1f̄ .

Proof. (1) Observe that if id denotes the identity map on P, then x id y iff
id(x) ≤ y iff x ≤ y. So, id = ≤, and ¯ preserves the identity element.

We have x (ḡ ; f̄) y iff there exists a z such that x ḡ z and z f̄ y iff
g(x) ≤ z and f(z) ≤ y. Using the order-preservation of f , this implies that
f(g(x)) ≤ f(z) ≤ y, but also conversely if f(g(x)) ≤ y then we can chose
z = g(x) in the preceding sentence. Since f(g(x)) ≤ y iff (g ; f)(x) ≤ y iff
x g ; f y, we get that ḡ ; f̄ = g ; f . Therefore, ¯ is a monoid homomorphism.

We have x f ∨ g y iff (f∨g)(x) ≤ y iff f(x)∨g(x) ≤ y iff f(x), g(x) ≤ y iff
x f̄ y and x ḡ y. So, f ∨ g = f̄ ∩ ḡ. So, ¯ is a dual semilattice homomorphism.

(2) If we further assume that P is a chain, then x f ∧ g y iff (f∧g)(x) ≤ y
iff f(x)∧g(x) ≤ y iff f(x) ≤ y or g(x) ≤ y iff x f̄ y or x ḡ y. So, f ∧ g = f̄ ∪ ḡ.
Therefore, ¯ is a dual lattice homomorphism (sending meets to unions and
joins to intersections).

(3) For f, g ∈ F (P) we compute f̄\ḡ, as the other is done in a similar
way. Writing γ(x, y) for γ≤({(x, y)}, we have

(x, y) ∈ f̄\ḡ ⇔ γ(x, y) ⊆ f̄\ḡ ⇔ f̄ ; γ(x, y) ⊆ ḡ
⇔ ∀z, w, (z, w) ∈ f̄ ; γ(x, y)⇒ (z, w) ∈ ḡ
⇔ ∀z, w, (∃u, (z, u) ∈ f̄ and (u,w) ∈ δ(x, y))⇒ (z, w) ∈ ḡ
⇔ ∀z, w, (∃u, f(z) ≤ u and u ≤ x and y ≤ w)⇒ g(z) ≤ w
⇔ ∀z, w, f(z) ≤ x and y ≤ w ⇒ g(z) ≤ w
⇔ ∀z, f(z) ≤ x⇒ g(z) ≤ y
⇔ ∀z, z ≤ (∼f)(x)⇒ z ≤ (∼g)(y)

⇔ (∼f)(x) ≤ (∼g)(y)

⇔ g((∼f)(x)) ≤ y ⇔ (∼f) ; g(x) ≤ y ⇔ (x, y) ∈ (∼f) ; g.

So, we have f̄\ḡ = (∼f) ; g = (∼f) + g = f\g.

(4) We have ∼f = f\1 = f̄\1̄ = f̄\≤ = ∼1f . The other equation is
proved analogously. �

Corollary 6.9. If P is a chain, then Wk(P) has a residuated lattice subalgebra
isomorphic to F(P∂). The involutions of the subalgebra that make it into an
`-pregroup are given by ∼1r = r\1 and −1r = 1/r.

Corollary 6.10. Every distributive `-pregroup embeds as a residuated lattice
in a full weakening relation algebra over a chain. Moreover, the negation
constant in the image is the identity element (hence the involutions of the `-
pregroup are given in its image by choosing as negation constant the identity
element).



30 N. Galatos and P. Jipsen

7. Examples of non-involutive GBI-algebras

We can take A to be P(M), where M is a monoid. The positive idempotent
elements (1 ≤ p = p2) of P(M) are exactly the submonoids of M. If M
is a group and p a subgroup, then p\P(M)/p is Comer’s [3] double coset
construction, which is a special case of the result for relation algebras in
Lemma 5.6, when applied to group relation algebras.

We find it useful to define the auxiliary relation ≤p by x ≤p y iff x = ayb
for some a, b ∈ p.

Lemma 7.1.

(1) The relation ≤p is a preorder and p is its negative cone.
(2) For all X ⊆ M , we have ↓pX = pXp. Therefore, the elements of

p\P(M)/p are exactly the downsets of ≤p.

Proof. (1) We have that x = 1x1 and 1 ∈ p, so x ≤p x. Also, if x ≤p y and
y ≤p z, then x = ayb and y = czd, for some a, b, c, d ∈ p, so x = aczdb and
ac, db ∈ p, as p is closed under multiplication. Finally, x ≤p 1 iff x = a1b for
some a, b ∈ p iff x ∈ p.

(2) y ∈ ↓pX iff x ≤ y for some x ∈ X iff x = ayb for some x ∈ X and
a, b ∈ p iff y ∈ pXp. �

Note that if M is a group and p is a subgroup, then the preorder relation
≤p is symmetric, hence an equivalence relation, the equivalence classes of
which are the double cosets of [3] and [5]. For more interesting examples, we
do not take p to be a group (even though M can be a group).

We can take M = Z with addition and p = N. Then ≤p is the converse
of the usual order on Z and using the characterization of Lemma 7.1 we
get that N\P(Z)/N is isomorphic to Z extended with a top and a bottom
element, which is an involutive GBI-algebra.

As another example, where now M is not a group, we can take M = N
under addition and p = E, the set of even numbers. Note that the auxiliary
relation ≤p is an order consisting of two disjoint chains, the evens E and the
odds O, under the converse of the natural order. The downsets in that order,
which by Lemma 7.1 are the fixed sets of the conucleus, are therefore unions
of a downset of E and a downset of O. Since the downsets of E under the
reverse order are either of the form ↓e, for some e ∈ E or the empty set,
and likewise for O, the downsets of the order are of the form ↓e ∪ ↓o, ↓e ∪ ∅,
∅ ∪ ↓o and ∅ ∪ ∅, where we use ↓ in the reverse ordering. So we can represent
them as pairs (e, o) where e ∈ E = E ∪ {∅} and o ∈ O = O ∪ {∅}, where the
ordering is the reverse of the usual ordering.

So, E\P(N)/E is isomorphic to Ē×Ō (by identifying ↓e∪↓o with (e, o)).
It is easy to see that the operation is given by

(e1, o1) + (e2, o2) = ((e1 + e2) ∧ (o1 + o2), (e1 + o2) ∧ (o1 + e2)),
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which can further be seen to coincide with matrix multiplication, under the
identification

(e, o) ≡
[
e o
o e

]
in the semiring N with multiplication and meet.

As a combination of the two examples we can take M = Z with addition
and p = EN, the non-negative evens. Then ≤p becomes a disjoint union of the
two chains EZ and OZ, with the reverse of the usual order. We can see that
indeed p is the negative cone of this order. Then E\P(N)/E is isomorphic to
(E ∪ {−∞,+∞})× (O ∪ {−∞,+∞}).

If we take M = Z× Z and p = EN × EN, then the order ends up being
the disjoint union of 4 copies of Z× Z.

We also consider an example that yields a noncommutative GBI-algebra.
Consider the monoid M on the set M = {1, a, b}, where 1 is the identity,
ab = aa = a, ba = bb = b and we consider the submonoid p = {1, a}. Then
a ≤p 1 and a ≤p b are the only comparabilities and the downsets of ≤p are
∅ ⊆ ↓a ⊆ ↓1, ↓b ⊆M (↓b and ↓1 are incomparable); ↓1 is the identity element,
all elements are idempotents. This yields a non-commutative GBI-algebra, as
(↓a)(↓b) = ↓a but (↓b)(↓a) = ↓b.

8. Relativizations

So far we have examined the topological conucleus δp that produces interest-
ing classes of algebras when applied to the varieties RA, RRA or any >\x/>-
discriminator subvariety of cyclic involutive GBI-algebras. We study two more
weak conuclei and see that they apply to GBI-algebras.

8.1. Meet conucleus

For a relation algebra A another standard construction is the relativization
Ae = (↓e,∧,∨,→e,>e,⊥, ·, 1e,∼), where e ∈ A is an equivalence element
(e = e2 = e`), x→e y = (x→ y)∧ e, >e = e and 1e = 1∧ e. Note that e` is
defined as ¬∼e, and that e is not necessarily reflexive (i.e., positive).

We now show that relativization can be generalized to all residuated
lattices and GBI-algebras, and that it is again a topological weak conucleus.
For a residuated lattice A and p ∈ A, define µp(x) = x ∧ p. Since this map
satisfies x ≤ µp(x) = µp(µp(x)) and (x∧ p)∧ (y ∧ p) = (x∧ y)∧ p it is always
a topological interior operator.

Lemma 8.1. The map µp is a topological weak conucleus on a residuated
lattice or GBI-algebra if and only if p is square-decreasing, i.e., p2 ≤ p.

Proof. If p2 ≤ p then (x ∧ p)(y ∧ p) ≤ xy and (x ∧ p)(y ∧ p) ≤ pp ≤ p, hence
µp(x) · µp(y) ≤ µp(xy). As noted above, µp is always a topological interior
operator, hence it is a topological weak conucleus.

Conversely, if µp is a weak conucleus then substituting p into µp(x) ·
µp(y) ≤ µp(xy) gives pp ≤ pp ∧ p ≤ p. �
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For a residuated lattice or GBI-algebra A and a square decreasing ele-
ment p ∈ A define the relativization by p as the conuclear image of A under
µp. The following result follows from [10], Prop. 3.41.

Theorem 8.2. For a residuated lattice or a GBI-algebra A and a square-
decreasing element p satisfying x ≤ (p ∧ 1)x(p ∧ 1) for all negative x ≤ p in
A, the conuclear image Ap is again a residuated lattice or a GBI-algebra.

Proof. The condition x ≤ (p ∧ 1)x(p ∧ 1) for all negative x ≤ p in A is
equivalent to the demand that p ∧ 1 is the unit element for the conuclear
image Ap. �

8.2. Multiplication conucleus

In this section we will obtain an internal characterization of homomorphic
images of residuated lattices and GBI-algebras whose congruences are finitely
generated. In particular, this applies to finite and more generally to complete
algebras, since their convex normal subalgebras have a smallest element.

Given a residuated lattice A and an element p ∈ A, we define the map
mp on A by mp(x) = xp, and its image is Ap = {ap : a ∈ A}.

Lemma 8.3. Let A be a residuated lattice and p ∈ A.

(1) The map mp(x) is a weak conucleus on A if and only if p is negative
and idempotent. Under these conditions p is a right unit for Ap.

(2) Under the same conditions, p is a left unit if and only if pxp = xp for
all x ∈ A, or equivalently, if xp ≤ px.

(3) The map mp(x) = xp is topological if and only if (x∧ y)p = xp∧ yp for
all x, y ∈ A.

Proof. (1) That xp ≤ p for all x ∈ A is equivalent to p ≤ 1. The map mp

is monotone since multiplication is order-preserving. It is idempotent if and
only if xpp = xp for all x ∈ A if and only if pp = p. Finally, p is a right unit
as for all xp ∈ Ap we have xpp = xp.

(2) Note that pxp = xp is equivalent to xp ≤ pxp, since the reverse
inclusion follows from the fact that p is negative. Now, if we assume xp ≤ px,
then xp = xpp ≤ pxp. Conversely, xp ≤ pxp ≤ px.

(3) The condition is just a restatement of the preservation of meet under
mp. �

If A = (A,∧,∨, ·, \, /, 1) is a residuated lattice and p ∈ A, we define
Ap = (Ap,∧p,∨, ·, \p, /p, p), and if A is a GBI-algebra then Ap is defined to
further include the operations x→p y = (x→ (y/p))p and >p = >p. Note
that this definition of the implication is much more general than the standard
definition of the implication for topological weak conuclear images, since we
do not assume that the operator mp is topological (which by Lemma 8.3 is the
condition (x∧ y)p = xp∧ yp for all x, y ∈ A); adding this assumption, would
yield a simplified definition of meet and of implication in the conuclear image,
as usual. Versions of the next two results, restricted to residuated lattices,
are also in [13].



GBI-algebras and weakening relation algebras 33

Lemma 8.4. If p is a negative idempotent element of A that satisfies xp ≤ px
for all x ∈ A, then Ap is a residuated lattice. If A is a GBI-algebra, then Ap
is also a GBI-algebra.

Proof. It follows from Lemma 8.3 that Ap is a residuated lattice-ordered
semigroup. That p is a left unit is clear by Lemma 8.3(2) as every element of
Ap is of the form xp for x ∈ A. For x, y, z ∈ Ap, we have

x∧py ≤ z ⇔ (x∧y)p ≤ z ⇔ x∧y ≤ z/p⇔ y ≤ x→(z/p)⇔ y ≤ (x→(z/p))p

and the last condition is equivalent to y ≤ x→p z. �

We recall that, for a congruence element p of a residuated lattice or a
GBI-algebra, the congruence θp generated by (p, 1) has congruence class of 1
equal to [1]θp = [p, 1/p]. We use the notation A/[p, 1/p] for A/θp.

Theorem 8.5. (1) If p is a negative idempotent element in a residuated lat-
tice A such that xp ≤ px for all x ∈ A, then mp : A → Ap is a
homomorphism with respect to ∧,∨, ·, \, 1.

(2) If p is a congruence element of a residuated lattice A then mp is a
residuated-lattice homomorphism and Ap is isomorphic to A/[p, 1/p].

(3) If p is a congruence element on a GBI-algebra A, then mp : A→Ap is
a GBI-homomorphism and Ap is isomorphic to A/[p, 1/p].

Proof. (1) First note that mp(1) = p. For join we have mp(x)∨mp(y) = xp∨
yp = (x ∨ y)p = mp(x ∨ y). Using Lemma 8.3(2) we calculate mp(x)mp(y) =
xp · yp = x · pyp = x · yp = mp(xy). For meet we have

mp(x) ∧p mp(y) = xp ∧p yp = (xp ∧ yp)p = (x ∧ y)p = mp(x ∧ y),

where the main equality is justified as follows: (xp ∧ yp)p ≤ (x1 ∧ y1)p =
(x ∧ y)p and (x ∧ y)p ≤ xp, yp, so (x ∧ y)p = (x ∧ y)pp ≤ (xp ∧ yp)p.

For \, we need to check that yp\pxp := (yp\xp)p = (y\x)p. We have

y(yp\xp)p ≤ yp(yp\xp) ≤ xp ≤ x,
so (yp\xp)p ≤ y\x, hence (yp\xp)p = (yp\xp)pp ≤ (y\x)p. For the reverse
inequality, we note that yp(y\x)p ≤ y(y\x)p ≤ xp, so (y\x)p ≤ yp\xp and
therefore (y\x)p = (y\x)pp ≤ (yp\xp)p.

(2) For / we need to check that xp/pyp := (xp/yp)p = (x/y)p. We have

xp(x\y)p ≤ x(x\y)p ≤ yp, so (x\y)p ≤ xp\yp,
hence (x\y)p = (x\y)pp ≤ (xp\yp). For the reverse inequality, we need to
use the centrality of p: we calculate

(xp/yp)pyp = (xp/yp)ypp = (xp/yp)yp ≤ xp
whence (xp/yp)p ≤ yp\xp, and therefore (xp/yp)p = (xp/yp)pp ≤ (yp\xp)p.

To prove the isomorphism of A/[p, 1/p] and Ap first note that mp is
onto, so by the first isomorphism theorem we have that A/Ker(mp) is iso-
morphic to Ap. We have x ∈ [1]Ker(mp) iff mp(x) = p iff xp = x iff (p ≤ xp
and xp ≤ p) iff (p ≤ x and x ≤ p/p) iff p ≤ x ≤ 1/p iff x ∈ [p, 1/p]. For
the equivalence of p ≤ xp and p ≤ x we used the fact that p is negative
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idempotent. Also the equality p/p = 1/p follows by (p/p)p ≤ p ≤ 1 and
(1/p)p = (1/p)pp ≤ 1p = p. Therefore [p, 1/p] is the equivalence class of
1 under both congruences Ker(mp) and θp, so the two congruences are the
same.

(3) Since > is the top of A it follows that >p is the largest element of
Ap.

Finally for the intuitionistic implication we need to check that yp→p

xp := [yp→(xp/p)]p = (y→x)p. We have [yp∧(y→x)p]p ≤ [y∧(y→x)]p ≤ xp,
which implies yp ∧ (y→ x)p ≤ xp/p, hence (y→ x)p ≤ yp→ (xp/p) and it
follows that

(y→ x)p = (y→ x)pp ≤ [yp→ (xp/p)]p.

For the reverse implication we use the characterization of GBI-congruence
elements of Corollary 3.8 (and the consequences mentioned there). We have

y ∧ [yp→ (xp/p)]p = y ∧ [yp→ (xp/p)]pp = y ∧ p[yp→ (xp/p)]p

= yp ∧ [yp→ (xp/p)]p ≤ yp ∧ [yp→ (xp/p)p] ≤ yp ∧ [yp→ xp] ≤ xp ≤ x,
hence [yp→(xp/p)]p ≤ y→x, and therefore [yp→(xp/p)]p = [yp→(xp/p)]pp ≤
(y→ x)p. �
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