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RESUME

Dans cette these, nous présentons la conception d’un implant d’enregistrement neuronal
multicanaux avec un échantillonnage compressé mis en oeuvre avec un procédé de fabrication

CMOS a 65 nm.

La réduction de la technologie affecte a la baisse les parametres des amplificateurs neuronaux
couplés en AC, comme la fréquence de coupure basse, en raison de 'effet de canal court des
transistors MOS.

Nous analysons la fréquence de coupure basse et nous constatons que l'origine de ce probleme,
dans les technologies avancées, est la diminution de 'impédance d’entrée de I'amplificateur
opérationnel de transconductance (OTA) en raison de la fuite d’oxyde de grille & I'entrée
des OTA. Nous proposons deux solutions pour réduire la fréquence de coupure basse sans
augmenter la valeur des condensateurs de rétroaction de 1’étage d’entrée. La premiére solution
est appelée rétroaction positive croisée et la deuxieme solution utilise des PMOS a oxyde épais
dans la paire de I'entrée différentielle de ’'OTA. 1l est a noter que pour compresser le signal

neuronal, nous utilisons le CS dans le domaine analogique.

Pour la réalisation, un intégrateur a capacité commutée est requis. Les parametres non idéaux
de POTA utilisé dans cet intégrateur, tels que le gain fini, la bande passante, la vitesse de
balayage et le changement rapide de la sortie. Toutes ces imperfections induisent des erreurs
et réduisent le rapport signal sur bruit (SNR) total. Nous avons simulé ces imperfections sur
Matlab et Simulink pour définir les spécifications de 'OTA requis. Aussi, pour concevoir les
circuits analogiques correspondant aux interfaces neuronales requises, tels qu'un amplificateur
neuronal, une référence de tension compacte et a faible consommation d’énergie est requise.
Nous avons proposé une référence de tension de faible consommation d’énergie sans utiliser
le transistor bipolaire parasite de la technologie CMOS pour diminuer la surface de silicium
requise. Finalement, nous avons complété I'encodeur de CS et un convertisseur analogique-
numérique a approximation successive (SAR ADC) requis pour la chaine d’enregistrement

des signaux neuronaux dans ce projet.
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ABSTRACT

In this thesis we present the design of a multi-channel neural recording implant with analog

compressive sensing (CS) in 65 nm process.

Scaling down technology demotes the parameters of AC-coupled neural amplifiers, such as

increasing the low-cutoff frequency due to the short-channel effects of MOS transistors.

We analyze the low-cutoff frequency and find that the main reason of this problem in advanced
technologies is decreasing the input resistance of the operational transconductance amplifier
(OTA) due to the gate oxide static current leakage in the input of the OTA. In advanced
technologies, the gate oxide is thin and some electrons can penetrate to the channel and cause
DC current leakage. We proposed two solutions to reduce the low-cutoff frequency without
increasing the value of the feedback capacitors of the front-end neural amplifier. The first
solution is called cross-coupled positive feedback, and the second solution is utilizing thick-
oxide PMOS transistors in the input differential pair of the OTA. Compress the neural signal,

we utilized the CS method in analog domain.

For its implementation, a switched-capacitor integrator is required. Non-ideal specifications
of OTA of CS integrator such as finite gain, bandwidth, slew rate and output swing induce
error and reduce the total signal to noise ratio (SNR). We simulated these non-idealities in
Matlab and Simulink and extracted the specification of the required OTA. Also, to design
analog circuits such as neural amplifier a low power and compact voltage reference is required.
We implemented a low-power band-gap reference without utilizing parasitic bipolar transis-
tor to decrease the silicon area. At the end, we completed the CS encoder and successive

approximation architecture analog-to-digital converter (SAR ADC).
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CHAPTER 1 INTRODUCTION

1.1 Motivation and Objectives

In the recent decades, collaboration between the medical and engineering fields has brought
many advances in the diagnosis and treatment of health diseases. The field of biomedical
engineering, as a combination of these two fields, has emerged, grown and proved to be
promising to help handicapped people and patients in improving their life-style. Also, in-
creasing healthcare costs are becoming a burden on the economy of most countries and are
expected to continue to grow [1]. One method to improve health care is more persistent
patient monitoring. In many cases, for these methods to be effective, patient’s physiological
data should be monitored and analysed all the time. The goal of persistent patient monitoring
is healthcare personalization that can result from better collaboration between engineering,
technology and medicine. One of the most recent progress in biomedical engineering is the
emergence of implantable devices. The pacemaker and cochlear implant are very common

prosthetic devices that can restore vital functions.

To diagnose and treat brain disorders such as epilepsy, stroke, Parkinson’s disease, movement,
head trauma, chronic pain, paralysis, and depression, capturing brain signals is necessary
[2-4]. The state-of-the-art and cost-effective solution is wireless monitoring of brain activity
through implantable devices. These devices can operate as nodes of wireless body-area
networks (BAN). Figure 1.1 shows a wireless BAN [5], which is a sample solution to the
needs of continuous monitoring of biomedical signals. This kind of monitoring, as part of
a diagnostic procedure or during supervised recovery from a surgical procedure has been

presented in [6].

A neural recording implant is a device that captures neural signals of brain from an array of
sensors and transfer them out of the body by a transmitter after digitizing. In this thesis, we
investigate the challenges in the design of state-of-the-art neural recording implants in widely
available manufacturing technologies such as 65 nm CMOS processes. Power consumption
and chip area are two crucial factors in neural implants and they must be reduced as much
as possible, due to the necessity to avoid heat damage to the brain tissues and using all kind
of batteries as well as the spatial limitation in the skull. Increasing the number of electrodes
and channels are desirable to develop brain machine interfaces (BMIs). However, it increases

the output data rate as well as the power consumption.

Considering that most of the power in this system is consumed in the radio frequency (RF)
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Figure 1.1 Wireless Body Area Network.

power amplifier (PA) of the transmitter compared to other circuits [7], decreasing this vast
amount of data is desirable for diminishing the overall power consumption. This can be
done by data compression technique. An appropriate method for doing this is compressive
sensing (CS). A CS encoder decreases the sampling frequency to less than Nyquist rate and
can be achieved by simple circuits in both analog and digital domains in comparison with
other compression methods. The sparsity in one domain like time, frequency, etc., is a key

condition for signals to utilize CS methods.

Bio-Sensors —» LNA —»{ CS Encoder —» PGA+—>» A/D H» TX/RX j

4 4 A
On Chip ' | [ '

PMU |« Control Unit

A

Figure 1.2 Simplified block diagram of a neural recording implant with CS encoder for one
channel.

Figure 1.2 shows the simplified proposed block diagram of a neural recording implant with
a CS encoder for one channel. In this figure, a neural signal is amplified first by a low noise
amplifier (LNA), and then it is compressed by CS encoder in the analog domain. Compressed

signals are digitized by an analog to digital converter (ADC) in order to be transmitted



wirelessly to the outside of the body. A programable gain amplifier (PGA) amplifies the
signal to a dynamic range compatible with the ADC to maximize the output signal to noise

ratio (SNR).

It is anticipated that future neural implants will be interactive with health provider. As
the access to the implant after installation is not so easy, it is rational that the implant is
designed so that some of its important parameters are configurable. The reasons that justify

configurability are as follows:

1. Process variation of microelectronic devices may provoke deviations from desired design

specifications.
2. Power consumption is a critical factor in implantable devices which should be managed.

3. In case of monitoring specific circumstances such as sleeping, awakening, working etc.,
if may be necessary to increase the quality of recorded neural signals by adjusting the

compression factor (CF) and the resolution of the ADCs.

4. Variation of physiological parameters in patients as a function of age requires cus-

tomization and calibration for each patient devices.

The proposed block diagram (Figure 1.2) includes a control unit which receives instructions
from the health care provider through embedded interfaces and applies them to the other
parts of the implant such as the CS encoder, ADC, programmable gain amplifier (PGA)
and power management unit (PMU). It can configure the gain of the PGA, the compression
factor (CF) of the CS encoder and the resolution of the ADC. These parameters control the
quality of reconstructed signal such as the output SNR. PMU can also be ordered to shut
down the whole system by switching it to a standby mode waiting for activation instruction.
The focus of this thesis is on the modules in red box presented in Figure 1.2, which includes a
LNA, a CS Encoder, a PGA and an ADC. To implement and validate the proposed solution,
this system is designed using a 65 nm TSMC CMOS process.

1.2 Contributions

The contributions of this thesis are as follows:

e [t is known that scaling down integration technologies degrades key parameters of AC-
coupled neural amplifiers. One of these destructive effects is the increase of the low-

cutoff frequency. In the literature, there is not a thorough discussion on this problem, its



causes and solutions. In this thesis, we will investigate the problem analytically, find the
origin and propose two solutions. We will find that the origin of the increase in the low-
cutoff frequency is the decreasing in the input resistance of the OTA due to increasing
the gate oxide leakage current of the input differential pair which is addressed as the
short-channel effects. We will propose two solutions to reduce the low-cutoff frequency
without increasing the value of the feedback capacitors. The first solution is called
cross-coupled positive feedback (CCPF), which will use pseudoresistors to provide a
negative resistance to increase the input resistance of the OTA. As an advantage, only
standard CMOS transistors are used in this method. Moreover, in a second method,
we will utilize thick-oxide MOS transistors in the input differential pair of the OTA.
We will design and fabricate a prototype exploiting the second method using the 65 nm

TSMC CMOS process. We will compare the simulation and measurement results.

Analog implementations of CS are usually done using switched-capacitor circuits. The
OTAs embedded in CS integrators are not ideal. They have finite gain, bandwidth,
slew rate and output swing that induce errors and reduce the total SNR of the re-
constructed signal. Before implementing a CS system, it is necessary to extract the
required specifications of the OTA to minimize the power consumption and silicon area
of the CS encoder. As there is no reported detailed modeling in the literature, we will
model these non-idealities and simulate them in Matlab and Simulink. The results will
demonstrate that the SNR of the whole system is very sensitive to the gain, bandwidth
and output swing of OTAs, but not to the slew rate. Also, we will model the finite input
dynamic range of the ADC and will extract the gain of the CS encoder. Based on the
results of these modeling and simulations, we can optimize the required specifications

of the OTA to obtain the compact and low-power CS encoders.

For proper operation of targeted neural recoding circuits, the effects of power supply
reduction or fluctuation must be mitigated and a compact voltage reference is required.
In advanced technologies, designing voltage references with low sensitivity to power
supply is challenging due to short channel effects. In this thesis, we will propose two
new voltage reference circuits for neural implant applications which are optimized for
low power and low sensitivity to power supply variation in the 65 nm CMOS technology.
In the first design, two stages of voltage references will be used in a cascode architecture
and in the second design the voltage reference output will be regulated and fed back
to the local power supply. These designs will show low power consumption of 1.72
and 2.77 uW, respectively. In addition, simulation results will show that the achieved
PSRR are as low as -26.5 and -63 dB, respectively.



1.3 Thesis Organization

This Ph.D. thesis includes six chapters and its organization is as follows:

Chapter 2 is the literature review. In this chapter, we present the neural signals and their
electrical specifications. We investigate the various architectures of neural recording systems
in the literature. Then we explore each block of these architectures. One of the most impor-
tant and challenging blocks of a neural recording implant is the neural amplifier. Therefore
we pay more attention to this block than to other blocks. The different topologies of neural
amplifiers, their noise reduction techniques and their high gain circuits in advanced technolo-
gies are discussed in this chapter. Finally, we cover analog to digital converters (ADCs) and

data compression methods that are utilized in neural recording implants.

Systematic design of analog compressive sensing (CS) encoder is discussed in chapter 3.
To design analog CS core circuit in 65 nm process, we need operational transconductance
amplifier (OTA), which are not ideal. We simulate their non-idealities and with system level
simulations using Matlab and Simulink. In this chapter, we investigate the non-ideal effects
of OTA, such as finite gain, bandwidth, slew rate and swing of OTA on the output signal
to noise ratio (SNR) of the CS core. Due to integration of iEEG samples in a CS core, the
output amplitude of the CS core is much bigger than its input amplitude, and the ratio of
these signals is called the gain of the CS core. At the end of this chapter, we explore the

gain of the CS core for a real iEEG signal recorded from a dog.

Chapter 4 consists of two sections. The first section discusses the neural amplifier design.
We design a conventional capacitive feedback network (CFN) neural amplifier. In advanced
technologies, the input resistance decreases due to the gate oxide leakage. In this chapter,
we explore this fact analytically and propose two solutions to reduce the low-cutoff frequency
without increasing the value of the feedback capacitor. The first solution is called cross-
coupled positive feedback which uses pseudoresistors to provide a negative resistance to
increase the input resistance of the OTA. In the second method, we utilize thick-oxide MOS
transistors in the input differential pair of the OTA. We fabricated a prototype based on the
second method and the experimental results verified the simulations and our proposal. In
the second section, we discuss reference circuit design. In advanced technologies, designing
voltage references with low sensitivity to power supply is challenging due to short channel
effects. In this section, we explore two new voltage reference designs which are optimized for

low power and low sensitivity to power supply variation in the 65 nm CMOS technology.

The design of a CS encoder and of an ADC are given in chapter 5. The first section of this

chapter explains the analog CS encoder circuit design. By switching a couple of feedback



capacitors, the gain of the CS core is controlled. The digital part of a CS encoder is designing
a pseudo-random generator (PRG). In this section, we explain the design of a 15-bit maximal-
length Fibonacci Linear Feedback Shift Register (LFSR) as a PRG which is suitable for the
proposed CS core. The second section of this chapter covers the design of a configurable 7
up to 10 bit successive approximation architecture analog to digital converter (SAR ADC).
In this section, we explore the design of successive approximation register (SAR) blocks,

comparator and the capacitive digital to analog converter (DAC).

Finally, we draw a conclusion in chapter 6 and discuss the future works on the topic. We
summarize all the work done, our contributions, and achievements in this thesis. Necessary
steps to be taken for further improvements on the present design are also recommended in
this section. This conclusion also presents the future direction as an extension to the current

research.



CHAPTER 2 LITERATURE REVIEW

2.1 Introduction

The source of this chapter is [8], our review paper. In the past decade, researchers have
worked on the brain to understand its functions and monitor the brain’s electrical signals to
research, diagnose and treat its disorders, as well as to utilize these signals to control artificial
limbs. BMIs can serve people with different clinical disorders. For example, researchers have
implemented robotic limbs [9,10], speech synthesizers [11], and human neuroprosthetic control
of computer cursors [12-14], utilizing less than 300 electrodes [15]. In addition, monitoring
the bio-potential signals is a fundamental and vital part of a medical diagnostics system.
For this purpose, patients are generally connected to a massive bio-potential acquisition
equipment. However, this limits the patient’s daily routine on the one hand, and on the
other hand requires the long-term monitoring of diagnostics arduous [16]. One of the most
promising solutions is to use neural recording implants as a part of BMI systems, which are

in high demand and are being developed and improved as technology develops.

Inability to record from large numbers of neurons has limited the development of BMI.
Noninvasive methods are capable of recording millions of neurons through the skull, however
this signal is nonspecific and distorted [17,18]. Utilizing electrodes placed on the surface of
the cortex, an invasive method, records proper signals. However, the disadvantage of this
is not being able to record deep in the brain and they average the activity of thousands
of neurons [19]. Invasive techniques have been utilized by some BMIs. This is because
recording single action potentials from neurons in distributed, functionally-linked ensembles
is necessary for the most accurate readout of neural activities [15]. Therefore, increasing the

spatial resolution and the number of electrodes is essential for developing BMI.

The implementation of a neural recording implant is multi-disciplinary, as it involves the var-
ious scientific fields such as electronics, medical, materials, electrodes and system integration.
Increasing the number of electrodes and, consequently, the number of channels (in the range
of thousands), creates new challenges for neural recording in the various fields mentioned.
Microelectrode technology is not appropriate for these large-scale recordings [20]. Recently,
Neuralink Company has built arrays of small and flexible electrodes (3072 electrodes per
array), which have enabled thousands of channel recordings [21]. In the microelectronics
field, large-scale recordings create many challenges with regards to decreasing the power

consumption and chip area.



In the design of the neural recording implants, the two constraints, power consumption and
chip area, should be addressed. Implantable circuits should consume very low power to avoid
any damage to the surrounding tissue due to generated heat. Additional challenges in the
design of analog front-end (AFE) of the neural recording systems arise in advanced and
scaled technologies. The main reason is due to the short-channel effects of MOS transistors.
These effects in the MOS down-scaled technologies decrease the transconductance (g,,) of the
transistor on one hand and on the other hand increase the gate leakage current, the flicker
and thermal noise power of an MOS transistor. This creates challenges in the design of the

high gain and low noise neural amplifier, which will be explained in this chapter.

The remainder of this chapter is organized as follows. Section 2.2 reviews the different types
of neural signals and their properties. Section 2.3 presents the essential neural recording
architectures in the literature. Section 2.4 surveys the neural amplifiers. The neural amplifiers
are the most challenging part of a neural recording implants. They must be compact, high
gain, low power, and low noise amplifiers. To satisfy these constraints in the design of the
neural amplifiers, various topologies and techniques are proposed which are presented in the
subsections of section 2.4. Section 2.5 covers the ADCs that are suitable for neural implant
applications based on their various architectures. Finally, section 2.6 discusses the data

compression methods in neural recording systems and section 2.7 presents the conclusion.

2.2 Neural Signals

The electrical activities of the brain can be recorded through three different methods: 1) from
the scalp which its corresponding signal is electroencephalogram (EEG), 2) the surface of the
brain which extracts electrocorticography (ECoG) or intracranial electroencephalography
(iEEG) signal, 3) within the brain which captures extracellular activities of neurons. The
extracted signals from these methods have a frequency range of a few mHz to 10 kHz and
their amplitude is at the range of 20 £V to 10 mV [22].

In the first method, surface electrodes can be used to un-invasively measure the biopotentials
of EEG on the scalp. In contrast, in the second method, the electrodes can be placed directly
on the brain surface invasively to record electrical activity from the cerebral cortex. The brain
signals provided by this method have a dramatically high signal-to-noise ratio (SNR) and are
less sensitive to artifacts than EEG. Besides, these signals have a high spatial and temporal
resolution. Capturing the signal inside the body by utilizing implantable electrodes is the

most effective approach for direct control of prosthetic devices [23].

In the third method, a sharp biocompatible microelectrode is utilized to perform bioelectrical



recordings invasively inside the body. By penetrating microelectrodes into the brain, the
bioelectrical activity that is transmitted along the axon of a neuron can either be measured
intracellularly in a single neuron or extracellularly from the brain [24]. The extracellular
action potentials (APs) generated by depolarization of the membrane of the neuron are at
the range of 100 Hz to 10 kHz and their duration is of a few milliseconds. The number of
occurrences of the APs are between 10 to 120 times per second. The distance between the
active neuron and the recording electrode determines the amplitude of the extracellular APs
which are between 50 pVpp to 500 pVpp [2]. In the following, the extraction procedure of the
APs (spikes) and the local field potential (LFP) is explained. LFP is the mean field potential

generated by neurons in the vicinity of the electrode.

The neural activities are first amplified after sensing, then are low-pass filtered to obtain
the LFP and are also high-pass filtered to identify the activity of single neurons using spike
detection and performing sorting algorithms [25]. The LFP includes lower-frequency neural
waveforms in the range of mHz to 200 Hz with the amplitude of 500 ©Vpp to 5 mVpp. These
potentials are used for brain interfacing applications and carry complementary important
information [26,27]. High-pass filtering extracts the spikes of the nearby neurons on top of
background activity. Amplitude threshold methods are used to detect these spikes. In the
next step, the features of the spikes are extracted and sorted accordingly. Note that the SNR
of the neurons located in the distance of 50-100 pym from the electrode is large enough to

easily distinguish the activity of each single unit [28,29].

For neurons located between 100 um to approximately 150 pm far from the electrode, spikes
can still be detected but their shapes are masked by the noise. These signals are grouped in
a ‘multi-unit’ cluster. However, neurons farther than 150 pum from the tip of the electrode

cannot be detected and are added to the background noise.

In addition to extracellular method, the intracellular procedure is explained in [30]. In this
method, a sharp glass micropipette penetrates into a neuron of a slice of a brain in the
laboratory for neuroscience researches. The neurons of the brain slice die after few hours of
recording. A metal electrode located inside the micropipette and in contact with electrolyte
is connected to an amplifier. The amplitude of intracellular APs is in the range of 10 to

70 mVpp. The neural recording parameters for different signal modalities are summarized in
Table 2.1.
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Table 2.1 NEURAL SIGNAL PARAMETERS

Signal Type Amplitude Bandwidth
Extracellular action potential | 50 - 500 uVpp | 100 Hz - 10 kHz
Intracellular action potential | 10 - 70 mVpp | 100 Hz - 10 kHz

Local field potentials 0.5-5mVpp | 1 mHz - 200 Hz
Electroencephalogram 10 - 400 Vpp | 1 mHz - 200 Hz
Electrocorticography 10 - 1000 #Vpp | 1 mHz - 200 Hz

2.3 Neural Recording Architectures

The multi-channel neural recording implants are designed in three main architectures in
the literature and are shown in Figure 2.1. The most common architecture illustrated in
Figure 2.1(a) exploits one analog to digital converter (ADC) that is shared among all channels.
Each channel has a neural amplifier, and the neural signal of each channel is passed to the
ADC through an analog multiplexer. The performance of this multiplexing method, which
is also referred as time division multiplexing (TDM) method in analog domain, gets limited
when the number of channels increase dramatically. In order to improve the neural recording
spatial resolution, the number of channels increase. This results in higher sampling frequency
of the ADC and the multiplexer which in turn increases the power consumption of the ADC
and the driving buffers. Since analog signals are more prone to distortion due to cross-talk
noise in analog multiplexers compared to digital signals, careful design considerations have

to be accounted in the design process. An example of this design is presented in [31].

The architecture shown in Figure 2.1(b) utilizes one ADC for each channel. Due to the
low bandwidth of the neural signals, the sampling frequency and the power consumption
of the ADCs are low. In this architecture, a digital multiplexer is used unlike the previous
architecture where an analog multiplexer is used. The main advantage of utilizing digital
multiplexer is that the power-consuming buffers and ADC drivers are avoided and the inter-
channel crosstalk noise is eliminated. This is due to the fact that digital signals have high
noise margins and are more stable compared to analog signals against crosstalk and other
noises. However, this architecture has higher numbers of ADCs and consequently consumes
higher area and power consumption. Therefore, area and power reduction techniques should

be applied in the design process. This architecture is shown in [32].

In the third architecture, unlike the other two architectures where there is one ADC for all
the channels or one ADC for each channel, one ADC is shared among multiple channels.
Figure 2.1(c) shows the block diagram of this architecture where there are m rows and

n columns. As shown in this figure, one ADC is assigned to each column with m rows
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Figure 2.1 Block diagram of different multi-channel neural recording architectures. (a) This
architecture shares an ADC among all of the channels. (b) This architecture utilizes an ADC
for each channel. (c¢) This architecture shares an ADC at each column.

through an analog multiplexer. Since these multiplexers are smaller compared to the first
architecture, the design considerations to avoid crosstalk is less challenging. As another
advantage of this architecture, since the number of ADCs are dependent to the number of
columns (n), choosing an appropriate value for n results in minimum value for the power
consumption and the area especially when the total number of the channels are very high.
Therefore, as a solution for the large-scale recordings, the architecture of Figure 2.1(c) is the

best option. This architecture is presented in [33].

In addition to these main architectures, other non-popular architectures are reported in the

literature where no ADC is involved. As an example, in [34], the analog signals are converted
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to time duration using pulse width modulation (PWM) technique and transmitted to the
outside of the body.

Increasing the number of channels in order to increase the spatial resolution is desirable,
however, it increases the output data rate and the power consumption especially in the
transmitter. In order to decrease the data rate, researchers have proposed different methods
to compress the data. One of the main methods to compress the data that is utilized in
neural extracellular activities is done in the time domain. In this method, only the APs are
detected and transferred out of the body. Since the duty cycle of this method is at the range
of 2% to 20%, the data can be compressed by a maximum factor of 50 [32,35]. This method

is applicable in both digital and analog domains.

Another compression method that is used in both analog and digital domains is compressive
sensing (CS). This method is simple in implementation and efficient in compression and is
suitable for neural signals specially iEEG. In this method, instead of sending all the N samples
of the neural signal of each channel, M linear combination of these samples are sent where
M is less than N [36-38]. The compression blocks can be implemented in analog in points
Al and A2 or can be implemented digitally in points D1 and D2 in various architectures
of Figure 2.1. In Section 2.6, we explore the compression methods and their challenges in
more details. In the next sections, we probe the main blocks of these architectures and their

challenges.

2.4 Neural Amplifiers

As discussed in Section 2.2, neural signals have very small amplitude and bandwidth and are
required to be amplified before converting to digital signals by an ADC. The amplification
is done in AFE by neural amplifiers. Different DC offset voltages are generated across
various electrodes due to the electrochemical reaction at the electrode-tissue interface on
each channel. These voltages vary from 1 mV to 50 mV [33]. The offset voltage of channel
can saturate the neural amplifier due to its very high voltage value compared to the amplitude
of the neural signal. Therefore, these offset voltages should be eliminated. Besides, to design
multichannel neural amplifiers for implantable applications, the power consumption and chip

area should be minimized.

Different noise sources also impose challenges in the design of neural amplifiers. Neural
amplifiers have very low bandwidth. Therefore the main sources of noise are flicker and
thermal noise of the neural amplifiers which decreases the SNR in the output of the amplifiers.

To achieve the adequate output SNR, the neural amplifier is designed as an LNA.
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Generally, in the design of neural amplifiers, to provide required signal quality, several factors
should be considered. These factors are sufficient gain, high SNR, appropriate bandwidth,
high common mode and power supply rejection ratio (CMRR and PSRR), low power con-

sumption and low chip area.

2.4.1 Neural Amplifier Topologies

In this section, we classified the neural amplifier topologies to AC-coupled and DC-coupled
neural amplifiers, based on their tissue DC offset cancelation methods. In AC-coupled neural
amplifiers, the DC offset are blocked using one or two AC-coupling capacitors placed at the
input of the amplifier. To achieve high gain in the amplifier, these capacitors are usually huge.
As a drawback, the chip area is increased significantly and the input impedance is decreased.
A small-frequency and well-defined high-pass pole is required to record low-frequency signals

while rejecting the tissue DC offset voltage.

An alternative approach to cancel the tissue DC offset effect is to utilize the DC-coupled
neural amplifiers. This type of amplifier uses a low-pass filter (LPF) in the feedback path

(shown in Figure 2.2) to generate a high-pass pole as the overall transfer function.

AC-coupled neural Amplifiers

One of the popular neural amplifier topologies is the closed-loop capacitive feedback amplifier
introduced in [39] which is also known as conventional capacitive feedback network (CFN)
topology [34,40-44]. Figure2.3(a) shows the conventional circuit architecture of this topology.
A large capacitor Cj at the input is used to block the tissue DC offset. The gain of this
amplifier is equal to c% To implement the high-pass pole, a capacitor Cr is set in parallel

with a highly resistive element R in the feedback path.

The main drawback of this topology is its large area due to the huge input capacitor C7. To
achieve high gain and low-cutoff frequency at the range of 1 Hz and lower, a huge capacitor at
the input of the amplifier is required. This large capacitor (C}) occupies large chip area and
results in reduced input impedance of the neural amplifier. For this reason, this structure is
not suitable for multi-channel applications. Using two or three gain stages can reduce the size

of the capacitors and consequently the chip area at the cost of increased power consumption.

The total input-referred noise of the amplifier is presented as [39]

()

5 ((JI+OF+CW)2 —
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Figure 2.2 Implementing a high-pass pole using a low-pass filter in the feedback.

where CF is the feedback capacitor, C7 is the input capacitor, C;, is the OTA input terminal

capacitance, V2 is the OTA input-referred noise power and V.2 amp is the input-referred noise

power of the whole neural amplifier.

Equation (2.1) shows that increasing the gain of the neural amplifier, or in other words
increasing the value of C7, for a constant C'r, reduces the overall input-referred noise (IRN).
In addition, for a constant gain, increasing the sizes of the differential pair transistors, on one

hand decreases the IRN power of the OTA (v2,), and on the other hand, increases the size
of the OTA input capacitance Cj, which according to (2.1) results in increasing of the noise
multiplication factor. As a trade off, there is an optimum point for the size of the differential

pair to minimize the overall IRN power of the neural amplifier for a specific gain.

By replacing the feedback capacitor Cr in the conventional CFN topology shown in Fig-
ure 2.3(a) to a T-capacitor network topology in Figure 2.3(b), the total equivalent feedback
capacitor is reduced [45]. Therefore, the similar gain is maintained with a smaller C capac-
itor. However, this comes at the cost of increased low-cutoff frequency due to the reduced
effective feedback capacitance. In order to maintain the same low-cutoff frequency, the feed-
back resistor has to increase. Increasing the feedback resistor, increases the input referred

noise of the whole neural amplifier.

Another topology of the AC-coupled neural amplifier is shown in Figure 2.3(c). In this
topology, a high-pass filter (HPF) followed by a resistive feedback non-inverting amplifier is
used to cancel the DC offset [46]. The HPF is composed of an electrode capacitance and a
high resistive PMOS where the bias current is programable. The operating point of Mp in
Figure 2.3(c) determines the amount of resistance and the low-cutoff frequency. Since the
value of the electrode capacitance varies significantly from one electrode to the other, the low-
cutoff frequency is not accurate. In [47], the same structure is used to design multichannel
AFE to construct a neural signal recording utilizing off-the-shelf components. This structure

is used with on-chip AC-coupled capacitor in the literature. However, in these designs, large
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Figure 2.3 AC-coupled neural amplifier topologies. (a) Conventional capacitive-feedback
network (CEFN) topology. (b) CFN amplifier using T-capacitor feedback network topology.
(¢) AC-coupling utilizing the electrode capacitance and a resistive element. (d) Open loop

network (OLN) topology. (e) Capacitive amplifier feedback network (CAFN) topology. (f)
Miller compensated CFN (MCCFN) topology.
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off-chip resistors or active on-chip resistors implemented with MOS transistors biased in the

subthreshold region are used which increase the IRN.

Figure 2.3(d) shows open loop network (OLN) topology. It is similar to that of Figure 2.3(c)
while utilizing an open loop amplifier [48]. Therefore this topology in addition to have the
problems of the previous architecture, suffers from non-accurate gain and also sensitivity to

the technology process deviation.

Capacitive amplifier feedback network (CAFN) topology is another topology that removes

the tissue voltage offset using a coupling capacitor shown in Figure2.3(e) [49]. This structure

C2Cs
C1Cy

As explained in [49] and [50], C5 has to be maximized

is a band-pass amplifier where its midband gain (A,,) is calculated by and its low-cutoff

Ch
Rp1C1Cy”

to decrease the input referred noise. For a given gain, the ratio of C3/Cjy has to increase and

frequency (fr) is calculated by

the ratio of Cy/Cy has to decrease. By increasing C3/C, and decreasing Cy/C1, the input
referred noise gets close to the CFN topology of Figure2.3(a). As a conclusion, the added
complexity to this structure does not significantly improve its parameters. Even in some
cases with the same condition, the noise, power consumption and chip area of this neural

amplifier is deteriorated compared to the CFN structure of Figure 2.3(a).
The topology shown in Figure 2.3(f) is Miller compensated CFN (MCCFEN) topology which

is similar to the conventional CFN topology, but it uses two OTAs in series. In some imple-
mentations such as in [51,52], no Miller compensation capacitors are utilized in the OTAs.
However, in other implementations such as [53], a Miller compensation capacitor is used in
the second OTA (OTA;) to make the non dominant pole far away for higher stability. In
addition, in the design presented in [50] a Miller compensation capacitor is used in OTA;
to create a double pole in the low-cutoff frequency. In design of a single stage neural am-
plifier with high gain, this topology can provide a fair trade off between output swing, DC
gain, noise, and power consumption. This advantage is realized by utilizing the OTA, in
this structure which increases the open loop gain. In addition, by designing the OTA, as
a high-swing OTA in this structure, we can increase the output swing. Designing neural
amplifiers with this topology (MCCFN) can result in low power and low noise with low noise
efficiency factor (NEF) compared to the other topologies. However, in advanced technologies
where the neural amplifiers are designed in multistage architecture, there is no significant
advantage compared to the conventional CFN topology. Note that high-cutoff frequency in
all AC-coupled topologies of Figure 2.3 is determined by the frequency response of OTA;.
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DC-coupled neural Amplifiers

The schematic shown in Figure 2.4(a) is the first neural amplifier that uses a LPF in the
feedback path which is based on the block diagram of Figure 2.2 [54]. The high-cutoff
frequency of this architecture is also realized by the frequency response of OT A; and its
midband gain is obtained from the DC gain of this OTA. Due to this feature, no large
capacitor ratio is required to obtain high midband gains. However, the midband gain is

affected by strong process variations.

Utilizing an integrator as an active LPF in the feedback path results in lower area since a
smaller capacitor is required due to the Miller effect compared to the structures that utilize
passive LPF. However, to reduce the IRN, the capacitors C; and C}, should be increased
which results in additional area. In addition, this topology consumes huge amount of power
in OTA, (feedback path) which in turn reduces the NEF in this topology.

A single ended configuration is utilized in Figure 2.4(a). This topology has a lower CMRR
and PSRR compared to a fully differential configuration, however, it occupies lower area
since it has only one miller capacitor. Moreover, the resistance of the pseudoresistor shown
in Figure 2.4(a) varies due to the high voltage swing at the output and consequently alters
the high-pass pole. The variation in the open-loop gain of the OTA; can also change the
high-pass pole.

A DC-coupled neural amplifier topology similar to Figure 2.4(a) is shown in Figure 2.4(b) [55].
Unlike Figure 2.4(a), the architecture in Figure 2.4(b) utilizes a fully deferential architecture
and a passive LPF. Since this architecture does not exploit the miller effect, a huge feedback
capacitor is used to obtain a high-pass pole at low frequencies. Passive off-chip elements
are used in the architecture of [55] that is not suitable for multichannel and implantable
applications. Since no OTA is utilized in the feedback path, the noise and NEF are reduced
at the cost of huge feedback capacitor. Note that the feedback capacitor is implemented off
chip due to the high area.

Figure 2.4(c) shows a neural amplifier that utilizes the block diagram of Figure 2.2 as well
to remove the DC offset of the input signal [16]. However, in this method the currents
are compared in the input instead of voltages unlike the two previous topologies. This
figure shows an AC-coupled chopper stabilized instrumentation amplifier (ACCIA) which
utilizes current balancing instrumentation amplifier (CBIA) block. The coarse-fine servoloop
is implemented using a coarse transconductance (CGM), a fine transconductance (FGM),
and an integrator as shown in Figure 2.4(c). In [16], the authors have minimized the output

range of analog fine servo by designing the coarse servo digitally. By this technique, the
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power consumption of the fine servo is reduced and the power-noise performance of the
ACCIA is improved compared to the previous ACCIA reported by the same group in [56].
This design also uses a chopper stabilization (CHS) technique to reduce the noise. However,
this design still consumes large area and high-power consumption which is not attractive for

multi-channel applications.

The idea of utilizing a digital LPF instead of analog in the feedback path of Figure 2.2 in order
to avoid utilizing huge capacitors and high-power OTA is proposed in [57,58] and shown in
Figure 2.4(d). In this method, the low cutoff frequency can be determined more accurately.
Also, it can result in less area and lower power consumption in advanced technologies and
the comparison between the input signal and the feedback signal is performed by utilizing a
DAC and an array of transistors in differential pair. This structure modulates and changes
the width of the transistor based on the offset voltage to maintain constant IRN and CMRR.
Nevertheless, measurment results show that these parameters vary with the offset voltage
variation. The digital LPF in [57] is designed off-chip. The off-chip implementation of the
filter creates an undesired delay to the low-frequency signal path. This limits the order of the
filter to first order and makes it difficult to stabilize the feedback loop. In [58], a digital LPF
is implemented on chip for 4 channels to eliminate the delay issue. The low cut-off frequency

of this design can be programmed down to 40 Hz.

The authors in [33] also exploit a digital on-chip filter to implement a 56 channels neural
recording implant. In this design, comparing the input signal and the feedback signal is
performed directly in the currents passing through the differential pair by a current streering
[-DAC. This design uses a CHS technique to reduce the flicker noise, but due to the high
power consumption of the blocks and relatively high bandwidth (10 Hz —5 K Hz) compared
to fo (=~ 100 Hz, flicker noise corner frequency), a high NEF (= 7) is observed. Also, in
addition to the complexity of this design, the midband gain is very sensitive to the technology

process deviation.

2.4.2 Multistage Amplifiers

In the literature, there are reports of single stage amplifier designs for biomedical implants
that are mostly implemented as capacitive coupled with the microelectrode sensors [59-63].
Single-stage neural amplifiers face the following challenges. In the case of DC-coupled neural
amplifiers that are generally designed as open loop structures with high gain, the midband
gain is very sensitive to process variation. In addition, the gain variation causes undesired
variation in the low-cutoff frequency (fz). On the other hand, in the case of AC-coupled,

very popular and commonly-used conventional CFN topology shown in Figure 2.3(a), has
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the following drawbacks. The midband gain (Aj) of such amplifier is obtained by % For a
specific and fixed value of Aj;, the minimum possible value is chosen for C'r to minimize the
C and consequently the chip area. The Cp is usually chosen in the range of 100 — 200 fF
to be larger than the neighborhood parasitic capacitances. Therefore, to have a high gain,
the C; has to be increased Aj; times greater than the Cr which results in huge chip area
and very low input impedance. Also, the latter factor, itself, causes attenuation of the neural
signal in the input of the amplifier which in turn reduces the total gain of the amplifier and
the CMRR. Furthermore, in the scaled and advanced technologies, the transconductance
(gm) reduces due to short-channel effects of MOS transistors which creates challenges and

difficulties in designing high gain OTAs.

To overcome the mentioned challenges, amplifiers are designed in two or three stages in the
AFE of the neural recording systems. Utilizing AC-coupled multistage amplifiers, reduces
the input capacitors’ value that leads to reduction of the chip area at the cost of increasing
the power consumption slightly. Few examples of such multistage amplifiers are provided
in [64-68].

In order to have low IRN, the first stage is designed as a low noise amplifier (LNA). The
other stages (i.e., the second and third stages) are designed so that provide enough gain and
linearity. Also, tuning the gain as well as the f; and fy are carried out in the second or
third stages. Although it is seen in [42] that f; and fy are tuned in the first stage of the

neural amplifier, it is not desirable as it affects the IRN.

It is proven by Isoperimetric Theorem in mathematics that for two or three-stage AC-coupled
amplifiers (assuming that the main area of the neural amplifier is consumed by the capacitors),
the maximum total gain for a specific area or the minimum area for a specific total gain is
obtained when the gains at all the stages are equal. However, further design considerations
such as lowering the IRN, causes the first stage of the neural amplifier which is an LNA, to

be designed with higher gain compared to the other stages [42,69].

Another challenge seen in both single-stage and multistage amplifiers (in the second or third
stage) is that the high output swing of the OTA varies the feedback resistance of the MOS
pseudoresistor in the CFN topology of Figure 2.3(a). This variation increases the non-
linearity of the amplifier and consequently increases the distortion and makes the high-pass

pole frequency variable with time [70].

Figure 2.5(a) shows the solution of this problem that is exploited in [71-73]. In these designs,
the front-end amplifiers are composed of two stages in which the second stage utilizes a source
follower like in Figure 2.5(a) to provide a constant voltage on the gate-source terminals of the

MOS pseudoresistors, while the output swing is high. This technique increases the linearity
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Figure 2.5 Improving the linearity of CFN amplifier utilizing (a) source-followers (SF). (b)
two gain stages with employing the proper NMOS and PMOS pseudoresistor and SFs.

of the amplifier significantly.

Nowadays, proposed and designed front-end amplifiers have two or three stages. The design
in Figure 2.5(b) utilizes of two stages [71,72]. The gain of the first and second stages are
as 39 and 14, respectively. To increase the linearity in the first stage, NMOS transistors are
used as pseudoresistors and in the second stage as shown in this figure, NMOS and PMOS
transistors accompany with a source follower are used. The pseudoresistors are all thick-oxide
transistors to provide higher resistance compared to the standard CMOS. The high-pass pole
frequency is adjusted by the bias current of the source followers in the second stage. This
is while, the low-pass pole frequency is determined by C'. This extra and large capacitor is

used in [39,41,74] which in all these designs causes an overhead in the consuming area.
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Figure 2.6 (a) Schematic of a three-stage amplifier, (b) Second-stage amplifier tunes the high
and low-cutoff frequency.

The architecture shown in Figure 2.6(a) utilizes three stages for amplification [69]. The first
stage is an LNA, the second stage is band-pass filter where adjusts the low and high-cutoff
frequencies. The third stage, behaves as a variable gain amplifier (VGA) and a buffer. The
gains of the first, second, and third stages are 50, 2, and 5, respectively. As illustrated in
Figure 2.6(b), the second stage utilizes a current-controlled pseudoresistor, that uses a cross-
coupled architecture to provide a symmetrical resistance with high linearity in the range of
0.2 V. This voltage is at the voltage swing range of the second stage. The low-cutoff frequency
of these circuits are determined by the bias current of the current sources while altering the

value of C'5 tunes the high-cutoff frequency.
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2.4.3 Noise Reduction Techniques

As shown in Table 2.1, the amplitude of the neural signals are very low, therefore, To achieve
a high SNR, the first stage of a multistage neural amplifier should be an LNA. Since the noise
in the second and third stages of the amplifiers are divided by the squared gain of previous
stages, the input referred noise of these stages are less important [75]. The noise efficiency

factor (NEF) is a widely used figure of merit and is presented as [76]

2Itot
w.Up4kT.BW

NEF = vnm\/ (2.2)

where Vy,; rms is the input referred rms noise voltage, I, is the total supply current of the
amplifier, and BW is the amplifier bandwidth (in Hz). To compare LNAs with different IRN,
power consumption and band width, NEF is utilized and the smaller NEF is the better.

To reduce the noise of LNAs, we explain circuit and systematic approaches in the following
subsections. Both of these approaches are applicable on AC and DC-coupled neural ampli-
fiers. IRN and NEF in different topologies are calculated and compared together in [50].
However, since the conventional CEN topology of Figure 2.3(a) is more appropriate and pop-
ular for multichannel neural recording compared to other topologies, we focus more on this

topology in this chapter.

Circuit Techniques

The IRN value of an OTA varies based on its architecture. For example, a 2-stage OTA (or
Miller OTA) can have a lower IRN compared to the folded cascode architecture due to the less
number of transistors in the first stage. However, in general and in the same condition of bias
current and transistor sizes, the differential pair transistors have the maximum contribution
in the IRN value of various OTA architectures. Also the transistor of the tail current source
(the current source that is connected to the differential pair) in all architectures as well as
the cascode transistors in the telescopic or folded cascode architectures has the minimum

contribution in the IRN value.

As presented in Table 2.1, neural signals have very low frequency components and small band
width. For the frequencies higher than the corner frequency (f.) in an LNA, the thermal
noise is dominant and for the frequencies lower than (f.), the flicker noise is dominant where
both of these noises should be mitigated. For example, in [39] and [54] , (f.) is reported
as 100 and 300 Hz, respectively. In [77], the IRN of the thermal noise is calculated and
tabulated for different OTA architectures. Equation (2.3), presents the flicker noise power of
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a MOS transistor [78].

K
CoxWL

V= (2.3)

| =

Where C,, is the gate oxide capacitance per unit area, and K is a process dependent constant
for a MOS transistor. W and L are the width and length of a MOS transistor, respectively.
To reduce the flicker noise power of an OTA, the differential pair transistors should be of
PMOS type where they have lower K compared to the NMOS transistors and according to
(2.3) their sizes should be chosen large.

In addition, based on the IRN equations of the thermal and flicker noise in various OTA
architectures, increasing the transconductance of the differential pair (g,,) compared to other
transistors, reduces the IRN corresponding to both thermal and flicker noise. Therefore, by
biasing the differential pair in the subthreshold region, the g,, of these transistors can be
maximized. This can be achieved by increasing the W/L ratio of the differential pair for a
constant bias current. Increasing the W/L ratio decreases the flicker noise of the differential

pair as well.

As explained in the Section 2.4.1, for the CFN topology increasing the C; based on (2.1),
increases the midband gain of the neural amplifier and results in the reduction of the IRN.
This is why the gain of the first stage (LNA) is usually designed significantly higher than the
next stages. Also, for a given gain, increasing the width of the differential pair, decreases the
flicker noise power of the OTA in (2.1) on one hand, and increases the Cj, on the other hand.
Therefore, as a trade off, there is an optimum point for the W where IRN is minimized.
The low noise neural amplifier in [39,69,71,79] have been designed considering the circuit
noise reduction techniques explained in this section and without considering the systematic

technique of the next section.

Systematic Technique

The neural signal contains important information in the low frequency range (i.e., less than
fe). In this frequency range, the flicker noise is dominant and to reduce its effect, the chopper
stabilization (CHS) technique is usually utilized [80,81]. The CHS technique operates as

follows.

Utilizing up-modulation by the first chopper, CHS transposes the neural signal to a higher
chopping frequency (f.;,) where the 1/f noise is not available. In the next step, the amplifier
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Figure 2.7 CHS technique in the CFN neural amplifiers. (a) Noise model of neural amplifier
when the first chopper is placed in front of the OTA. (b) Utilizing an impedance boosting
feedback circuit to increase the amplifier input impedance.

amplifies the signal while adding its 1/f noise and offset. The second chopping, modulates
up the offset and 1/f noise to f., while the signal is demodulated back to the baseband. A
LPF extracts the original signal with much higher SNR.

CHS can be used in both AC and DC-coupled amplifiers. Examples of utilizing this technique
for DC-coupled amplifiers are shown in [16,33,56]. However, in this section, we explore more
on the CNF topology of Figure 2.3(a). This is because this topology is more appropriate for

multichannel neural recording and is more commonly used.

In practice, implementing CHS technique is challenging. The fact that the chopping switches
are not ideal as well as the amplifier which has offset, limited gain and bandwidth, creates
challenges in the design process. Utilizing the CHS technique in a designed LNA with the
CFN topology of Figure 2.3(a) for the same capacitor size does not reduce the noise in low
frequencies, but increases it. The reason behind this, is explained in [82] . Figure 2.7(a)
shows the amplifier utilized in [82] with the input and output chopper switches and the IRN
of OTA. The input chopper switches accompanied by the OTA input parasitic capacitance
(like the switched capacitor circuits) can be modeled as a resistor which its value can be

calculated as

1
f ch CZTL

Reg = (2.4)

Where C}, is the OTA input parasitic capacitance and f., is the chopping frequency. The
total noise of the neural amplifier when transferring the OTA noise to the input of the neural

amplifier by considering the effect of the resistor and other capacitors can be presented as
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This equation shows that to reduce the total IRN of the amplifier requires a huge C; ca-
pacitor. The capacitance value of the C; in [82] and [83] are reported as 300 pF and 1 nF,
respectively. These large capacitors increase the area and also decrease the input impedance
of the neural amplifier. The latter factor reduces the CMRR and also increases the effect of
mains interference on the system [84]. To improve the input impedance of this neural ampli-
fier, an input impedance boosting circuit is utilized in [82,83] as shown in Figure 2.7(b). The
operating of this circuit is so that a larger portion of the input capacitor current is provided
by the output of the OTA through the positive feedback. This technique increases the input
impedance in [82] from 400 M to 2 GS2 at 1 Hz.

Two other challenges regarding to the chopper amplifiers are reducing the output ripple and
their residual offsets [82,85]. The offset voltage of the OTA causes the ripple. When the
offset voltage gets amplified after up modulation, it can even have amplitude more than
biopotential signals, therefore, it can limit the amplifier’'s output headroom. The amplifier
designed in [85], senses the ripple in the output using a ripple reduction loop (RRL), and
compensates the ripple by applying it to the input through a feedback. Note that since
RRL is implemented in analog and works continuously, increases the power consumption

significantly.

The residual output offset is mainly due to the non-idealities of the CMOS switches in the
input chopper [80]. Clock feedthrough and charge injection creates spikes in the input of
the OTA and they are amplified and presented in the output of the OTA. Then these spikes
are down modulated with the output chopper and increase the DC at the output which is
called the residual output offset. The authors in [83], have compensated the residual offset by
embedding the circuit called DC servo loop (DSL) in the feedback path. DSL takes samples
from the output and provides almost equal current, but in the opposite direction of the offset
current by utilizing a G, — C filter and apply it to the input of the chopper. The main
drawback of this circuit is that it requires a huge off-chip capacitor (greater than 10 uF) to

decrease the low-cutoff frequency to the appropriate value.

To reduce the power consumption while removing the ripples in [85] and to avoid huge off-
chip capacitor in [83], a new mechanism called digitally-assisted calibration loops is proposed
in [82] that removes both the ripple and the offset. This mechanism provides a digital

implementation of both RRL and DSL. There are also more examples in the literature that
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Figure 2.9 (a) Delayed modulation technique, (b) delayed demodulation clock diagram, (c)
dead band clock diagram.
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utilize techniques to reduce the charge injection [86]. Three samples of these techniques
which employed in the chopper amplifiers are as nested chopping, spike filtering, and the use
of delayed modulation or dead band.

Figure 2.8(a) shows the schematic of the nested chopper amplifier [87-90]. As illustrated
in the figure, this architecture utilizes a pair of internal and external chopper where the
frequency of the internal chopper should be chosen greater than 1/f noise corner frequency
(fc). The frequency of the external chopper (fe,r) which is relatively a low frequency can
be optimized for the input signal efficiently. With this technique, [87] has achieved 100 nV
offset, with f.,gy = 2 KHz and f.,, = 15.6 HZ.

Spike filtering technique is another approach for reducing the residual offset. As explained
earlier, the charge injection in the MOS switches of the input chopper creates spikes in the
output of the amplifier which eventually appear in the output of the second chopper as the
residual offset in the frequency spectrum. Therefore, we can assume that these spikes have
odd harmonics in the frequency domain [91]. By filtering these spikes, the residual offset can

be reduced significantly. Figure 2.8(b) shows the schematic of this technique used in [92,93].

Unlike the previous method where a filter is used to reduce the residual offset in the frequency
domain, in the delayed modulation or dead band technique, the residual offset is mitigated
in the time domain. Figure 2.9(a) shows the schematic of the delayed modulation technique.
As shown in the figure, this technique utilizes a modulator M, amplifier A;, and demodulator
D. In [94], an amplifier is used followed by a LPF to shape the spikes and the second chopper
with a constant delay is used (as shown in Figure 2.9(b)) to demodulate the spikes. This
causes the average of the signal to be zero which is extracted by a LPF. Another method
which is called dead-band or guard-band and its implementation is relatively simpler is shown
in Figure 2.9(c). In this method, there is no modulation when there is spike in the output

signal. This technique is used in [95,96].

Another approach to implement CHS technique in the AC-coupled CFN topology as shown
in Figure 2.10(a) is to use a chopper in front of the input coupling capacitors [66,97]. In this
figure, there are two feedback loop to determine the midband gain and high pass corner of
the amplifier. However the main drawback of this architecture is its low input impedance

which is calculated as

1

Zin = -
]wsig(l + fch/fsig)CI

(2.6)

where f, is the chopping frequency and f;, is signal frequency. Increasing the f., causes a
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more relaxed implementation of LPF on one hand and on the other hand reduces the input
impedance according to (2.6). The input impedance is reported about 8 M in [66]. In
order to improve the low impedance of the design in [66,97], a positive feedback loop (PFL)
shown in Figure 2.10(b) is proposed in [98]. This circuit takes samples from the output and
accordingly provides a large portion of the current of the input coupling capacitors. The
measurement results show that the input impedance increases from 6 M2 to 30 M(2. Note
that, due to the presence of parasitic input capacitances, the boost factor and the original

input-impedance are lower than the expected (100 and 8 MS), respectively).

Finally, at the end of this section, we analyze [33], as a sample of the DC-coupled neural
amplifier. Figure 2.11 shows the block diagram of this amplifier which has 56 channels. In this
architecture, a digital DSL is used in each channel to remove the input DC offset (caused by
recording electrodes). In addition, CHS is used to reduce the 1/f noise of the LNA. Avoiding
huge capacitors in the DC coupled architecture due to utilizing a digital DSL reduces the
chip area. However, due to utilizing CHS at a much higher bandwidth (10 Hz — 5 KHz)
than fo (=~ 100 H z, flicker noise corner frequency), it does not present a good noise reduction
performance. The reported IRN and NEF are 5.4 uV,,,s and 7, respectively, with a offset
voltage of 50 mV.

2.4.4 Advanced Neural-signal Amplifiers

In this section, we compare and summarize the various mentioned topologies of neural am-
plifiers for multichannel neural recording application in Table 2.2. Also, we investigate the
noise reduction techniques in advanced technologies. DC-coupled neural amplifier is not ap-
propriate for large-scale recording application due to following drawbacks. The high gain
value of this amplifier has much variation due to its open loop implementation. Also, it
needs a huge capacitor in the feedback path where it implements a passive analog integrator
and dissipates large power where it implements an active analog integrator. In case of digital
implementation of the integrator for each channel, it consumes relatively large silicon area
and power consumption. The best choice is to design the neural amplifier in two or even
three gain stages with AC-coupled CFN topology to obtain the necessary gain in lower area.
The gain of the first stage should be higher compared to the other stages to decrease the
IRN of the whole amplifier. If achieving the required SNR in the output of the amplifier is
possible by applying the circuit noise reduction techniques, it is not necessary to utilize the
systematic techniques due to its silicon area and power overhead. Otherwise, the first stage

of the neural amplifier as an LNA needs CHS technique to reduce the flicker noise of the
LNA.
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Table 2.2 COMPARISON BETWEEN DIFFERENT TOPOLOGIES OF NEURAL AMPLI-
FIERS

Amplifier Fig-
Topology ure | Ref. Pros Cons
Accurate gain, suitable Large cap. area to obtain
CFN 3(a) [39) for multistage amplifier high gain
CFN with Input and total cap. .
Tonetwork 3(b) | [45] reduction Low-cutoff frequency increase
Electrode
cap. and . Inaccurate and not adjustable
resistive 3(c) [46] | No need to input cap. high pass pole
feedback
OLN 3(d) | [48] | Small input cap. area Inaccurate gain
Smaller total cap. area Higher power consumption
CAFN 3(e) [?5%]]’ compared to CEN and noise compared to CFN
Higher swing as a Higher power consumption
MCCFN 30) | [51] single stage high gain compared to CFN, Higher
" | amplifier compared to area consumption compared
[52]
CFN to multistage CFN
P . Inaccurate gain and
Analog 4(a) [54] Elimination of input Low-cutoff frequency, Large
Integrator cap. X
power consumption
Differential Elimination of input Inaccurate gain and
difference 4(b) | [55] ca p Low-cutoff frequency, large
amplifier p- off-chip passive components
Analog & Rela‘x analog DSL Large area and power
digital DSL 4(e) | 116}, requirement due to consumption
& [56] digital DSL p
Differential . IRN and CMRR variation
pair width 4(d) | [57], Fully—d;i%zillciljf offset with input offset variation,
modulation [58] ) complexity overhead
Fully-digital 1 33] Fully-digital DC offset Inaccurate gain, high power
DSL rejection consumption and NEF

Applying CHS to decrease the IRN needs to increase the input capacitors value which causes
the input impedance reduction and consequently, CMRR reduction. Input impedance boost-
ing circuit increases the input impedance by utilizing a positive feedback as mentioned in
section 2.4.3. Furthermore, offset voltage of OTA causes ripple at the output of the amplifier
which can be reduced by RRL circuit. Also, the non-idealities of the first chopper switches

(charge injection and clock feedthrough) cause the residual offset which can be compensated
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by DSL circuit in the feedback path. However, we presented three methods to decrease the
residual offset at the origin in section 2.4.3. Among these methods, we suggest the nested
chopper technique ( Figure 2.8(a)), because of its simple implementation and high perfor-

mance.

2.5 Analog to Digital Converters

The amplified neural signals are converted to digital by an ADC as shown in Figure 2.1,
before transmitting out of the body. This is because, the digital data are so tolerant to
the noise and other interferers compared to the analog signals. As the neural signals have
very low bandwidth and require to consume low power for implant applications, successive
approximation architecture analog to digital converters (SAR ADCs) are one of the best
options. This ADC utilizes digital to analog converter (DAC) and successive approximation
register (SAR) blocks. Most of the neural recording systems utilize an 8 to 10 bit resolution
SAR ADC [99], however in [100], the resolution of the ADC is adaptively configured by the
activity of the input neural signal, to save the power and compress the data. Figure 2.12
shows a SAR ADC which uses charge redistribution between the capacitors. Also, two sub
DACs are utilized to decrease the total amount of capacitance and consequently reduces the
total area [33,71,101]. This ADC is suitable for neural recording architectures shown in
Figure 2.1(a) and Figure 2.1(c) which use one or several ADCs for all the channels. Due to
the large area and high-power consumption, this ADC is not suitable for the architecture
shown in Figure 2.1(b) where each channel uses one ADC. For this purpose, the authors
in [102] propose an improved SAR ADC shown in Figure 2.13(a). The output bits of this
ADC are extracted in serial. In addition, this structure exploits binary search algorithm as
shown in Figure 2.13(Db).

Although, in general, SAR ADC is a common architecture used in neural recording implants,
the use of other ADC architecture is sometimes presented in the literature. For example, a
logarithmic pipeline ADC with 8 bit resolution is used in [44]. The logarithmic encoding is
used to represent the high dynamic range with a short word length. Another neural recording
system with 256 channels is shown in [103]. In order to reduce the area and power consump-
tion, an 8 bit resolution single slope ADC is used for each channel. The ramp generator and
counter are shared between all channels in this architecture. The authors in [104] introduce
a 10-bit resolution dual mode SAR and single-slope ADC for neural recording application.
In the normal mode, the ADC works as a SAR ADC to quantize the extracellular action
potential. In the compression mode, to reduce the dynamic power, the ADC is configured to

single-slope and it processes just essential parts of spike waveforms.
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Figure 2.12 Differential 8-bit SAR ADC

Sigma-Delta modulators are also utilized in neural recording applications due to the low-
frequency bandwidth of neural signals [105,106]. Sigma-Delta modulators operate based on
oversampling data conversion. Therefore, although this data converters can be low power,
they can increase the power consumption in the subsequent circuits especially in the wireless
transmitter due to increasing the output data rate of YA modulators much higher than
Nyquist-rate ADCs. However, as mentioned earlier, the charge redistributed SAR ADC is

the best data converter option for multi-channel neural recording implants.

2.6 Data Compression

Increasing the number of channels improves the spatial resolution on one hand, and on the
other hand increases the output data transfer rate and power consumption specially in the
wireless transmitter. One of the methods to decrease the power consumption is to decrease
the data transfer rate by reducing the data redundancy which is called data compression.
Since the encoders of the compression methods are implanted on the brain, the method that

has a simpler encoder in terms of consuming less area and power is desirable.

As mentioned earlier in Section 2.3, CS is a compressing technique that efficiently acquires
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Figure 2.13 Modified SAR ADC for single-channel application. (a) Block diagram of the
modified SAR ADC. (b) Schematic of binary search algorithm.

and reconstructs a bio-signal especially EEG and iEEG signals. CS is only used for bio-
signals that are sparse in time or other domains. Luckily, most of the bio-signals are sparse
in the time, Gabor or wavelet domains [107,108], which makes them suitable to use CS. Data
reconstruction can be achieved with far less samples compared to Shannon-Nyquist sampling

theorem by utilizing optimization methods and exploiting the sparsity of the signal.

The core of CS encodes an N-dimensional sampled input signal (X) into an M-dimensional
sequence of measurement (Y) through a linear transformation by the M x N measurement
matrix ¢, where ¥ = ®X. In this matrix equation, M is less than N (M < N) that
represents the compressing of data from N sample to M sequence. There are infinite number
of feasible solutions for X, as the equation is underdetermined. Assuming X is sparse, the
sparsest solution is often the correct solution with high probability. As presented in [109],
employing a random measurement matrix ®, as a universal encoder as well as large enough
input samples X is required to perform signal reconstruction of any sparse signal. A general
approach to facilitate an efficient circuit implementation of ® is to utilize pseudo-random

Bernoulli matrix where each entry ¢, , is £1 [110,111].

As shown in Figure 2.14, CS encoder can be implemented in both analog and digital domain.
Figure 2.14(a) demonstrates the block diagram of an analog implementation of CS encoder
presented in [79,101,112,113]. The sparsity of EEG signal in Gabor domain is utilized in [101]
and the design in [79,112,113] exploits the spatial sparsity of the iEEG signals recorded from
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the electrodes of the sensor array. The CS core block diagram in digital domain is shown in
Figure 2.14(b). The sparsity of the neural signal in Gabor domain is utilized in [114-119]
and implement the CS encoder digitally.

Other signal compression method which is suitable for extracellular recordings is presented in
the literature [32,35]. This compression method is based on the sparsity of APs in the time
domain. Since most of the information corresponding to the extracellular activities that are
sensed and captured by the microelectrodes are in the APs, and the duty cycle of the APs are
between 2% and 20%, therefore, it is sufficient to detect only the APs and transfer them out of
the body [77]. As the waveform of the APs captured by different neurons in a microelectrode
are different, we can exploit the features of these waveforms for the subsequent processes
such as spike sorting. This waveform features can be such as the time of occurrence and the
maximum and minimum amplitude value. Note that the best performance is achieved when

complete waveform representations are available [120,121].

An analog compression block is usually placed after the neural amplifier. Therefore, the
neural signals have a relatively high voltage amplitude. One of the simplest method to detect
and extract the location of the APs is to use a comparator in order to compare the neural
signal with a threshold voltage [122,123]. The APs are detected while the neural signal cross
the voltage threshold. The implementation of the detection circuit is simple in both analog
and digital circuits. However, in this method, we can only capture the portion of the AP that
is above the threshold and the rest is neglected. Besides, accurate detection of this method
is only feasible for high SNR [124]. To optimize the detection rate, the threshold voltage is
chosen very carefully based on the level of the noise in the channel. This noise consists of
background neural noise, flicker noise and thermal noise. The other similar method which
is more effective in raising the detection rate is based on exploiting a bilateral threshold to
consider both positive and negative signal polarities as presented in [32,60,125-127]. Saving
a signal in a buffer and transmitting it with a very short delay allows capturing the whole
waveshape of the APs without missing any portion of them. Employing an SRAM as a data
buffering block and the bilateral threshold technique in [32] improves the accurate detection

rate.

In order to improve the SNR and consequently increase the accurate detection rate of the
APs, a pre-processor block is used in the designs in [128,129]. In this method, on one
hand the waveform of the neural activities is emphasized and on the other hand the noise is
attenuated to increase the SNR. This method also helps to choose the threshold voltage easily
to detect the APs accurately. In practice, the implementation methods of the pre-processor

in the literature are different. For instance, in [128], a pre-processor detector and spike
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Figure 2.14 Block diagram of CS core of (a) an analog implantation (b) a digital implantation

sorting system is presented which operates based on variance of the neural signal. Another
example are presented in [129], where an energy-based pre-processor is implemented utilizing

low-power current-mode circuits.

Adaptive threshold is also another method to maximize the detection rate [130-132]. In this
method, the threshold of detection is not a constant value and varies dynamically based on
the SNR of the neural signal and the background noise. Moreover, Compression and other
processes such as spike detection, feature extraction, and spike sorting can be implemented
digitally in digital signal processors (DSPs). [133-136] provide samples that exploit DSPs to

carry out such processes.

At the end of this section, it is necessary to mention that the application of these methods
are based on the input signals. The CS method is the appropriate method for the EEG and
iEEG signals due to its simplicity of implementation and no need to high SNR. However,
for the extracellular neural activities which is important to extract the spikes for subsequent
processes such as spike sorting, the data compression method based on the threshold is

suitable and the adaptive threshold method is proposed.

2.7 Conclusion

In this chapter we explain briefly the necessary of the neural recording especially by the
invasive method of implanting a chip on the brain in the skull. Also the neural signals and
their electrical specifications are discussed. The require of large-scale channel recording as
well as utilizing the advanced fabrication process have made new challenges in design of
neural recording implants. The two most important parameter that should be considered in

these designs are power consumption and chip area. We review the various architecture of
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neural recording systems and conclude that the architecture of figure 2.1(c) is the best option
for the very large-scale recording. Then we discuss on each blocks of these architectures. The
most challenging block of a neural recording implant is neural amplifier. Therefore this block
is elaborated in terms of designing a compact, high gain, low power, and low noise amplifier.
We demonstrate several typologies for each of the both AC and DC-coupled neural amplifiers.
Employing multistage amplifier to obtain high gain and lower the chip area for AC-coupled
neural amplifier is described. Also the various techniques to reduce the noise of the neural
amplifier is discussed in its subsection. Although SAR ADC as the best choice for the type
of ADC in the neural implant application is presented, we demonstrate all the other ADC
architectures that exist in the literature. At the end we cover the data compression methods

to decrease the output data rate and power consumption.



38

CHAPTER 3 SYSTEMATIC DESIGN OF ANALOG COMPRESSIVE
SENSING ENCODERS

3.1 Introduction

In Chapter 2 the necessity of capturing the brain signals is explained. It is also mentioned that
wireless monitoring of brain activity through implantable devices is one of the best solutions
that is possible. Increasing the number of recording sites on the brain (also called channels) is
desirable and will increase the spatial resolution of the brain signals. Although the bandwidth
of neural signals is relatively low, implementing of multi-channel neurorecording will increase

dramatically the required bandwidth as well as the power consumption.

On the other hand, to implement a multi-channel implantable neurorecording chip, there are
two crucial challenges, the power consumption and chip die area. They should be lowered
as much as possible. Considering that most of the power in this system is consumed in the
RF power amplifier (PA) of the transmitter [7], decreasing the amount of data that must be
transmitted is desirable for diminishing the power consumption. This can be done by a data

compression method. An appropriate method for doing this is compressive sensing (CS).

CS encoder decreases the sampling frequency to less than the Nyquist rate and has very
simple circuit in both of analog and digital domain in comparison with other compression
methods. Therefore, CS addresses both of the mentioned challenges (reducing chip area and
power consumption), due to its simple implementation and data transmission rate reduction.
The only condition that the signal must satisfy for CS is sparsity in some basis or domains
like time, frequency, Wavelet and so on. Most bio-signals such as Extracellular APs, EMG,
EKG, EEG, iEEG, LFP, etc., which are produced by bio-sensors, satisfy this condition and

have sparse representation in time, Gabor or Wavelet domain [107,108].

In this chapter we explore CS encoder in the analog domain, which is mainly implemented by
switched-capacitor (SC) circuits. Non-ideal specifications of OTA in CS integrator such as
finite gain, bandwidth, slew rate and output swing will decrease the total SNR. This chapter
investigates the destructive effects of the mentioned non-idealities on the whole system SNR
by Matlab and Simulink simulations [137].
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3.2 CS Background and Neurorecording System

CS is a signal compressing technique which can reconstruct the original signal efficiently
whereas it utilizes simple circuits in its encoder. This is achieved based on the principle that,
through optimization, the sparsity of a signal can be exploited to recover it from far fewer

samples than required by the Shannon-Nyquist sampling theorem.

The core of CS gets the N-dimensional sampled input signal (X), and encodes them into an
M-dimensional sequence of measurements (Y), through a linear transformation by the M x N
measurement matrix, ®, where Y = ®X. As explained in section 2.6, the matrix equation is
underdetermined and there are an infinite number of feasible solutions for X. If X is sparse,

then the sparsest solution with the high probability is often the correct solution.

In some cases, X is not sparse (in time domain) but it can be further expanded by: X = U«
where « is the N-sample coefficient sequence and W is the N x N sampling basis or sparsifying
matrix. In the receiver, CS decoder utilizing an optimization method recovers the original
signal X. A general method to find the sparse solution is to solve the following optimization

problem:

m}i%n |lalle,  subject to Y = dVa (3.1)
zeER™

The optimal solution to (3.1) extracts & and then the recovered signal will be obtained by
X = Wa. The data compression factor (CF) is defined as (3.2). Increasing CF will decrease
the radio power of the transmitter, but it will increase the error between the reconstructed

signal X and the original signal X.

N

In order to exploit the CS compression technique privilege, there are two crucial requirements.
The first is sparsity which is related to input signal and has been mentioned in section
2.6. The second is incoherency between the measurement matrix, ®, and the sampling
matrix, ¥, which ensures the maximal capturing of the input signal. Coherence between the

measurement matrix (®), and the sampling matrix (V) is defined as:

Where ¢ is a row of ® and 1 is a column of W. Actually, coherence measures the largest

correlation between any row of ® and any column of W. Fortunately, random sensing matrices
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¢ with sufficient samples behave low coherence with any fixed basis [109]. In practice, by
exploiting pseudo-random sensing matrix instead of random one, it can be regenerated in the
receiver. It is because, the sensing matrix is required in the receiver to recover the original

signal. The sparsity is defined as 3.4.

Sparsity(%) = N;[K(lo()%) (3.4)

where K is the number of elements of X which are non-zero. In practice the small amounts
of X which are near to zero set to zero. For more theoretical information of CS refer to
[36-38]. The target is to design of a neurorecording implant for iEEG signal of the brain
assuming multichannel implementation. Also, it is considered that the whole system will be
implemented in 65 nm standard CMOS process and 1 V supply voltage. Figure 3.1 shows
the block diagram of this system for n channels. In this figure, low noise amplifiers (LNA)
amplify the captured neural signals by Bio-sensors and CS encoders compress them. An
analog multiplexer multiplexes the signal of each channel to an ADC. At the end, these

digital signals are transmitted out of the body by a transmitter.
e
l Ch2

Bio-Sensors|—» LNA 3 CS Encoder

il

Y

Figure 3.1 Block diagram of neural recording system with the CS in analog domain.

3.3 System Level Simulations

In this section, CS encoder of Figure 2.14(a) has been simulated by Matlab. It has been
focused on the non-ideal effects of OTA such as finite gain, bandwidth, slew rate and output
swing on the total SNR of reconstructing signal at the receiver. Figure 3.2 shows the Simulink
simulation of Figure 2.14(a) in a vector of M elements. It is necessary to assume all the other
elements of this system are ideal. Also, to minimize the SNR reduction of reconstruction
signal due to lower sparsity of neural signal, we apply samples of a single tone (for instance

13 Hz) which is highly sparse in frequency domain. In this case, just the non-ideal effects of
OTA will be considered.
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Figure 3.2 Simulink simulation of the CS Encoder.

In Figure 3.2, input signal, (X) is a discrete sine wave signal and the measurement matrix,
®, has been generated by Matlab built in random function and has Bernoulli probability
density function (PDF) with values of £1. They are multiplied in vector mode. A discrete
ideal integrator accumulates the signal and a down sampler releases the last value of N
sample integration. The Number of the input samples, N, and CS output sequences, M, are

considered 1000 and 40, respectively.

The CF which is defined as (3.2) is 25. Taking fast fourier transform (FFT) from 1000 input
samples and applying the result in (3.4) calculates the sparsity as 99.8 % in frequency domain.
Finally, a 15-bit quantizer has been utilized at the end as an ADC. The simulation results of
this system achieved 89.7 dB for reconstructed signal SNR which has been restricted by the

quantizer.

3.3.1 Finite Gain Effect

Implementing CS encoder in discrete-time domain exploits switched-capacitor (SC) integrator
circuits. The finite gain of OTA is one of the non-ideality effects of SC integrators which
has destructive effects on the total SNR of system. In this case, it is considered that the
integrator has leakage and the transfer function of this leaky integrator changes to [138]:

B Vo(2) 21

Vilz) 1-(1—¢g)z?

H(z) (3.5)
where ¢ is referred to the leakage factor. In the conventional SC integrator, the leakage factor

is:

__ Ci/Cr

v (3.6)

where C'7 and C'r are input and feedback capacitors of integrator, respectively, and A is the

finite gain of the OTA. C;/CF is the gain of the integrator and has been normalized to 1 in
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our simulations. (3.5) and (3.6) which show the effect of finite amplifier dc gain will shift
the pole of H(z) slightly off of the unit circle. In practice, this leakage adds error in each

integration phase and decreases the system SNR.

45
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Figure 3.3 SNR of reconstructed signal versus the gain of the OTA.

Inserting leaky integrator instead of the ideal one in the system of Figure 3.2 and iterating
the simulation with various gains lead to the curve of Figure 3.3. In order to ignoring the
quantization noise, the output sequence was extracted before quantizer. Figure 3.3 illustrates
the SNR of reconstructed signal versus the gain of the OTA. The curve has a logarithmic
form, so for simplicity of demonstration, X axis was scaled logarithmic. The slope of the
curve is almost 18 dB/dec. The reconstruction SNR has almost +1 dB tolerance. This figure
shows the performance of CS encoder is very sensitive to the gain of the OTA. For instance,
for CS encoder with OTA gain of 10000 (80 dB), the SNR of reconstructed signal is 23 dB.
This 80 dB gain for OTA is relatively high and is very hard to implement in 65 nm technology.

3.3.2 Finite Bandwidth and Slew Rate Effect

In this section, the non-ideality effect of finite speed in the SC integrator is investigated.
The small signal and large signal speed performance of an integrator is translated to Linear
settling and slew rate respectively. In other words, if the integrator was not rapid enough, it
could not settle to the final expected voltage in each integration phase. Therefore, it injects
error in each integration phase and accumulation of these errors leads to SNR reduction. In
order to explore the effect of this error solely, all the other error sources in the system of
Figure 3.2 should be eliminated. For this purpose, a function block is inserted in the Simulink
simulation of Figure 3.2. This function calculates the final expected voltage of the integrator

based on input voltage, assumed slew rate and single pole time constant of OTA [139]. The
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function equation is:

-1
Vi(1 — e2er) Vil < 7.¢
V. — o (V [ — 1] : 1 3.7
0 Vi — sign(V;).1.C.et < " 27s T(<Vi<(t+ zfs).g“ (3.7)
sign(Vi).C.55 (T +55)-C < Vil

where ( is slew rate, 7 is single-pole time constant, f, is sampling frequency and V; is input
samples voltages. The function is inserted before the ideal integrator of Figure 3.2 and sim-
ulated with various amount of time constant and slew rate. For simplicity of demonstration

and analysis of the results, time constant 7 and slew rate ( is normalized to:

1
ny = 2For (3.8)
S
Cn B 2fsVMam' (39)

where Vi 4. i an assumed maximum input voltage and n, and (,, are number of single-pole
time constants and normalized slew rate respectively. n, means the integration phase of the
integrator (half of sampling time) consists of n, number of time constants. In this simulation,

the output sequence has been extracted before quantizer again.

5 4

Number of single-pole Time Constants 2 11

Figure 3.4 Total SNR as a function of slew rate and settling time.

Figure 3.4 shows the result of Matlab simulation considering Vy..; = 0.5 V. It illustrates
the total SNR versus normalized slew rate and number of time constants. The figure demon-
strates the CS encoder performance is sensitive to the number of time constants not to slew
rate of the OTA. It is because the small signal effect is dominant. As the SNR does not
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Table 3.1 FINITE BANDWIDTH SIMULATION RESULT

n. 1 23747576
SNR(dB) | 8.7 | 17.4 | 26.1 | 34.7 | 43.4 | 52.1

change by changing slew rate in Figure 3.4, Table 3.1 has tabulated the Figure 3.4 for further

analysis.

3.3.3 Finite Output Swing Effect

In the simulation of this section, all the error sources are eliminated again, except the output
swing of OTA in the integrator. For this purpose, a saturation block is inserted in the
integrator of the Simulink simulation of Figure 2.14(a) to limit the output voltage between
-1 and +1 V. It should be mentioned that the signals in Simulink schematic of Figure 3.2
are a vector of M (=40) elements which we call each element of the vector as a branch.

Therefore, in practice, there are 40 parallel integrators which work concurrently.

Simulations show that as long as the outputs of integrators are not saturated, the total SNR
is 106 dB, but as soon as the outputs are saturated, SNR is decreased dramatically. The
amount of SNR depends on the number of branches out of M that are saturated and the
saturation duration in each branch. The total SNR can be varied between 8 dB and 32 dB.
In the best case, when the saturation is happened in just one integrator out of M, and the
amount of saturation is 0.8 %, the output SNR is achieved as 32 dB.

4

Frequency
N
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Figure 3.5 Histogram of M samples of CS outputs (M=40).

Like the output swing of integrators, the dynamic range of ADC is limited between -1 and

+1 V. It means the input voltage of ADC should be in the range £V,.;. The same saturation
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block is inserted before the ADC block and the simulation is iterated assuming that the
other blocks are ideal. The result is very similar to the effects of integrator outputs finite
swing. Figure 3.5 shows the histogram of 40 output samples of 40 parallel branches (M) of
CS encoder. Increasing the amplitude of one sample out of 40 samples from the boundaries
(£1 V), decreases the reconstruction SNR to 23 dB.

The results of these simulations show the CS encoder is very sensitive to finite output swing
of integrators and they should be avoided from saturating. For this purpose, the gain of the
integrators should be controlled to avoid saturation or use other methods such as “smart

saturation checking” presented in [101].

3.4 CS Core with iEEG Input

Scope
ieeg_ch1 1
L
From ° 1-z1 d |
Workspace Product Zero-Order Discrete Filter Quantizer
Hold
Out1 b

PRG

Figure 3.6 Simulink simulation of CS core block diagram in MATLAB.

In this section, system level simulation is investigated to find out the required total voltage
gain. The question is how much the CS core increases the amplitude of the input signal.
This increased value of the amplitude is called CS gain in this thesis. Figure 3.6 shows the
Simulink simulation of Matlab. The input is a real iEEG signal sampled from a dog captured
in 16 channels. The sample data is available freely at https://www.ieeg.org/ web site. The
sampling frequency of the iEEG signal is 399.6098 Hz. This input is like a random signal
which is integrated after multiplication of this signal by +1 randomly in order to create a
linear combination from input samples. Matlab simulation will help us to calculate the gain
of CS core.

Figure 3.7 shows the various signal waveforms on the scope of Figure 3.6 (The figure shows
almost 0.75 sec of the waveform). These signals are input iEEG, pseudo-random generator
(PRG), multiplication and integration of these signals. We reset the integrator after a long
sequence of signal integration. In other words, increasing the number of samples before

resetting will increase the amplitude of the CS output voltage. The important point is
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Figure 3.7 Waveforms of Simulink Scope of Figure 3.6: (a) The original iEEG signal, (b)

Random +1 generated by Pseudo-Random Generator (PRG), (¢) Multiplication result of
signal a and b, and (d) Integration of signal c.
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Figure 3.8 Gain of CS core versus the number of sequences.

that the amplitude increase varies a lot so that it could saturate the integrator. Figure 3.8

illustrates the gain of CS core versus the number of samples for 4 sets of 10000 samples, before
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Figure 3.9 iEEG signal of a dog.

resetting the integrator. The whole 40000 samples of iEEG signal is shown in Figure 3.9.
Based on the Figure 3.8, the gain of CS stage for 1000 sequence varies almost from 4 up to
10 and for 2000 samples varies between 5 and 14. Therefore resetting the integrator of CS
after 1000 up to 2000 sequences is suitable. Utilizing a PGA can configure the total gain to

avoid saturating the amplifier and achieve the maximum of dynamic for ADC.

3.5 Variable Compression

CS core implementing with series sequences of Figure 3.10 is another solution for analog
implementation [110,140]. In this architecture, M output sequences are down sampled se-
quentially from N input samples. The integrator is reset at the end of N samples integration.
The measurement matrix, ®, in this case is similar to the lower triangular matrix. The qual-
ity of reconstruction is lower than the CS core of Figure 2.14, due to the higher coherency
between ® and ¥ matrix. In other words, the reconstruction SNR of series-sequences CS core
in Figure 3.10 is lower than the parallel-sequences CS core in Figure 2.14, especially when
the sparsity is low. However, it requires less hardware and consumes lower power than the

parallel-sequences CS core.

Altering the CF in this case is also easier due to changing M and consequently down sampling
frequency. To exploit the privileges of both CS core, we propose to combine these architec-
tures to achieve the CS core of Figure 3.11. In this architecture, we have two kinds of parallel
and sequential output and the number of these sequences are based on the value of Mp and
Ms. In this case the CF is defined as (3.10). The value of Mp is fixed and determine the



48

"—»?—» | A/D |3

¢

Figure 3.10 The CS core with series sequences.

number of the branches of integration in Figure 3.11. However, Mg is configurable to alter
the CF and the output SNR.

N

CF =
Mp. Mg

(3.10)

This architecture consumes lower power and silicon area compared to the parallel-sequences
CS core and improve the output SNR in comparison with the series-sequences CS core. As
future works, it is necessary to do some Matlab simulations to find the optimum value of N,
Mp and Mg for the neural input signal in different CF. For instance, to compress the input

samples with CF as 5, the typical value of N, Mp and Mg can be 1000, 5 and 40 respectively.
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Figure 3.11 The CS core with parallel-series sequences.

3.6 Programable Gain CS Core

According to the Table 2.1, the maximum amplitude of iEEG signal is 1 mV. Considering
that power supply and the maximum fully differential dynamic range at the input of ADC
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is 1 V, the whole voltage gain of the LNA and CS core in Figure 3.1 should be at least 1000
(60 dB). Assuming the gain of the LNA is 50, the gain of CS core should be 20. Also, the
Matalb simulations in section 3.4 show that the gain-normalized CS core has the gain of 4-14
for 1000-2000 samples of iEEG input signal. Therefore, the CS core which is implemented
by SC-integrator should be designed conservatively to have the gain between 1.25 and 10 to

cover wide range of input samples, N.

3.7 Discussion and Conclusion

In the literature, reconstructed signal in comparison with original signal has typical SNR
value between 8 dB and 24 dB for neurorecording implant application. For instance, authors
in [114] have reported CS implementations in the digital domain with total SNDR of 10 dB
and [79] have implemented CS encoder in analog with SNR of 21.8 dB.

The simulation results of this chapter show that the CS encoder has the most important role
in the SNR value compared to the other blocks shown in Figure 3.1. Based on the curve
shown in Figure 3.3, it is not possible to achieve more than 23 dB SNR with maximum OTA
gain of 10000, which is challenging to implement with a 65 nm CMOS process.

According to this conclusion, to achieve the SNR of 8-24 dB, it is proposed to design a
relaxed LNA and ADC. LNAs are often large amplifiers that consume a lot of power and
chip area to overcome the flicker noise. In addition, it is obvious that lowering the resolution
of SAR ADC (which is the best choice for this application) has the same effects. As a sample
design specification, an ADC of 6-bit resolution and CS encoder with OTA gain of 80 dB and
n, = 5 (from Figure 3.4), accompany with a much relaxed LNA with input referred noise
(IRN) voltage of 16 pV,,s, will decrease the SNR to 21dB.
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CHAPTER 4 NEURAL AMPLIFIER AND REFERENCE CIRCUIT
DESIGN

This chapter consists of two sections. In the first section, we investigate the low-cutoff
frequency reduction of neural amplifiers in advanced processes such as 65 nm, its causes
and solutions. In the second section, we explain the design of a voltage reference for neural

recording implant applications.

4.1 Neural Amplifier Design

4.1.1 Introduction

Neural signal acquisition has a crucial role in understanding the function of the different parts
of the brain as well as exploring and treating its various disorders [141]. In addition, this data
is used in developing the neural prostheses [142] and brain machine interfaces (BMI) [143].
This is why the demand for new techniques that enable monitoring brain activity wirelessly

through implantable devices is increasing every day [2-4].

Based on Table 2.1, brain signals are very small and have very low bandwidth. For instance,
the maximum amplitude of local field potentials (LFP) is typically 5 mV and the frequency
range is less than 1 Hz up to 200 Hz [144]. On the other hand, the amplitude of the spikes
or the neural action potentials (AP) are typically as high as 500 x4V and their operational
frequency is up to 10 kHz [145].

Increasing the number of the neural recording sites, which are called channels, is required in
some applications, as the spatial resolution of the capturing signals increases. As an example,
the total number of channels reported in [21] is 3072. The electrochemical reaction at the
electrode-tissue interface in each channel generates different DC offset voltages across the
various electrodes. These voltages vary typically between 1 mV and 10 mV and in some cases
up to 50 mV [33]. As the offset voltages of the channels have high value, they can saturate
the neural amplifier. Therefore, they should be eliminated. The most common approach to
block this DC input offset is to utilize large AC-coupling capacitors [39,45]. On the other
hand, as explained in section 2.4.1, there is an alternative method that blocks these DC offset
voltages by using a low-pass filter in the feedback path, which is called DC-coupled input
offset rejection. The authors in [16,57, 58, 146] use this method, however, it requires a huge

capacitor or high power consumption amplifier in the feedback path.

To design multichannel neural amplifiers, the following factors should be considered and
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diminished as much as possible.

1. Power consumption: the brain tissues that are surrounded by implantable neuro-
amplifiers must be protected from heat damage. For this purpose, the power dissipation

of these amplifiers must be lowered.

2. Chip area: The neural amplifiers are generally huge. This is because they usually
utilize large AC-coupled input capacitors. Also, to decrease the flicker-noise power of
amplifiers, the size of the MOS transistors is designed to be very large especially in the
differential pairs. Therefore, for a specific chip area, to maximize the number of the

channels, the amplifiers should be designed in their minimum area.

3. Noise: the neural signals have very low amplitude and bandwidth. The flicker and
thermal noise of the neural amplifier circuit is the main source of the noise, which can
decrease the signal to noise ratio (SNR) in the output of the amplifiers. This is why they
are designed as a low noise amplifier (LNA). In the low frequency, the power of the flicker
noise is dominant. To decrease the flicker-noise power, in addition to increasing the
size of the transistors and utilizing a PMOS differential pair, the chopper-stabilization
technique is used [66,82,83,147]. The chopper-stabilization technique modulates the
low-frequency noise of the OTA (flicker noise), as well as the offset voltage to a higher

frequency by the chopper switches. These higher frequencies are eliminated with a low
pass filter (LPF).

The 65 nm CMOS and finer technologies introduce new challenges as a result of the short
channel effects for analog circuits. One of these challenges is decreasing the transconductance
(gm) of MOS transistors, which diminishes the voltage gain of the whole amplifier. This can be
resolved by designing the neural amplifier in 2 or 3 gain stages [42,69]. The other destructive
effect of short channel effects is increasing the low-cutoff frequency of the AC-coupled neural
amplifiers. In this chapter, we analyze the parameters that affect the low-cutoff frequency
and propose two solutions. The first solution utilizes a standard CMOS and improves the low-
cutoff frequency by increasing the input resistance. The second method utilizes thick-oxide

transistors to increase the input resistance.

4.1.2 Low-Cutoff Frequency Analysis

Figure 4.1 shows the schematic of a neural amplifier with conventional capacitive feedback
network (CFN) architecture. As explained in [39] and section 2.4.1, this architecture is

one of the most popular architectures of AC-coupled neural amplifiers in terms of low power
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Figure 4.1 Fully differential capacitive feedback network neural amplifier

consumption, low noise, and compact area. Also, utilizing thick-oxide NMOS pseudoresistors
instead of PMOS pseudoresistors, proivdes a better total harmonic distortion (THD) [72].

Figure 4.2 shows the frequency response of this CFN neural amplifier as a bandpass amplifier.
Assuming that the voltage gain of the operational transconductance amplifier (OTA) is sig-
nificantly high, the voltage gain of the amplifier in the midband (A,s) can be approximately
calculated by

_a
-

where C7 and C'r are input and feedback capacitance of the amplifier, respectively. Also, the

A (4.1)

low-cutoff frequency (fr) of the amplifier can be approximated as

1
B QWRFCF

where Rp is the dynamic resistance of NMOS pseudoresistors of the amplifier.

It (4.2)

As presented in (4.2), in order to reduce f;, Cr and Rp should be increased. However, by
increasing C'r, it is required to increase C7 to maintain the same gain which results in huge
area loss for each channel of a multi channel device. In addition, this results in the reduction

of the input impedance of the neural amplifier.

MOS pseudoresistors can be utilized as a feedback resistance (Rp) for their compactness and
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Figure 4.3 Small signal equivalent of the half-circuit of the neural amplifier.

high resistance. However, the drawback of this technique is that the MOS pseudoresistors
provide much less resistance in advanced technology. For example, in an old technology such
as 1.5 ym CMOS technology, by utilizing a MOS pseudoresistor for the Rp, a Cr of only
200 fF is enough to achieve a f1, of 0.025 Hz [39]. However, with the same technique and the
same value for Cr, a f1, of 39 Hz is reported in the 180 nm CMOS technology [79]. Moreover,
in the 130 nm CMOS technology [71], a higher Cr of 300 fF is used to compensate for the
low Rp to provide a fr, of 0.1 Hz. Moreover, in the 65 nm CMOS technology, our simulation
results show that when a Cr of 200 fF is used, the f; is achieved at 472 Hz. To better
understand the effects that increase the f; value in the advanced CMOS technologies, we

provide a small signal analysis of the amplifier in the following.

The equivalent small signal half-circuit of a neural amplifier of Figure 4.1 is depicted in
Figure 4.3. The OTA can be modelled as a single pole amplifier with a pole at the output
node. In this figure, G,, is the transcunductance of the OTA and C;,, R;, and R, are OTA’s
input terminal capacitance, resistance, and the output terminal resistance, respectively. We

extract the time constant of the first pole as
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Figure 4.4 Frequency response of a neural amplifier with various amounts of R;.

1
TH=—= 4.3
' b1 ( )

Cr(Go + Gn) + CoGr + Ci(G, + Gp) + Gi(C, + Cr)
Gr(Gm + Gy) + Gi(Gr + G,)

Reduction of the oxide thickness in advanced technologies translates to lower input resistance
(i.e., higher GG;) due to higher gate leakage current. By increasing G;, the denominator in (4.3)
grows much faster than the numerator. Therefore, the time constant (71) increases resulting

in lower fr.

However, for older technologies, we can simplify (4.3) to (4.4) with the assumption that
OTA'’s input resistance (R;) is infinity (i.e., G; is approximately zero) [148].

1 C,R, . Ci(Rp+R,)
Tl_pT_RFCFJF 1+G.R |~ 11G.R,

(4.4)

If the gain of the OTA (G,,R,) is high, the second and third terms of this equation can be
considered negligible resulting in (4.5) where the corresponding frequency to 7 is the same
as (4.2). In other words, (4.5) is a special case of (4.3) where the gain of the OTA is high
and the input resistance of the OTA is infinity.

1
n=—= RFCF (45)
D1

Figure 4.4 illustrates the frequency response of the small signal model of the amplifier shown
in Figure 4.3 for different values of R;. The DC voltage of the outputs is biased at 0.5 V and
thick-oxide NMOS pseudoresistors are utilized for feedback resistors. The values of G,,, R,,
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Cr, Cr, Cy,, and C, are chosen as 22.4 pO, 157 MQ, 11.5 pF', 200 fF, 3 pF, and 200 fF,

respectively. As shown in this figure, f; decreases by increasing R;.

4.1.3 Proposed Solutions

In this section, we propose two solutions to decrease the low-cutoff frequency down to 1 Hz

of OTA’s in advanced CMOS technologies without increasing the feedback capacitance (Cr).

Cross-Coupled Positive Feedback

Figure 4.5 shows the architecture of the neural amplifier with cross-coupled positive feedback
(CCPF) connections in which multiple (n+2) numbers of pseudoresistors are utilized [148].
Figure 4.6 shows two implementations of the CCPF connections (far and close connections) in
which each pseudoresistor is implemented with a standard PMOS transistor. By knowing the
fact that the CCPF provides a negative resistance (—|Ry/|), the equivalent input resistance
of the OTA can be presented by

+
—_—C; Vout

Figure 4.5 The neural amplifier with cross-coupled positive feedback architecture.

R;|Ry]|

Rieq = Rl” - |RN| = m

(4.6)
As presented in (4.6), to maximize R,.,, (|Ry|— R;) must be minimized. In other words,
to achieve a very high positive equivalent input resistance, the amount of |Ry| must be

slightly higher than R;, and (|Ry| — R;) should approach zero. However, since this negative
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resistance is created by positive feedback, the stability of the amplifier limits the lower bound
of (|[Ry| — R;).

To verify (4.6), we calculate the negative resistance of the CCPF. Figure 4.7 shows the small
signal equivalent circuit of the neural amplifier with a far CCPF connections. For simplicity

of calculation, we assume all the pseudoresistors are identical and have the same value.

4 1 | L L | L L

-
‘i- - -.Vn+

1T 1 T T17T C

Far Cross Coupled Connection
Close Cross Coupled Connection

Figure 4.6 Cross-coupled positive feedback connections.
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Figure 4.7 Small signal equivalent circuit of the neural amplifier with a CCPF connection.

Performing a KVL in the loops DCBGHD and DCFGHD results in

is = iy + 2iy (4.7)

Also Performing KVL on the loops of ABCFEA and DCBGHD and considering (4.7) results

in the following two equations

(n + 2)Riy + nRiy = AV (4.8)

(n + 2)Ri; + (n+ 4)Riy = G, R,AV (4.9)
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After solving these equations, the value of 7; will be

(n+4) — GnR.n
4(n+2)R

11 =

AV (4.10)

As shown in Figure 4.7, Ry = Ai—lv is the equivalent resistance of the whole circuit connected

to input terminals of the OTA (nodes A and E), which is parallel to R;,. By considering
(4.10), Ry can be presented as

4(n+2)R

Ry =
N (n+4) = GnRon

(4.11)

By knowing that the gain of the OTA (G,,R,) is very high, the dominator of Ry is negative.
In practice, the values of the pseudoresistors are not equal and vary based on their currents
(or their voltages). Therefore (4.11) is not accurate and simulation results are required to

calculate the exact value of Ry.

The value of the low-cutoff frequency of the amplifier depends on the number and size (W/L)
of the pseudoresistors as well as the position of the CCPF connections (far or close). For
example, assuming C; = 10 pF, Cr = 200 fF, C, = 1.7 pF and n = 4 for a far CCPF
connection in the amplifier shown in Figure 4.5 achieves a f7, of 0.27 Hz with the midband gain
of 31.67 dB, while the total capacitance value of this amplifier is 22 pF. In order to decrease the
total capacitance, we exploited a T-capacitor feedback network shown in Figure 4.8 [149]. The
pseudoresistors and CCPF connections in this figure are implemented similar to Figure 4.6
with 6 PMOS transistors.

The midband gain of the amplifier in Figure 4.8 is calculated as

Cr Crp1 + Cpa + 2Cp12
Ay = 412
M < ) ( Cri2 ) (4.12)

We can adjust the capacitances in (4.12) to keep the total capacitance of the OTA low
while maintaining the same gain. For example, in Figure 4.8, by choosing the value of the
capacitors as C; = 1.4 pF, Cpy = Cpg = 200 fF, Cp1p = 400 fF, and Cp, = 200 fF,
the total capacitor value of the amplifier decreases to 4.2 pF', and the low-cutoff frequency

increases from 0.27 Hz to 1.5 Hz, which is still in the acceptable range.

Figure 4.9 illustrates the frequency response of the amplifier in terms of gain and phase, in
far, close, and no CCPF connections. The amount of the low-cutoff frequency for far, close,
and no CCPF connections are 1.5 Hz, 143 Hz, and 320 Hz, respectively.

The positive feedback in the CCPF architecture of the amplifier can result in instability.
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However, by carefully designing the number of psudoresistors, transistor sizes, and the posi-
tion of the CCPF connection we can make sure that the negative feedback is dominant and

the whole architecture is stable and satisfies at least a 60 degree phase margin.

By adding switches to the CCPF connection we can program (i.e., turn on or off) the con-

nections in the post-fabrication process. In case of multiple pseudoresistors (e.g., 18), the
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farther CCPF connections might observe instability due to process variation. Therefore, by
programming the connections and choosing closer connections, we can avoid instability. In
addition, programmability can also give us control over the value of f;. The closer connec-
tions have higher value of f; and are more stable. On the other hand, the farther connections

have lower value of f; at the cost of less stability.

4.1.4 Thick Oxide Differential Pair

The second method to increase the input resistance of the OTA without increasing the

feedback capacitance is to utilize thick-oxide MOS transistors in the input differential pair.

Figure 4.10 shows the transistor level implementation of the OTA of Figure 4.1 with thick-
oxide PMOS input differential pair and Figure 4.11 illustrates the layout of neural amplifier

drown by Cadence.
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Figure 4.10 Fully differential folded cascode OTA utilized in neural amplifier.

Figure 4.12 shows the simulation results of the designed neural amplifier utilizing the OTA
of Figure 4.10 and the OTA with standard PMOS input differential pair. The gain of the
OTA and the whole neural amplifier are 68.2 dB and 34.6 dB, respectively. As shown in this
figure, applying a thick-oxide PMOS in the input differential pair improved the low-cutoff
frequency from 360 Hz to 0.19 Hz. These simulation results confirm that increasing the input
resistance of the OTA by utilizing thick-oxide PMOS in the differential pair decreases the

low-cutoff frequency dramatically.

In order to increase the SNR of the neural amplifier, the first stage of a neural amplifier
is designed as an LNA. To reduce the flicker noise of the OTA of Figure 4.10, we optimize
the size of the PMOS transistors in the input differential pair (i.e., M; and M,). Also, as

mentioned in [39], to minimize the thermal noise, the transistors M; and M, are biased
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Figure 4.11 The layout of the designed neural amplifier.

in the sub-threshold region to maximize their transconductance over drain current called
transconductance efficiency (g,,/Ip), and the transistors Mz, My, Moq, Moy, Mg, and M,

are biased in the saturation region to minimize their g,,/Ip.

As mentioned earlier, the bandwidth and operating frequency of neural amplifiers are very
low, therefore the dominant noise power is the flicker noise. Also, in the OTA of Figure 4.10,
the differential pair transistors are the main source of the flicker noise in comparison with
other transistors [78]. Therefore, to analyze the noise of the proposed neural amplifier, we
only investigate the effect of the thick-oxide PMOS differential pair. Utilizing thick-oxide
PMOS transistors in the differential pair of the OTA decreases the gate-oxide capacitance

per unit area (C,,) due to the increased gate oxide thickness (t,).

Utilizing the thick-oxide PMOS in the input differential pair increases the flicker noise power
due to decreasing C,,. The relation between the input-referred noise of the whole neural
amplifier (V2 ) and the OTA input-referred noise (V2

ni,amp nt

2
vz (C’ TOrt Oi”) V2 (4.13)

ni,amp ~ CI

) is presented as

Decreasing the C,, due to utilizing the thick-oxide PMOS differential pair, increases V2 and

decreases the Cy, in (4.13). Since the increase in Vn% is much higher than the reduction of C,,

the V2, .amp increases by decreasing the C,. To compensate this drawback, we can increase the
gain of the LNA (C;/C) by increasing C; to reduce the V2 amp 0 (4.13). Simulation results

show that the minimum input-referred noise voltage of the neural amplifier is 5.9 Vs in
the frequency range between 1 Hz and 5.6 kHz (bandwidth).
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Figure 4.13 Monte Carlo simulation of low-cutoff frequency of the neural amplifier.

Figure 4.14 Micrograph of chip containing the neural amplifier with 270 ym x 150 pm die
area.



62

Figure 4.15 The test PCB and the prototype IC.

Note that to further reduce the noise of the OTA, it is required to apply noise reduction

techniques which has been explained in section 2.4.3.

Figure 4.13 shows the Monte Carlo simulation results (N=1000) of the low-cutoff frequency.
As shown in this figure, the p is equal to 0.159 Hz and the o is equal to 0.052, resulting 37"
of 0.983.

4.1.5 Measurement and In Vitro Results
Measured Performance

The prototype is implemented in the TSMC 65 nm CMOS process. The C; and Cr are set to
11.5 pF and 208 fF, respectively, in the layout to achieve a gain of 55 V/V (or 34.8 dB) (Ay; =
g—;) The prototype uses 0.04 mm? (270 ym x 150 pm) of silicon area. The micrograph of
the die containing the amplifier is shown in Figure 4.14 and Figure 4.15 illustrates the test
printed circuit board (PCB) and the prototype IC.

The measured frequency response from 0.1 Hz to 1 MHz is performed through saline medium
to mimic the brain environment and is illustrated in Figure 4.16. The midband gain is 34.3 dB
and the low and high-cutoff frequencies are 2 Hz and 5.6 kHz, respectively. The simulated low-
cutoff frequency is 0.19 Hz which is less than that achieved in the measurement result. This
deviation is expected as the MOS pseudoresistors are nonlinear and significantly sensitive to
their operating point [39].

Figure 4.17 shows the measured input-referred noise voltage spectral density of the neural
amplifier. The RMS value of the input referred noise is achieved as 6.1 uV,,,s by integrating

the area under the curve from 1 Hz to 5.6 kHz (amplifier bandwidth) in Figure 4.17. This
value is slightly higher than the simulated result (5.9 pV,s)-
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Figure 4.16 Measured frequency response of the amplifier. Midband gain is 34.3 dB, and the
low and high-cutoft frequencies occur at 2 Hz and 5.6 kHz, respectively.
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Figure 4.17 Measured input-referred noise voltage spectrum.
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Table 4.1 EXPERIMENTAL AND SIMULATION CHARACTERISTICS OF NEURAL AM-

PLIFIER

Parameter Simulation | Measured
Supply voltage [V] 1 1
Supply current [pA] 3.63 3.63
Gain [dB] 34.6 34.3
Band width [kiiz] 5.8 5.6
Low-cutoff frequency [Hz| 0.19 2
Input-Referred Noise [tV 5.9 6.1
Noise efficiency factor 5.8 6.1
THD (2 mV,, at 1 kiz) [%)] 0.18 <1

Table 4.1 shows a summary of the simulated and measured parameters of the prototype.
A comparison of our work and the other published works is presented in Table 4.2. All

of the chosen neural amplifiers are AC-coupled. To fairly compare these amplifiers with

different gain values, number of stages and technology, we only consider the first stage of
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each amplifiers.

Measurement results show that the achieved gain is the highest among all in Table 4.2. Note
that the gain for [151] is reported for two stages. Also, the area of the fabricated chip is less
than others. However, we should note that comparing the chip area itself without considering
the midband gain is not a fair comparison. The midband gain (A,,) of the amplifier is equal
to g—; The low-cutoff frequency (f1) is determined by Cr, and C} is determined by the gain
and Cr. Also, note that the main contributor to the chip area is C;. In other words, for
a normalized gain, lower Cr results in less chip area. Therefore, comparing Cr is a better
figure of merit for comparing the chip area while the amplifiers have different gains. In this
case, the values of Cr of the proposed amplifier and [68] are 208 fF and 350 fF, respectively.
Note that the gain reported in our work is 34.3 dB, while the gain in [68] is 26.4 dB. This is

why the total area of our work is almost the same as that of [68].

The amplifier of [150] has been implemented in the 0.18 um technology with a gain of 26 dB.
Its high pass pole is 80 Hz. The value of Cr is not reported, however, the total area of
the amplifier is 0.16 mm? which is significantly large. In [71], neural amplifiers with a gain
of 54-60 dB in two gain stages have been implemented in the 0.13 pm process. The first
stage (LNA) with the estimated gain of 31.8 dB has 300 fF feedback capacitors with 0.1 Hz
low-cutoff frequency. Our analysis shows that the Cr in [71] could be reduced to 200 fF if

Table 4.2 COMPARISON OF FULLY INTEGRATED NEURAL AMPLIFIERS

This
Parameter [150] [71] [151] [67] [68] Work
Technology [CMOS] 0.18 um | 0.13 pm | 0.13 gm | 65 nm | 65 nm | 65 nm
Area [mm?] 0.16 N/A 0.4" N/A | 0.042 0.04
Supply [V] 1.2 1.2 0.8 1 1 1
Power Consumption 0.43 45 0.64 12 | 328 | 363
[ W]
Gain [dB] 26 31.8 49 7 26 26.4 34.3
BW [Hz] 80-15k | 0.1-5k 16081{‘ 10-8k | 1-8.2k | 2-5.6k
Cr [fF] N/A 300 N/A 500 360 208
Input-Referred Noise 8.1 6.5 14 75 | 413 6.1
[14Vioms)
. 100™- 100-
Noise BW [Hz] 80-15k | 10-5k 6,91 lon | 182k | 1-5.6k
NEF 1.52 7.2 6.5 3.6 3.19 6.1

* Estimated.

" This gain is reported for two stages. All other gains are reported for the first stage.
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the thick-oxide differential pair is used.

The neural amplifier of [151] has employed two gain stages to obtain 49 dB in the 0.13 pum
process. The value of the CF is not reported . However, the estimated amplifier area and
f1 are 0.4 mm? and 100 Hz, respectively. This amplifier occupies a very large area and
has a high low-cutoff frequency. The designs in [67] utilize LNA with a gain of 26 dB
fabricated in the 65 nm CMOS Technology. It employs a 500 fF feedback capacitor parallel
to a pseudoresistor in a conventional CFN architecture similar to our work. The low-cutoff
frequency f is adjustable, with the minimum value of 10 Hz. The neural amplifier consists
of a variable gain amplifier (VGA) and buffer to achieve a gain of 45-60 dB. The amplifier
in [68] has been implemented with two gain stages with 52.1 dB midband gain in the 65 nm
technology. The gain in the first stage, LNA, is 26.4 dB and the f;, is reported as 1 Hz. The
LNA exploits a CMOS-inverter-based OTA with 360 fF as CF.

In Vitro Neural Recording

We used this neural amplifier for neural recordings in an in vitro experiment on the slices of
a mouse brain at the faculty of Dentistry at University of Montreal. A micropipette is used
to capture the electrical activity of the brain. The micropipette is filled with NaCl (0.5 mol)
without bubbles. This micropipette contains a metal electrode of AgCl which records the
extracellular APs of the brainstem of the mouse brain slice. The brain slice is inserted and
fixed in a chamber which contains artificial cerebrospinal fluid (ACSF) which is continuously
oxygenated and kept humid to mimic a real brain environment and to keep the neurons alive
for a few hours. The micropipette is gradually penetrated into the brainstem tissue by means

of a microscope and its peripheral tools.

To complete the test setup, the AgCl electrode of the micropipette is connected to the non-
inverting input of the prototype amplifier. The connection of the chamber, including the
ACSF, is connected to the inverting port of the amplifier as a Vref. It should be noted
that shielded wires are utilized to perform these connections. A commercial setup of a
neural recording system containing an instrumentation amplifier (A-M systems, Inc.), rack
mounted data acquisition equipment and a PC with a spike2 Windows-based software (version
5.19, Cambridge Electronic design) was utilized. The output of the proposed amplifier is
connected to the commercial amplifier. The commercial amplifier is a band pass amplifier
with a midband gain of 100 (V/V) and with low and high cutoff frequencies of 300 Hz and
5 kHz, respectively. Setting the low-cutoff frequency at 300Hz allows us to eliminate the
LFP and extract the extra cellular APs from the output signal. By using the commercial

amplifier as the second stage amplifier, the total gain is achieved at 5300 V/V. During the
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Figure 4.18 Recorded extracellular APs extracted from the brainstem of a mouse with the
fabricated neural amplifier.

test procedure, the amplified signal is sampled with a frequency of 10 kS/s and digitized by
the mentioned data acquisition equipment and transferred to the PC. Spike2 was used to
observe the captured data in the PC. Figure 4.18, illustrates the recorded spontaneous extra

cellular APs from the brainstem of the mouse with the proposed neural amplifier.

4.1.6 Conclusion

Scaling down technology introduces new challenges in neural amplifier design. One main
challenge is the increased low-cutoff frequency (f7) of the AC-coupled amplifiers, assuming
the same feedback capacitance value is used. The simplest solution is to increase the feedback
capacitors. However, this comes at the cost of increased input capacitors for the same gain
of the amplifier, which increases the silicon area and decreases the input impedance of the
amplifier. Assuming a neural recording implant requires a large array of these amplifiers, the

total consumption of the silicon area increases dramatically.

In design of the neural amplifier, we focus on this challenge, find its roots, and propose
solutions to improve it. Scaling down the technology increases the leakage current of the
differential pair of the OTA due to decreasing the gate oxide thickness (short channel ef-
fects). This is translated to decreasing the input resistance (R;) of OTA. We show, through
simulations backed by an analytical analysis, that decreasing R; is the fundamental reason
for the increase in f7,. Two different solutions are presented in this section to increase R;:
applying a cross-coupled positive feedback architecture and utilizing thick-oxide PMOS tran-
sistors in a differential pair of the OTA. The simulations confirm that both of the solutions

decrease the fr. We designed and fabricated the latter solution in the 65 nm TSMC process.
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The experimental results show that the low-cutoff frequency decreases to 2 Hz with 208 fF
feedback capacitor (Cr). The neural amplifier is verified by in vitro experiment on mouse

brainstem slices.

4.2 Voltage Reference Design

4.2.1 Introduction

Telemetry powering is commonly used in biomedical applications for its many advantages
[152]. These advantages are, but not limited to no battery requirement, ease of movement,
not restricted to wire lines, and reduction in the risk of infection. The energy required for
these systems is transferred through waves from the outside world to the implanted device.
Since the distance between the receiver and the transmitter varies, resulting in supply voltage
variation, these waves have to first get rectified and get regulated for correct operation. To
provide a clean supply voltage to the implanted device, the voltage regulators should operate
steadily over a range of supply voltage and temperature [78,153] . The area and power
consumption are important factors in designing voltage references when they are implanted

in human body [63].

The output voltage produced by conventional voltage references is limited by the bandgap of
silicon which is near 1.2 V [78]. This limitation imposes a significant challenge for advanced

technologies where the nominal supply voltage is less than 1 V.

The first attempt for sub 1 V output voltage-reference design is presented in [154]. we
produce the voltage reference as the sum of two currents, unlike the conventional designs
where the voltage reference is the sum of two voltages. The main drawback of this circuit is
the BJTs used for implementing the diodes which significantly increases the area. In addition,
these diodes require at least 0.7 V for the forward-biased voltage of PN junctions that avoids
further reduction of the supply voltage.

The authors in [155] provide two voltage reference designs operating at the supply voltage
of below 0.7 V in the 90 nm CMOS technology. These designs suffer from very high power

consumption.

A subthreshold voltage reference is proposed in [156]. By replacing the amplifier in the
design of [154], with a low-voltage comparator, a charge pump circuit, and a digital control
circuit, the power consumption is significantly reduced. This design still illustrates high
power consumption (5.35 uW at 250 mV) for implanted biomedical applications. The design
in [157] utilizes an optimized operational transconductance amplifier (OTA) where the supply

voltage can be reduced down to 0.4 V. This design consumes high power consumption and
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its high temperature coefficient (7¢) is not suitable for many implanted applications.

The authors in [158] and [159] propose two voltage references in 12 nm and 7 nm FinFET
technology, respectively. The design in [159] provides high precision and programmable
temperature coefficient structure. The drawback of both of these designs is their high power

consumption.

In this section, we explore two low power voltage references suitable for implanted applications
[160]. We avoid BJTs to potentially reduce the area and force the transistors to operate in
the subthreshold region to reduce the power consumption. In addition, to achieve improved
PSRR and proper line sensitivity, in the first approach, we utilize two levels of voltage
references. In this technique, the first voltage reference provides the supply voltage to the
second voltage reference. In the second approach, we utilize feedback and voltage regulated
technique to provide a local supply voltage (Vppr) to the main voltage reference. Both of
these techniques illustrate low power consumption. The fundamentals of voltage-reference
design are presented in Section 4.2.2. We present the proposed designs and the corresponding

simulations in Section 4.2.3. Section 4.2.4 concludes this voltage reference.

4.2.2 Fundamentals of Voltage Reference Design

A voltage reference circuit is composed of two subcircuits. The first subcircuit is com-
plementary to absolute temperature (CTAT) and the second subcircuit is proportional to
absolute temperature (PTAT). The gate-source voltage (Vog) of a CMOS transistor is used
as the CTAT component [161]. On the other hand, the difference of two gate-source voltages
(AVgg) in the subthreshold region is used to produce the PTAT component which is pro-
portional to the thermal voltage (V7). Vr is equal to % where k is the Boltzmann constant,
and q is the electric charge on the electron [78]. By increasing the temperature, the Vgg
decreases while AVgg increases. The slope value of PTAT is much lower than the CTAT.
Therefore, to make the values of these slopes equal, we amplify the slope of PTAT by a
coefficient (K). Vggp is produced by summing the Vg with K AVg which is represented in

(4.14). Therefore, the variation of Vrgr with respect to temperature is almost zero.

Veer = Vas + KAVgg (414)
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4.2.3 Proposed Design

Figure 4.19 shows the main block voltage reference used in [162,163] which satisfies (4.14) and
is appropriate for implant applications. To make sure that this block operates correctly, the
resistor Ry, and transistors M1 and M2 should be sized in such a way that these transistors
operate in the subthreshold region. The Cs is used for startup operation. In addition, the
current mirror constructed by M4 and M5 dictates that the currents of both branches to be
equal (i.e., Ip; = Ips), assuming that channel-length modulation is negligible for M4 and
M5 transistors. We also assume that the body effect and channel-length modulation are
negligible for M1 and M2 transistors. Since Ip; is equal to Ips and M2 is sized larger than
M1, Vgso is lower than V1. Therefore Vgq, equal to the difference of the Vg1 and Vigga, is

represented as

M4 Mé VREF

+
EE VPTAT

1.m

% \+/CTAT

M1

Figure 4.19 The main block voltage reference.

Vi1 = AVgs = Vas1 — Vasa (4.15)
and the current in Ry is calculated by (4.16) which is mirrored by M5 and M6 and is equal
to IRQ.

AVas
Ry

Ipy = Ips = Ip1 = Ip2 = (4.16)
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By performing a KVL on the branch including R, and M3, Vzgr can be calculated as

R
Veer = Vass + Rolps = Vigss + ﬁAVGS (4.17)
1
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Figure 4.20 (a) Vrgr produced by the main block versus temperature at 1 V. (b) Vger
produced by the main block versus Vpp.

Figures 4.20(a) and (b) show the behavior of the Vrgp generated by the main voltage reference
(shown in Figure 4.19) versus temperature and the supply voltage (Vpp), respectively. The

Tc is calculated as

1 — .

a VREF(Q’?OC) . Tnaz — Timin

where Vrppierc) is the Vrpp at 27°C, Vggp,,, and Vgrgr,,, are the maximum and mini-

mum of the Vygp, respectively, and T,,,, and T,,;, are the maximum and minimum of the
temperature, respectively. The T calculated from Figure 4.20(a) is equal to 10.6 ppm/°C
which is in the acceptable range. Figure 4.20(b) shows that Vgpp is very sensitive to the
supply voltage and the sensitivity is 14.8%. In this case, the PSRR is -16.97dB (from DC
to 10 kHz) which is not suitable for many biomedical applications. The high sensitivity of

Vrer to power supply voltage is due to short channel effects in this technology.

In the following, we propose two solutions to reduce the effect of the supply voltage on Vzgp
(power supply rejection ratio and line sensitivity). The first solution is shown in Figure 4.21

as the two-stage cascode voltage reference (TSC-VR). As shown in this figure, the output of
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the auxiliary voltage reference produces a supply voltage to the main voltage reference Vppy.
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Figure 4.21 Two-stage cascode voltage reference (TSC-VR).

The main voltage reference produces a 228 mV of Vigp at 27°C. Figure 4.22(a) and (b) shows
the Vgygp variation versus temperature and the supply voltage, respectively. Note that to
reduce the effect of the supply voltage variation, we utilize a self-biased wide swing cascode
current mirror in the auxiliary voltage reference. In addition, to sufficiently increase the
voltage at the Vicf_quz, a Vigs multiplier is used to create a proper Vorar. The temperature
coefficient is observed as 83.5 ppm/°C and the sensitivity of the Vzgpr to the supply volt-
age is equal to 4.75% (PSRR = -26.5 dB). Although this approach can be used for many
applications, the sensitivity to the supply voltage, and the PSRR is still high.

As a second solution, to reduce the effect of the supply voltage variation on Vzgp, we utilize
a voltage regulator technique as presented in [164]. The voltage reference with regulated
supply voltage (VRRS) circuit implemented based on this technique is shown in Figure 4.23.
The output voltage of the voltage regulator, Vppy, is calculated by (4.19).

R3
V =V 1+ — 4.19
DDL reF(L+ R 4) ( )
As shown in (4.19), Vppy, is proportional to Vgygr and independent to Vpp. By connecting
Vppr to the supply voltage of the main block, we are separating the main supply voltage

(Vpp) from this block. In other words, we are avoiding the effect of Vpp variation on Vygp.

The voltage regulator is composed of a two-stage OTA to increase the gain of the OTA. The

biased currents of the OTA are generated by Vggr to avoid any change in the operating
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Figure 4.22 (a) Vrgr produced by TSC-VR versus temperature at 1 V. (b) Vggp produced
by TSC-VR reference versus Vpp.

Figure 4.23 The transistor level of the voltage reference with regulated supply voltage
(VRRS).

points of the transistors with respect to the Vpp. To provide stability for the OTA, it is
required to carefully size the compensation resistor and capacitor (R, and C. ). The OTA is
stabilized with 70° phase margin for unity gain feedback. Also, C helps to stabilize Vrgr
as well as Vppy while the process is turning on. Moreover, we provide the power-on-reset

(PONRST) pulse to initially power up the Vppy output.

Figures 4.24(a) and (b) show the variation of Vggr of VRRS design versus temperature and
Vbp, respectively. As shown in these figures, T is 80 ppm/°C' and the sensitivity to the
supply voltage variation is 0.13%. The PSRR is -63 dB (from DC to 10 kHz). Simulation
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Figure 4.24 (a) Vggr produced by VRRS versus temperature at 1 V. (b) Vrgr produced by
VRRS versus Vpp.

results show that the power consumption of the proposed voltage reference for Vpp equal to
1 and 0.8 V are 2.77 and 2.08 W, respectively.
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Figure 4.25 Monte Carlo simulations of Vg.r (N=1000) of both proposed voltage references.

Figure 4.25 shows the Monte Carlo simulations (N=1000) of both proposed voltage refer-
ences. This figure shows that the design of TSC-VR and VRRS have 37" of 0.132 and 0.173,
respectively.

A comparison of the main parameters of the proposed designs with that of previous designs is
provided in Table 4.3. The output voltage produced by all the designs in this table is around
of 200 mV except for the design in [159]. We simulated both of the proposed designs in the
range of -10 to 100°C. The TC of both TSC-VR and VRRS designs are less than the designs
of [155], [156], and [157]. The design in [159] provides the minimum 7 among all. This is due
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Table 4.3 COMPARISON OF MAIN PARAMETERS OF CHOSEN VOLTAGE REFER-
ENCES

Nom. Mini- AVpes
inal mum | Temp TC /
Ref. Tech Vo?t- Volt- ( ri]i/lf) Range (ppm | PSRR| AVpp | Power
o] age Oy | /°0) | (@B) | (V] | (uW)
A\ 100 mV
oW )
[155] | 90 nm 0.6 0.55 241 5 to 100 150 | N/A 5 482
[156] | 110 nm | 04 0.242 195.6 | -20 to 120 | 134 | N/A 0.8 5.35
[157] | 65 nm 0.6 0.4 275 | -50 to 80 176 -36 N/A 62
[158] | 12 nm 0.8 0.7 207 | -20to 125 | 40.51 | N/A N/A 6.88
[159] | 7nm | 1.375 | 1.2 | 1000 | -45t0125| 6 | N/A | NJA | 947
T\%:C{_ 65 nm 1 0.8 228 | -10to 100 | 83.5 | -26.5 4.75 1.72
VRRS 65 nm 1 0.8 262.7 | -10 to 100 80 -63 0.13 2.77

to the fact that Vggp in this design is significantly high (1 V). To provide a fair comparison,
we compared the variation of the output voltage within 100 mV of supply voltage variation
(AVges/AVpp). This comparison shows that the VRRS design achieves the minimum value.
In addition, both of the proposed designs show the minimum power consumption where the
power consumption of VRRS shows one-third of that of the design in [158]. The TSC-VR
design shows almost half of the power consumption of that of the VRRS design, however,
it suffers from the relatively higher PSRR. On the other hand, the VRRS design achieves a

significantly low PSRR at the cost of a slightly increased power consumption.

4.2.4 Conclusion

Reducing the power consumption and chip area are crucial factors in designing voltage ref-
erences for implanted devices. In addition, due to the impact of noise sources on the supply
voltage, the effect of supply voltage variation on Vzppr has to be reduced. Reducing the
effect of supply voltage on Vggpr is challenging in scaled technologies due to short channel
effects. We propose two voltage references, TSC-VR and VRRS, in the 65 nm CMOS technol-
ogy optimized for minimum power consumption with reduced PSRR. To reduce the PSRR,
the design of TSC-VR utilizes an auxiliary supply voltage generator for the main voltage
reference. On the other hand, in the VRRS design, the supply voltage of the main block
is directly disconnected from Vpp. By utilizing a voltage regulator that is composed of a
two-stage OTA, we provide a local supply voltage to the main block. Due to the feedback

characteristic of the voltage regulator, the local supply voltage produced by this circuit re-
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sults in lower variation with respect to the Vpp. Simulation results show that the sensitivity
of the proposed voltage reference with respect to the supply voltage is -63 dB. Moreover, the

achieved temperature coefficient is 80 ppm/°C and the power consumption is 2.77 uW.
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CHAPTER 5 CS ENCODER AND ADC DESIGN

In this chapter, we explain the design of the CS encoder and SAR ADC. CS encoder consists
of two circuits: pseudo-random number generator (PNG) and CS core. SAR ADC is the
appropriate ADC for neural recording implants. We explain the design of a SAR ADC with
configurable resolution between 7 and 10 bit. The sampling clock is also can be increased up

to 50 MS/s to maximize the number of the channels for digitizing.

5.1 CS Encoder Design

15-Bit Random Seed

Qg Q: Qi3 Qyy

D Q D Q- D Q D ql-¢Qut
Load Clk
See

Figure 5.1 A 15-bit maximal-length Fibonacci LFSR.

Implementation of CS encoder can be done in digital or analog domain, but we propose to
implement it in analog building blocks. The latter allows to reduce power consumption of
subsequent circuits altogether with much compact circuit. It is because, power consumption
is proportional to frequency of clock or in this case sampling frequency. As we explained in
section 3.5, the CS core with parallel-series sequences of Figure 3.11 is appropriate for neural
recording implants. In this architecture, changing the CF is possible easily by altering Mg,
and subsequently the down sampling frequency of each branch (% fs). This can be done by

control unit of Figure 1.2.

The measurement matrix, ® is needed in the receiver to decode the recovered data and
reconstruct the original signal. It is also mentioned in section 3.2, the measurement matrix,
® and the sampling matrix ¥ must be incoherent to capture the maximum independent linear
combination of input samples. It has been proved that a random matrix ® which is large
enough in size is incoherent with any sampling matrix ¥ [109]. One of the simple methods

to implement @ is, utilizing of a PNG.

To achieve CS core implementation in analog circuits, most of available PNGs are generated
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by Bernoulli distribution function. It means the value of measurement matrix (®) is 0 or 1
which can switch on or off an analog mixer. Therefore, the input signal samples are multiplied

by +1 randomly. Implementing these random numbers is provided by digital circuits easily.
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Figure 5.2 The utilized logic and digital circuits in the LFSR of Figure 5.1. (a) a 2 x 1
decoder. (b) Implement of a DFF activated by rising-edge of ®1. (¢) A clocked DFF. (d) A
tristate inverter. (e) An XOR circuit.
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Cadence simulation result of 15-bit LFSR Circuit
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Figure 5.3 Simulation result of LFSR circuit: (a) Pseudo-Random output, (b) ®1 (Non-
overlapping clock), (¢) 2 (Non-overlapping clock), and (d) Load Seed to start up the circuit.

5.1.1 Pseudorandom Number Generator

In practice generating these random numbers can be realized in various methods. Linear-
feedback shift register (LFSR) is one of these methods. However, these numbers are not truly
random due to their sequence iteration. Figure 5.1 shows a 15-bit maximal-length Fibonacci
LFSR which is suitable for the proposed CS core. It is a string of 15 D-flip-flops (DFF) with
an external XOR gate feedback. The initial value of the LFSR is called the seed and it is
loaded for the first iteration. The value of seed is a random value and it should never be all

zero as well as other states, otherwise the function of LFSR is stopped.

A maximal-length n-bit Fibonacci LESR can generate 2" — 1 different sequences, where n is
the number of bits in the LFSR. The LFSR of Figure 5.1 generates 2'> — 1 unique random
sequences. The bit positions that affect the next state are called the taps. In Figure 5.1
the taps are {14,15} which XOR’s the taps 14 and 15 [165]. To implement the LSFR of
Figure 5.1 and achieve the reliable expected signals, we exploit two non-overlapping clock ®1
and ®2 and DFF which capture the input data in rising edge of ®1. Figure 5.2 shows the
designed logics and circuits which have been utilized in the LFSR of Figure 5.1. The word
"110,1111,0110,1101", (0X6F6D), is applied in the 15-bit random seed block of Figure 5.1
and the circuit is simulated in Cadence. The result is illustrated in Figure 5.3. The clock
frequency of ®1 and ®2 is 1 kHz.
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5.1.2 Implementation of CS Core and PGA
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Figure 5.4 CS core circuit. (a) Switched-capacitor implementation of CS core and PGA. (b)
Non-overlapping clock circuit.

In this section, we design the CS core circuit with programable integrator gain. Figure 5.4
shows this circuit, which is implemented by switched-capacitor (SC) technique. Multipli-
cation of the input signal with pseudo-random sequence of ®pre (+1) is realized by the
front-end passive double-balanced mixer, where its output signal is integrated in the follow-
ing block. Moreover, input signal is amplified with the gain of %’q Changing the equivalent
value of CF is performed by means of gain switches. Gain control command is issued from
control unit (CU) to the gain switches. The transfer function of non-inverting SC integrator

is calculated as:
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Figure 5.5 The OTA circuit used in the CS core.

Frequency Response of OTA
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Figure 5.6 Frequency response of the OTA used in CS core.

Connecting the feedback switches by gain control unit changes the equivalent feedback ca-
pacitor. Altering the Cpe, from 50 fF up to 400 fF with the step of 50 fF in Figure 5.4

changes the gain of the integrator between 1.25 and 10 as it is suggested in section 3.6.

To design of the OTA utilized in CS core circuit of Figure 5.4, We should consider the non-
ideality effects of OTA explained in section 3.3. To achieve 23 dB for the SNR of CS core
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based on the Figure 3.3, the gain of OTA should be not less than 10000 (80 dB). At the
same time, to achieve the maximum output SNR of the ADC we need a differential 1 V,,, in
the output of the OTA (0.5 V,, on each output terminal). One of the best topologies that
satisfies these constrains in 65 nm CMOS process is 2-stage OTA with folded cascode in the
first stage as illustrated in Figure 5.5. The frequency response of the designed OTA is shown
in Figure 5.6. In this figure, the DC open loop gain of the OTA is 82 dB and the OTA is
stabilized with 60° phase margin for the unity gain. The output swing is 530 mV,,, on each

output terminal where the output common mode voltage is 0.5 V.

We simulate the CS encoder by a sine wave at the input by Cadence. The amplitude and
frequency of the input sine wave are 15 mV and 40 Hz, respectively. The sampling clock
frequency is 2 kHz and the gain of integrator is normalized to one. The PRG is the designed
maximal-length Fibonacci LFSR of Figure 5.1. The simulation result and the input signal
are illustrated in Figure 5.7 .

Input and Output Signals of CS Core
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Figure 5.7 The input and output signals of CS encoder.
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5.2 ADC Design

As we explained in section 2.5, the ADCs for neural recording application has not very tight
specifications due to the low-frequency and narrow bandwidth of the neural signals. We
also explained that SAR ADCs are more popular in the literature, due to their lower power
consumption, simplicity of implementation and better specifications. Assuming maximum
bandwidth of 10 kHz for extracellular neural actives, a 10-bit 30-MS/s SAR ADC can digitize
1000 channels through multiplexing the signals of each channel by an analog multiplexer. For
other neural signals with lower bandwidth a SAR ADC with much relaxed specifications is
required. Although the design of such SAR ADC is not challenging and some papers have
even designed a conventional SAR ADC [33,71], we prefer to design a 10-bit resolution SAR
ADC with a monotonic capacitor switching procedure [166], to decrease the dynamic average
switching power and total capacitance by around 81% and 50%, respectively, compared to
conventional SAR ADC. We design this ADC so that we can alter the sampling frequency
up to 50 MS/s and configure its resolution between 7 and 10 bit. The rest of this section has
been organized to explain the SAR ADC architecture as well as designing its blocks.

5.2.1 SAR ADC Architecture

Vref':
—
—
V=7 *J SAR |BiBuo
V., g Logic
Bootgt_r;\_p_ped [g
Switch ki
- n
] _
B Ci=2C;,1, i=1-8, Co=Cyg
Vref':

Figure 5.8 The utilized SAR ADC architecture.

We utilize a fully differential architecture to achieve 10-bit accuracy. Also, fully differential
architecture eliminates supply and substrate noise as well as possessing appropriate common-
mode noise rejection. Binary-weighted capacitor array are usually used for SAR ADCs,
compared to C-2C capacitor due to better linearity. Considering the mentioned points,
we chose the SAR ADC architecture of Figure 5.8, where the switching procedure can be

downward or upward [166]. In this figure, the input neural signal are sampled on the top
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plates of the capacitors by bootstrapped switches to achieve the appropriate linearity as well
as increasing the settling speed. The bottom plates of the capacitors, at the same time,
are reset to V,.r. Then, the bootstrapped switches are turned off and the first comparison is
performed by comparator without switching any capacitor. Based on the comparator output,
SAR logic block switches the largest capacitor, C', to ground on the higher voltage side and
does not change the other one. This procedure is repeated by ADC until the LSB is extracted.
As there is just one capacitor switch for each bit cycle, the charge transfer in the capacitor
DAC network and the transitions of the SAR logic circuit are reduced. This results in lower
power consumption. The calculation presented in [166] shows, the SAR ADC architecture
of Figure 5.8 for 10-bit accuracy, decreases the switching energy and total capacitance 81%

and 50%, respectively, in comparison with the conventional architecture.

5.2.2 S/H Circuit Design

Clks

ﬁaotstappe
Switch

Figure 5.9 Bootstrapped switch.

A single NMOS and capacitor can operate as a sample and hold circuit, where the Vpp is
high enough and the high linearity is not required. The NMOS switch is on by applying
Vpp to the gate of this transistor. The drain-source resistance of this switch is calculated
as (5.2). High input voltage swing varies the Vig amount significantly and causes a large
non-linearity. To overcome this limited linearity, a bootstrapped switch is utilized. The Vg
value of this sampling transistor is fixed at Vpp by using the bootstrapped switch. In this
case, the on-resistance is a small constant value based on (5.2) and therefore, the switch

linearity is improved.
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Figure 5.10 Time and frequency analysis of the S/H signals. (a) Input and output signal of
a S/H in time domain. (b) FFT result of the sampled sine wave signal.

25

1
o — 5.2
! 11Cosy (Vas — Vi) — Vs (5:2)

Figure 5.9 shows the bootstrapped switch [166,167]. It operates on a single phase Clks, that
turns the bootstrapped switch on and off. During the sampling phase, Clks is high and the
capacitor Cs which is charged to Vpp is connected to the gate-source of the bootstrapped
switch. In the hold phase, Clks is low and Clksb is high and the capacitor C; is disconnected
from bootstrapped switch and connected to Vpp and ground. Meanwhile the gate of the

bootstrapped switch is connected to ground and the bootstrapped switch is off.
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Figure 5.10 shows the time and frequency analysis of the designed S/H signals, simulated
by Cadence for sampling capacitor, Cy, of 2.5 pF connected to each terminal. The input
signal is a sine wave with the frequency of 6.6 MHz and the sampling clock frequency, Clks,
is 50 MS/s. Figure 5.10(a) illustrates the input and sampled signals of the bootstrapped
S/H circuit. The result of taking a 256-point FFT from the sampled input signal is shown
in Figure 5.10(b). The calculating SNR amount of this figure in Matlab is 80 dB.

5.2.3 Dynamic Comparator

Clkce—

8::::D—1:>Valid
Figure 5.11 Dynamic Comparator.

High-speed comparators have one or two stages of preamplifier followed by a track-and-latch
[168]. To minimize the power consumption, we avoid pre-amplification phase which consumes
static current. Figure 5.11 shows schematic of dynamic comparator [166]. The input common-
mode voltage of the comparator approaches from half V.. to ground. Therefore, the PMOS
differential pair is suitable and utilized in the comparator. In Figure 5.11, when Clkc, the
comparator clock, is high Outp and Outn, the comparator outputs, go to high and the Valid
signal is pulled down to ground. When Clkc changes and goes to low, M5 and Mg get off and
M7 becomes on as a switch and the comparator compares the two input voltages. The latch
switches of M3 and M, force one output to low and the other to high. The Valid signal which
is nand of Outp and Outn signals goes to high to enable the digital block of asynchronous

control logic.

In the hold phase of the S/H circuit, to extract 10 bits from sampled voltage, 10 successive

comparison is performed by this comparator. Assuming the hold phase time is 80 % of
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Transient Analysis of the Comparator
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Figure 5.12 Transient analysis of comparator for an alternating input signal of +£0.25 mV.

sampling period and the maximum sampling frequency is 50 MS/s, the maximum comparator
clock, foue, is calculated as 625 MS/s. Figure 5.12 shows the transient analysis results of the
comparator simulated by Cadence. In this figure, the input signal of the comparator alters
between +0.25 mV (less than 1 LSB) and the fo. is 800 MS/s.

5.2.4 SAR Asynchronous Control Logic

We exploit the SAR control logic of [166] to control the DAC switches. The ADC uses
an asynchronous control circuit to avoid utilizing a high-frequency clock generator and to
decrease the power consumption. This control logic block generates internally the necessary

clock signal and by slightly modification of this circuit, we can configure the resolution of

this ADC.

Figure 5.13 shows a schematic and the simulated timing diagram of the asynchronous control
logic by Cadence. Figure 5.14 illustrates the DFF circuit with asynchronous reset used in
Figure 5.13(a). As explained in section 5.2.3, the comparator generates the Valid signal.
Clks is the sampling signal and turns on the bootstrapped switch when it goes high and
turns off the sampling switches when it goes low. The sampling phase time is about 20%
of the clock period. The control signal of the comparator is Clkc. The Valid signal enables
the asynchronous control clock in rising edge. Clkl to Clk10 are generated to sample the

corresponding digital output codes of the comparator as well as controlling the DAC switches.

Schematic and timing diagram of the DAC control logic is shown in Figure 5.15. A static DFF
samples the Outp signal at the rising edge of Clki. If the Outp is low, the corresponding
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Figure 5.13 Asynchronous control logic for 10 bit SAR ADC. (a) Schematic. (b) Timing
diagram simulated by Cadence.
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capacitor switch is remained connected to V,.;. If the Outp is high, the corresponding
capacitor switch is connected from V,..; to ground. All the capacitors are switched to Vs, at
the falling edge of Clki. There is a delay buffer in Figure 5.15 to insure Clki triggers the AND
gate not before the output of the DFF. An inverter is used as a switch buffer. To minimize

the delay of the buffer switches, we try to keep the RC value of them the same.

To do this, we design the switch buffers of the last three capacitors as the unit size and the

first six switch buffers are sized based on the corresponding capacitances.

Clkb Clk
L 1
D Q
= ] >
T
Clkb
1
=R CLRb
T T
clkb clk

Figure 5.14 DFF circuit with asynchronous reset used in Figure 5.13(a).

To be able to configure the resolution of the ADC from 7 to 10 bits, we modify the asyn-
chronous control logic of Figure 5.13 to Figure 5.16. In this figure the last Clki is multiplexed
in the OR gate to generate Clkc. Input signals of Sy and S; configure the resolution of the

ADC. Table 5.1 shows the various logical values of Sy and S; for relevant resolutions.
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Figure 5.15 DAC control logic.
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Figure 5.16 Modified asynchronous control logic to configure the resolution of the ADC.

To construct the capacitor array of Figure 5.8, we can use metal-oxide-metal (MOM) capac-

itors. Utilizing the multi-layer sandwich capacitor doubles the effective capacitor area [166].

Assuming the capacitance of the unit multi-layer sandwich capacitor as 5 fF, the total sam-

pling capacitance of one capacitor array is about 2.5 pF.

Table 5.1 CONFIGURATION OF ADC RESOLUTION

S1 | So | Mux output | Resolution(bit)
010 CIk7 7

0|1 CIk8 8

110 CIk9 9

111 CIk10 10
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CHAPTER 6 CONCLUSION

6.1 Contributions

Here, we review the contributions of this thesis briefly and link them to our corresponding

published papers as follows:

e One of the critical problem in design of AC-coupled neural amplifiers in advanced
technologies is the increase of the low-cutoff frequency. We investigated the problem
comprehensively and found that the decrease in input resistance of the OTA is the
origin of the increase in low-cutoff frequency. We proposed two different solutions to
increase the input resistance of the OTA. Our proposed solutions were validated by
fabricating a prototype exploiting the second method using the 65 nm TSMC CMOS

Process.

The above contribution is detailed in the following published articles:

F. Hashemi Noshahr, M. Nabavi, and M. Sawan, "Low-cutoff Frequency Reduction Anal-
ysis of Neural Amplifiers in 65 nm CMOS", IEEE Transactions on Biomedical Circuits and
Systems, (submitted to IEEE Symposium on Integrated Circuits and Systems, ISICAS 2020).

F. Hashemi Noshahr, and M. Sawan, "A compact and low power bandpass amplifier for low
bandwidth signal applications in 65-nm CMOS", IEEE International Symposium on Circuits
and Systems (ISCAS), pp. 1-4, 2017.

e Modeling the CS encoder before designing it in circuit level helps designers minimizing
the power consumption and silicon area of the CS encoder. We did this modeling
in Matlab and Simulink to extract the required specifications of the OTA of the CS
encoder. The simulation results showed that the SNR of the reconstructed signal in
the receiver is very sensitive to the gain, bandwidth and output swing of OTAs but not

to the slew rate. The extracted results were utilized in circuit design of the OTA.

The above contribution is reported in the following article:

F. Hashemi Noshahr, and M. Sawan, "Analog-based Compressive Sensing of Multichannel
Neural Signals: Systematic Design Approaches", IEEE International Conference on Electron-
ics, Circuits and Systems (ICECS), pp. 537-540, 2018.
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e Design of voltage references with low sensitivity to power supply variations is challeng-
ing in advanced technologies due to short channel effects. We proposed and designed
two new low power and compact voltage reference circuits suitable for neural implant
applications in the 65 nm CMOS technology. The first design utilized an open-loop
architecture while the second design exploited the feedback architecture. The feedback

architecture was shown to yield the best results.

The details of this contribution as well as a comprehensive review on multi-channel neural

recording implants can be found in the following articles:

F. Hashemi Noshahr, M. Nabavi, and M. Sawan, "A 2.77uW, 80 ppm/°C Temperature
Coefficient Voltage Reference for Biomedical Implants', IEEE International Conference on
Electronics, Circuits and Systems (ICECS), pp. 362-365, 2019.

F. Hashemi Noshahr, M. Nabavi, and M. Sawan, "Multi-Channel Neural Recording Im-
plants: A Review', Sensors, Vol. 20, Issue 3,904, pp. 1-29, Feb. 2020.

6.2 Summary of Works

In this thesis we have investigated the design of a neural recording implant with analog
compressive sensing. We explored the design of this system with systematic and circuit
approach. In Chapter 1, we have expressed the importance of the neural recording implants
in diagnosing and treatment of some brain diseases and disorders. Also, we discussed about
the necessity of them in BMIs and controlling the artificial limbs and prosthesis. We have
presented an interactive simplified block diagram which allows some parameters of the system

to be configured.

We have reviewed the literature of the neural recording implants in Chapter 2. The neural
signals and the various architectures of neural recording systems were presented first. Then
we have discussed all blocks of the architecture. We have investigated the neural amplifiers
thoroughly as one of the challenging blocks, in terms of topologies, techniques of achieving
the necessary gain, IRN, and so on. At the end of this chapter, the ADCs and compression

methods which have been utilized in the neural recording implants were stated.

The analog CS encoder design in system level has been focused in Chapter 3. To design
an analog SC-integrator for implementing the CS core, an OTA is required. To extract the
necessary gain, bandwidth, slew rate and output swing of this OTA to achieve the required
output reconstructed SNR, Matlab simulations were done. Also, some simulations were
completed to extract the required gain of the PGA. The simulation results of this chapter
helped to optimize the specifications of the neural amplifier, CS core, PGA and the ADC.
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As we explained in Chapter 2, conventional CFN architecture is the most appropriate topol-
ogy for implementing neural amplifier. In advanced technologies, low-cutoff frequency in this
architecture increases. In Chapter 4, we have proved the main cause of this problem is the
decrease of input resistance of the OTA. Also we proposed two different solutions to increase
it. The first solution which is called it cross-coupled positive feedback is suitable for the
standard CMOS process and the second solution is to utilize thick-oxide MOS transistors in
the input differential pair of the OTA to decrease the input leakage current and increase the
input resistance of the OTA. We also presented a BGR without bipolar transistor in 65 nm
process in Chapter 4. This BGR is compact and low power with low sensitivity to power

supply variation.

We have designed a CS encoder and SAR ADC which have been presented in Chapter 5. CS
encoder consists of CS core and PRG circuits. The system level design of Chapter 3 helped
us to extract the specifications of the OTA utilized in CS core for output reconstruction SNR,
of around 20 dB. At the end, we have designed a SAR ADC with configurable resolution
between 7 and 10 bits. The sampling frequency of the ADC is configurable as well, up to

50 MHz to maximize the number of the channels for digitizing.

6.3 Future Research

The defined project in Chapter 1 is a big system on a chip (SOC). Here, in this thesis, we
have focused to solve the issues of neural recording which were explained in the previous
chapters. Therefore, to complete this SOC, a consistent work still is required to be done.

Brief list of future works are as follows.

As explained in section 3.5, to extract the values of Mg and Mp in CS core of Figure 3.11 for
specific reconstruction SNR, Matlab simulations are required. The optimized value of Mg
and Mp for various amount of SNR can be tabulated. Also based on the corresponding value
of Mg and Mp for SNR of 20 dB (for instance), CS encoder is implemented. The blocks of
CU, PMU and analog multiplexer are also necessary to be designed and implemented. At the
end, all of the designed blocks and circuits should be assembled as a SOC. The whole SOC
should be simulated and fabricated and finally, the prototype chip is verified by experimental

tests.
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