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RÉSUMÉ

L’Internet des objets (IdO) a pour objectif de permettre la connectivité à presque tous les
objets trouvés dans l’espace physique. Il étend la connectivité aux objets de tous les jours
et offre la possibilité de surveiller, de suivre, de se connecter et d’intéragir plus efficacement
avec les actifs industriels. Dans l’industrie de nos jours, les réseaux de capteurs connectés
surveillent les mouvements logistiques, fabriquent des machines et aident les organisations à
améliorer leur efficacité et à réduire les coûts. Cependant, la conception et l’implémentation
d’un réseau IdO restent, aujourd’hui, une tâche particulièrement difficile. Nous constatons
un haut niveau de fragmentation dans le paysage de l’IdO, les développeurs se complaig-
nent régulièrement de la difficulté à intégrer diverses technologies avec des divers objets
trouvés dans les systèmes IdO et l’absence des directives et/ou des pratiques claires pour
le développement et le déploiement d’application IdO sûres et efficaces. Par conséquent,
analyser et comprendre les problèmes liés au développement et au déploiement de l’IdO sont
primordiaux pour permettre à l’industrie d’exploiter son plein potentiel.

Dans cette thèse, nous examinons les interactions des spécialistes de l’IdO sur le sites Web
populaire, Stack Overflow et Stack Exchange, afin de comprendre les défis et les problèmes
auxquels ils sont confrontés lors du développement et du déploiement de différentes appli-
cations de l’IdO. Ensuite, nous examinons le manque d’interopérabilité entre les techniques
développées pour l’IdO, nous étudions les défis que leur intégration pose et nous fournissons
des directives aux praticiens intéressés par la connexion des réseaux et des dispositifs de
l’IdO pour développer divers services et applications. D’autre part, la sécurité étant essen-
tielle au succès de cette technologie, nous étudions les différentes menaces et défis de sécurité
sur les différentes couches de l’architecture des systèmes de l’IdO et nous proposons des
contre-mesures.

Enfin, nous menons une série d’expériences qui vise à comprendre les avantages et les incon-
vénients des déploiements ’serverful’ et ’serverless’ des applications de l’IdO afin de fournir
aux praticiens des directives et des recommandations fondées sur des éléments probants relat-
ifs à de tels déploiements. Les résultats présentés représentent une étape très importante vers
une profonde compréhension de ces technologies très prometteuses. Nous estimons que nos
recommandations et nos suggestions aideront les praticiens et les bâtisseurs technologiques
à améliorer la qualité des logiciels et des systèmes de l’IdO. Nous espérons que nos résul-
tats pourront aider les communautés et les consortiums de l’IdO à établir des normes et des
directives pour le développement, la maintenance, et l’évolution des logiciels de l’IdO.
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ABSTRACT

Internet of Things (IoT) aims to bring connectivity to almost every object found in the phys-
ical space. It extends connectivity to everyday things, opens up the possibility to monitor,
track, connect, and interact with industrial assets more efficiently. In the industry nowadays,
we can see connected sensor networks monitor logistics movements, manufacturing machines,
and help organizations improve their efficiency and reduce costs as well. However, designing
and implementing an IoT network today is still a very challenging task. We are witnessing
a high level of fragmentation in the IoT landscape and developers regularly complain about
the difficulty to integrate diverse technologies of various objects found in IoT systems, and
the lack of clear guidelines and–or practices for developing and deploying safe and efficient
IoT applications. Therefore, analyzing and understanding issues related to the development
and deployment of the Internet of Things is utterly important to allow the industry to utilize
its fullest potential.

In this thesis, we examine IoT practitioners’ discussions on the popular Q&A websites, Stack
Overflow and Stack Exchange, to understand the challenges and issues that they face when
developing and deploying different IoT applications. Next, we examine the lack of interoper-
ability among technologies developed for IoT and study the challenges that their integration
poses and provide guidelines for practitioners interested in connecting IoT networks and de-
vices to develop various services and applications. Since security issues are center to the
success of this technology, we also investigate different security threats and challenges across
different layers of the architecture of IoT systems and propose countermeasures.

Finally, we conduct a series of experiments to understand the advantages and trade-offs of
serverful and serverless deployments of IoT applications in order to provide practitioners with
evidence-based guidelines and recommendations on such deployments. The results presented
in this thesis represent a first important step towards a deep understanding of these very
promising technologies. We believe that our recommendations and suggestions will help
practitioners and technology builders improve the quality of IoT software and systems. We
also hope that our results can help IoT communities and consortia establish standards and
guidelines for the development, maintenance, and evolution of IoT software and systems.
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CHAPTER 1 INTRODUCTION

Internet of Things (IoT) has become prevalent and promises to reshape the manufactur-
ing industry. Its focus is on creating an intelligent network of physical assets, processing
through the deployment of information and communication technologies, and exploiting new
technologies to serve different sectors.

The current trend of collaborating, distributed teams through the Internet, mobile communi-
cations, and autonomous entities, is the first phase of the IoT to develop and deliver diverse
services and applications. However, such collaborations are not only threatened by the frag-
mentation that we are witnessing in the industry nowadays, but also by the conventional
security issues for the existing networking technologies as well as the challenges for designing
and deploying applications in the presence of the limited resources available on the "things".
Simulation and analytical modeling have been recently used to analyze the impact of such
threats. Nonetheless, they cannot provide a full "work-as-intended" behavior and–or good
results especially when limitations and–or failures exist.

1.1 Basic Concepts

This section presents the main concepts and definitions that are used throughout this doc-
ument. We begin with the definitions that are seen as the anchor of this document, subse-
quently, we define the rest of the other concepts to fulfill the reader with all the necessary
information that is presented inside.

1.1.1 Internet of Things

The Internet of Things (IoT) refers to a type of network that is able to connect anything with
the Internet-based on stipulated standards and protocols, via information sensing equipment,
to conduct information exchange and communications to achieve smart recognition, position-
ing, tracking, monitoring, and administration. Internet of Things (IoT), can be contained in
three categories: (1) People-to-People, (2) People-to-Machine/Things, (3) Things/Machine-
to-Things/Machine, interacting via the Internet.

The vision of the Internet of Things (IoT) could be seen as a concept and a paradigm
that considers pervasive presence in the environment of a number of objects/things that via
wireless and–or wired connections, and unique addressing schemes, are able to interact with
each other and cooperate with other objects/things to create new applications/services and
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reach common goals. In such a context, the research and development challenges to create
a smart world are enormous. A world where the real, digital and the virtual are converging
to create smart environments that make energy, transport, cities and many other areas more
intelligent [1, 2].

1.1.2 Interoperability in Internet of Things

In the last few years, many smart objects/things in the physical world are interconnected
and also communicate via the existing internet infrastructure that creates a global network
infrastructure called the Internet of Things (IoT). With the substantial solution development
for a wide range of devices and IoT platforms, still, each solution provides its own IoT
infrastructure, devices, APIs, and data formats leading to interoperability issues within the
paradigm. Such issues are the consequence of many serious issues, such as vendor lock-
in, impossibility to develop IoT application exposing cross-platform, and–or cross-domain,
difficulty in plugging non-interoperable IoT devices into different IoT platforms. Hence, to
enable seamless resource sharing between different IoT vendors, efforts should emerge to help
IoT interoperability, i.e., the ability for multiple IoT platforms from different vendors to work
together [3].

1.1.3 Security in Internet of Things

The Internet of Things (IoT) has an impact on the security and privacy of the involved sectors
and stakeholders, i.e., hospitals, cities, grids, organizations, and buildings. Now, various
security issues are considered a major problem for a full-fledged IoT environment. There exist
lots of security challenges with the number of proposed architectures and technologies that
make the backbone of the IoT. Some efficient and promising security mechanisms have been
developed to secure the IoT environment, however, there is still a lot to do. The challenges
are ever-increasing and the solutions have to be ever-improving. Measures ensuring the
architecture’s resilience to attacks, data authentication, access control, and client privacy
need to be established well in order to address such challenges [4].

1.1.4 Application Development/Deployment in Internet of Things

Application development and–or deployment in the Internet of Things (IoT) is challenging
because it involves dealing with a wide range of related issues, such as lack of separation of
concerns, and lack of high-level abstractions to address both the large scale and heterogeneity.
Furthermore, stakeholders involved in different application activities have to address issues
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that can be attributed to different life-cycles phases. When developing/deploying applica-
tions, the application logic has to be analyzed and then separated into a set of distributed
tasks for an underlying network. Then, the tasks have to be implemented/deployed for the
specific hardware device. Apart from handling such issues, they have to deal with other
aspects of life-cycle, such as changes in application requirements and deployed devices. A
number of approaches have been suggested in the closely related fields of wireless sensor net-
works, ubiquitous and pervasive computing, and software engineering in general to address
the above-mentioned challenges. However, existing approaches only cover limited subsets of
the above challenges [5].

1.2 Research Problem Statement and Research Questions

Internet of Things (IoT) is an important emerging technology in a broad range of domains.
It is defined as the connection of physical objects and places via the Internet [6], [7]. It
defines a technological revolution where physical and virtual objects would be connected
to other objects and to the current Internet infrastructure. Consequently, IoT technologies
have attracted increasing interest from the research/software development communities. IoT-
related discussions have become increasingly prevalent in various domains’ question and
answer (Q&A) websites, such as Stack Exchange communities. Such Q&A websites moderate
thousands of posts each month from IoT practitioners, including developers, with a variety
of backgrounds. The ability to analyze and understand such knowledge repositories could
provide major insights into the topics of interest and their evaluation to IoT practitioners.
Prior works have conducted a wide range of empirical studies on the knowledge in IoT
different domains, including programming Q&A websites [8], [9], [10], [11], [12], [13], [14].
Such prior studies provided insights into taxonomies, categories, topics, and trends in various
programming Q&A websites, and have uncovered different challenges and concepts thanks
to the shared knowledge on these websites.

Most of the previously studied topics and–or technologies via Stack Exchange communities
often have long existence before Stack Exchange emerged as a reliable platform for practi-
tioner communication and knowledge sharing. In contrary to those technologies, IoT-related
technologies are nascent, thus, we have a promising opportunity for the first time to study
how a development community grows its knowledge in fast-paced domains. We also can
study how a domain evolves in response to a variety of concerns as captured on the Stack
Exchange communities. The ability to identify such discussion topics will help pinpoint the
major challenges that IoT practitioners face today.
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To address the above challenges, we use the publicly available Stack Overflow data to in-
vestigate the most common issues that are/were encountered by IoT practitioners. Knowing
what issues the practitioners are facing will help: 1) knowing what are the common issues
others have encountered so they can set countermeasures and–or alternative plans for res-
olutions accordingly, 2) research/software development communities determine avenues for
future research (i.e., help us know what real issues that exist are). We apply LDA-based
topic models, using Machine Learning for Language Toolkit (MALLET), on the IoT-related
Stack Overflow posts to determine what are the practitioners asking for.

To foster the above-mentioned matter, we formulate a number of research questions, inside
Chapter 3, and answer them with a comprehensive set of analyses to provide valuable set of
information. For instance, we can list the following:

• What topics are covered by IoT-related questions asked on Stack Exchange communi-
ties?, and,

• Which IoT-related topics are the most difficult to answer?

We use topic modeling to investigate topics related to the IoT and categorize them to make
their comprehension easier. We, also, measure their difficulties in order to capture the atten-
tion of the practitioners in their regard, and enhance them to dedicate more time towards
their resolutions.

Furthermore, in the past few years, an abundance of IoT initiatives, that include a number of
different devices and platforms, has been integrated into a wide range of various applications,
such as healthcare, agriculture, utilities, transportation, industrial control, and buildings, etc.
Many studies forecast the substantial development of the IoT in the coming years. Those
studies are encouraging since they suggest a tremendous impact of the IoT over the coming
years. However, a newMcKinsey analysis [15] points out a substantial threat and–or challenge
to the predicted economic value: missing interoperability. In particular, authors state that
around 40% of the potential benefits of IoT can be obtained with the interoperability between
different IoT systems, i.e., two or more dissimilar systems are able to work together.

The current IoT market is fragmented due to the extreme degree of heterogeneity in terms of
device protocols, controllers, network connectivity methods, application protocols, standards,
data formats and so on. The absence of interoperability in IoT is due to a lack of standardiza-
tion [16] [17]. Vendors are intentionally defining various IoT platforms, proprietary protocols,
and interfaces that are incompatible with other solutions and–or services. Hence, those ven-
dors create different verticals and mostly closed ecosystems, which are sometimes called silos.
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Precisely, components in one silo cannot talk to components in another silo. For instance,
before customers can access different IoT things, they generally need dedicated applications
for particular things pre-loaded on their smartphones. By this, customers will have a number
of devices, each with their own applications, that work independently of each other.

Also, there are other data interoperability issues when developers want to create innova-
tive IoT applications exploiting resources from different IoT applications and–or services in
heterogeneous domains, e.g., smart health and smart home. Those issues ultimately lead
to vendor lock-in of end-users. Considering the importance of interoperability in IoT, we
need to understand interoperability and the existing solutions to analyze what is needed and
identify different platforms that are ahead to assist increase the number of interoperable IoT
products.

In addition, we discuss a number of integration challenges, inside Chapter 4, and suggest a
list of countermeasures for their resolutions. We can list the following parts to have a nature
of the discussed issues:

• The integration and interoperability challenges in IoT,

• Interoperability countermeasures to improve the intergration and interoperability in
IoT.

We describe the potential interoperability issues that can affect the IoT paradigm, as well as
we investigate the solutions and countermeasures to improve such challenges.

On the other hand, security issues such as privacy, access control, secure communication and
secure storage of data are becoming significant challenges in IoT environments [18]. Every
single device that was created, every new sensor that was deployed, and every single byte
that is synchronized within an IoT environment, may at some point, come under security in
the course of an investigation.

The fast growth of IoT devices, products, and services has led to the deployment of too many
vulnerable and insecure nodes inside the created clusters [19]. Moreover, conventional user-
driven security architectures are of little use in object-driven IoT networks [20]. Existing
solutions are often not integrated into the entire system, and sometimes they violate the
criteria that designers have taken into consideration from the beginning. These are subtle
points that are not addressed by designers who tend to focus mainly on functionality and
by companies that tend to focus on short term profits. All these reveal the importance of
fundamental security solutions and the need for applied security. Hence, we are in need
of specialized tools, techniques, and procedures for securing IoT networks and collecting,
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preserving, and analyzing residual evidence(s) of IoT environments. We investigate new and
unpublished works in the domain of IoT security and forensics.

Therefore, we formulate a number of research questions and challenges, inside Chapter 5,
and also propose a list of countermeasures for to address them. We can list the following as
a part of issue’s comprehension:

• What are the main issues pertaining to IoT security?,

• What solutions are proposed to address such issues?

The aim here is to identify the main security issues faced by IoT ecosystem, and provide
a comprehensive list of countermeasures, including their benefits and limitations, to help
mitigate them.

Moreover, the advent of Internet of Things (IoT) is changing the way of conceiving infor-
mation and communication systems. In general, we talk about IoT Cloud to indicate a new
type of distributed system consisting of a set of smart devices, e.g., single board computers
running lightweight operating systems, interconnected with a remote Cloud infrastructure,
platform, or software through the Internet and able to provide IoT-as-a-Service (IoTaaS). In
such a context, container-based virtualization is a lightweight alternative to the hypervisor-
based approach that can be adopted on new IoT platforms, for enhancingthe IoT Cloud
service and–or application provisioning. In particular, considering different IoT application
scenarios, container-based virtualization allows IoT Cloud providers to deploy and customize
in a flexible fashion pieces of software on the paradigm. However, with the increasingly usage
of the IoT domain nowadays, applications started to influence our lives, nonetheless, their
deployments became more time-consuming, error-prone, and costly.

The variety of available deployment automation systems also increases the complexity of
selecting the most appropriate technology. As a result of the numerous technologies found,
the deployment of the IoT applications became a serious challenge that requires immense
technical expertise, for instance, devices need to be installed and connected, scripts to be
deployed, and backend software has to be provisioned. Due to such a complexity, not know-
ing the proper deployment approaches for the IoT applications leads to daunting deployment
processes. Hence, the container-based virtualization in the perspective of an IoT Cloud
scenario should be explored so that the utilized resources and performance costs are ana-
lyzed for effective deployments. Particularly, evaluating and exploring the benefits to adopt
virtualization techniques in IoT scenarios both in terms of Cloud service management and
industrial-business opportunities, and picking up the proper deployment strategy will be of
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a benefit for the IoT practitioners, including developers. In addition, overhead introduced
by deploying different kinds of applications on top of container virtualization technologies
should be highlighted and investigated to select the best technology that suits IoT applica-
tions’ configurations and deployments.

To cope with the above limitations and selecting the proper way of application deployment,
we carry out a number of different experiments with multiple deployment strategies to test
and analyze the performance metrics of deploying various types of applications, including
serverful and serverless apps, on top of a number of container setups and look deeper into
their behaviors. We, finally, provide guidelines to practitioners so that they are good equipped
when it comes to choosing the right technology for their IoT applications.

1.3 Research Goals

Scoping the current state of the proposed technologies to address the different challenges that
appeared on the horizon recently, such as smart devices integration and interoperability, and
enforcing security in modernized IoT systems. Analyzing and understanding those states
would provide insights about such topics of interest to the practitioners and help better
understand the needs and issues pertaining them as they work in this domain. Besides,
drawing a map of the current limitations that both industry and practitioners, including
developers, have to pay attention to so that they are able to pursue their strategies with
such a technology effectively. Nonetheless, evaluating the effectiveness of different solutions
to build efficient applications to provide guidelines to developers on how to select proper
deployment scenarios for their several application types. Therefore, in order to achieve such
goals, we propose the following objectives and methodologies.

1.4 Research Objectives

The main objective of this thesis is to empirically investigate the design and deployment
strategies of the Internet of Things (IoT) applications in the Industry. This will be achieved
via investigating the challenges facing IoT practitioners, through a detailed analysis of ques-
tions and answers exchanged by practitioners on the popular Stack Exchange communities.
Studying the impact of fragmentation, interoperability and security issues pertaining IoT
frameworks. Also assessing the performance implications of serverful and serverless IoT ap-
plication deployments on top of a number of container setups, see figure 1.1. More specifically,
the main objective are fulfilled through the following sub-objectives, including:
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Figure 1.1 Challenges to be addressed.

• What IoT and IIoT questions do practitioners ask (Chapter 3)?

We undertake an empirical study to find different trends in IoT- and Industrial IoT
(IIoT)- related topics. We examine the topics collected to provide insights about their
trends and evolution of interest, with the intention to help practitioners and different
research/software development communities better understand the needs and challenges
of different aspects as they work in the domain.

Our findings aim to deepen our understanding of issues faced by practitioners when
dealing with IoT and IIoT related technologies. The knowledge gained through this
study can be leveraged by technology builders and researchers to improve the quality
of service of IoT applications and systems.

• Fragmentation, integration and interoperability issues (Chapter 4)

We examine fragmentation, integration and interoperability issues in IoT technologies
and outline some guidelines for researchers and practitioners interested in connecting
IoT networks and devices.

We report different trends, including frameworks and technologies, discuss the inte-
gration and interoperability challenges across the different layers of this technology
while shedding light on the current IoT state-of-practice. We also discuss some future
research directions for the community.

• Security in Internet of Things systems (Chapter 5)

We describe different security threats and challenges across the different layers of the
IoT system’s architecture. We also examine some countermeasures proposed in the
literature to provide guidelines for researchers and practitioners interested in under-
standing different IoT security issues.
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• Serverful deployment of IoT applications (Chapter 6)

We conduct an empirical study to evaluate the performance costs of deploying open-
source IoT serverful applications. Our results show that there exists discrepancies
between performance metrics while considering three different modes:
(a.) Bare-metal deployments of the open-source IoT platform, (b.) Scaling out the IoT
platform and incorporating a messaging-as-a-service infrastructure on top of it, (c.)
Adding business applications to the platform. Using these results, developers working
to deploy IoT applications can understand the performance implications of their design
choices, and select the best deployment strategy for their context.

• Serverless deployment of IoT applications (Chapter 7)

We conduct an empirical study to examine the performance implications of deploy-
ing IoT applications using a serverless infrastructure (i.e., deploying applications as
Function-as-a-Service "FaaS") in comparison to deployments performed on an origin
server. We investigate whether the deployment of serverless apps, on top of open-
sourced IoT frameworks, cause latency issues and–or come with a performance cost.
Development teams can leverage our results to select the best deployment strategy for
their IoT software systems.

1.5 Proposed Methodologies

First, we conduct a large-scale study on IoT related questions on Stack Exchange forums as
we believe that practitioners, including developers, are the best resources to report about
different sets of issues due to their hands-on nature of such a framework. Second, we ap-
ply methods advocated by the Evidence-based Software Engineering paradigm (EBSE) to
systematically and objectively generate and gather evidence about issues related to inter-
operability and security in IoT, and capture the state-of-practice of IoT technologies in the
industry. We study the challenges related to the IoT that have significantly shifted the land-
scape of Internet-based collaborative services and applications nowadays, nonetheless, we also
propose countermeasures to provide guidelines on how such challenges could be tackled. Last
but not least, we pick the key technologies used to deploy various kinds of IoT applications
and investigate their characteristics (using performance metrics), and limitations, in order to
provide guidelines for better application deployments.
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1.6 Thesis Overview

In this thesis, we conduct empirical studies on Internet of Things (IoT) different aspects.
Our contributions are summarized as follows:

• We analyze Stack Exchange community forums’ data to identify what IoT practitioners
ask about and what questions tend to be most problematic for them. We aim, with
our findings, to assist researchers and practitioners identify such issues by analyzing
IoT-related issues on such forums. We are able to naturally and objectively discover
the real issues that are being asked, viewed, and faced by a large number of software
and research communities; we also establish an approach for finding what people ask
on Q&A forums that can be extended to see what is being asked for any other topic
and can be useful for researchers to help them get data and information related to their
industry of interest.

• Comprehensive analyses of the current capabilities and limitations of the interoperabil-
ity and security issues and–or challenges of the IoT platform, when handling large data
updates from devices using different scaling strategies in the Cloud.We study the history
and background of IoT and in regards to objects interconnection and security-based
analyses of IoT architecture. We also delve into the associated important technolo-
gies related to such an architecture. In addition, we provide taxonomies of various
countermeasures and defense mechanisms to provide better handling of the challenges
and issues being found; we provide a number of solution spaces and future research
directions for the IoT systems.

• We evaluate the challenges, presented by the steps involved in IoT application de-
velopment and deployment. We delve into a number of different methodologies for
IoT application handling, based on techniques presented in the domains of container
technologies, such as Kubernetes, OpenShift, and–or Docker Swarms, and model-driven
development/deployments. Our contribution is to propose various approaches to reduce
time and costs in software development by guiding practitioners into proper deployment
scenarios and strategies.
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1.7 Related Contributions

The following is a list of our publications related to this dissertation.

Articles in journal

1. Mohab Aly, Foutse Khomh, Soumaya Yacout. What Do Practitioners Discuss about IoT?
Characterization and Identification of IoT Categories in Stack Overflow Discussions. Under
revision for submission to Elsevier Special Issue on Machine Learning for Security, Privacy
and Trust in IoT.

2. Mohab Aly, Foutse Khomh, Soumaya Yacout. On the Performance Implications of De-
ploying IoT Apps as FaaS. Submitted to the Special Issue on Cloud Computing in the IoT
Revolution, Internet of Things Journal (IoTJ), Under review as of August 2019, Elsevier.

3. Mohab Aly, Foutse Khomh, Mohamed Haoues, Alejandro Quintero, Soumaya Yacout. En-
forcing security in Internet of Things frameworks: A Systematic Literature Review. Jour-
nal: Internet of Things: Engineering Cyber Physical Human Systems, March 2019, Elsevier.
DOI:10.1016/j.iot.2019.100050

4. Mohab Aly, Foutse Khomh, Yann-Gaël Guéhéneuc, Hironori Washizaki, Soumaya Yacout.
Is Fragmentation a Threat to the Success of the Internet of Things?. Internet of Things
Journal (IoTJ), February 2019, IEEE. DOI:10.1109/JIOT.2018.2863180

Conferences articles

1. Aly, Mohab, Foutse Khomh, Soumaya Yacout. "Kubernetes or OpenShift? Which Technol-
ogy Best Suits Eclipse Hono IoT Deployments". Paper presented at the 11th Conference on
Service-Oriented Computing and Applications (SOCA), November 2018, IEEE.
DOI:10.1109/SOCA.2018.00024

The following publications are not directly related to the material in this dissertation, but
were produced in parallel to the research contained for this dissertation.

2. Aly, Mohab, Soumaya Yacout, Yasser Shaban. "Analysis of massive industrial data using
MapReduce framework for parallel processing". Paper presented at Annual Reliability and
Maintainability Symposium (RAMS), 2017, IEEE. DOI:10.1109/RAM.2017.7889681

3. Shaban, Yasser, Soumaya Yacout, Mohab Aly. "Condition-based reliability prediction based
on logical analysis of survival data". Paper presented at Annual Reliability and Maintainabil-
ity Symposium (RAMS), 2017, IEEE. DOI:10.1109/RAM.2017.7889739



12

Posters and talks

1. Mohab Aly, Foutse Khomh, Soumaya Yacout, (2018) "Kubernetes or OpenShift? Which
Technology Best Suits Eclipse Hono IoT Deployments?", Consortium for Software Engineering
Research (CSER), November, 2018, Markham, Canada.

2. Mohab Aly, Foutse Khomh, Soumaya Yacout, (2018) "Kubernetes or OpenShift? Which
Technology Best Suits Eclipse Hono IoT Deployments?", IBM Centers for Advanced Studies
Conference (CASCON), November, 2018, Markham, Canada.

1.8 Organization of the Thesis

The remainder of this dissertation is organised as follows. Chapter 2 provides background
information on the different concepts discussed in the thesis, it also surveys related work on
IoT- and IIoT- related discussions, studies leveraging topic modeling, study on Stack Overflow
& Stack Exchange, interoperability & fragmentation in the IoT frameworks, security affecting
the IoT paradgim, serverless deployments and their performance metrics.

Chapter 3 reports about our analysis of IoT- and IIoT- related issues discussed on Stack
Overflow & Stack Exchange forums and platforms to capture the current topics of interests
to the practitioners as well as research communities. Chapter 4 discusses the fragmentation
issues in the landscape of IoT technologies and the possible proposed solutions to address
them. Chapter 5 reports our analysis of security challenges in IoT systems, it also discusses
the possible countermeasures for such challenges. Chapters 6 and 7 examine a number
of deployment solutions for IoT applications over various container technologies and setups.
Finally, Chapter 8 draws conclusions of this dissertation, limitations of the work, and also
outlines avenues for future works.
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CHAPTER 2 BACKGROUND AND RELATED WORK

2.1 Chapter Overview

This chapter develops the context in which this thesis takes place. It provides the necessary
background information and description of the IoT and its architectures, topic modeling,
container orchestrators, Eclipse IoT, and serverless computing. In addition, it describes the
state-of-the-art which sustains the work in this thesis. This chapter is aimed at readers who
are unfamiliar with aforementioned concepts.

2.1.1 Internet of Things

There is no exact definition of IoT yet since it is still in the forming process and is subject to
the perspectives taken [21–23]. It was first introduced to the community as a “dynamic global
network infrastructure with self-configuring capabilities based on standards and interoperable
communication protocols”. In IoT, physical and virtual things have identities and attributes
that are capable of using intelligent interfaces and being integrated as an information network
[24–26]. This concept can be seen as a superset of connecting devices that are identifiable in a
unique way by the help of existing near field communications (NFC) techniques [27,28]. When
the two words “Internet” and “Things” combine together, this implies an interconnected
world-wide network based on infrastructure, communication, networking and information
processing technologies [29].

The sensory capabilities of devices have been extended significantly via the emerging wire-
lessly sensory technology, thus the original concept of IoT is therefore extending to the
ambient intelligent and autonomous control. Multiple technologies are involved in the IoT
paradigm, such as wireless sensor networks (WSNs), Cloud Computing, RFID, NFC, low
energy wireless communications, etc. [30–35]. With the evolution of these technologies, new
technologies are brought to the IoT framework [36–43]. Physical things could be identified,
accessed and operated via the Internet technology. Depending on various mechanisms for
the implementation, the definition of IoT and its context could vary.

In the industrial sectors nowadays, machines are equipped with sensors to help monitor
their health and communicate important information about their status to specialized teams
distributed around the world, allowing the integration of such information in real time com-
munication to make decisions about the working systems. The next step for those industrial
machines is to be integrated in a virtual environment; this enables not only realistic repre-
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Figure 2.1 Three, SOA-based, Five and Seven-level Internet of Things reference models

sentation of the past and present state of the participating machines, but also forecast of
possible future scenarios. End-to-end interoperability should be considered to ensure the
proper delivery of services regardless of the specifications of the machines used.

Allowing devices for data interaction and cross-platform interoperable communications is an
important step towards device collaboration in the digital world. However, there are multi-
fold meanings for things communications about hierarchical architecture of IoT-ized systems,
including discovery and connectivity, messaging systems and mechanisms, and semantic in-
teroperability. The later factor of things communications is achieved via seamless integration
of the underlying protocols and standards.

Architectures for the Internet of Things

Several IoT architectural models have been advanced in recent years, Figure 2.11, each of them
is focusing on some specific formulations or abstractions of the IoT ecosystem [47]. The three-
level model [7] is among the proposed architectures; it depicts IoT as an extended version
of wireless sensor networks (WSNs) and models it as a combination of Cloud servers and
WSNs which offers different services to users. The service-oriented architecture (SoA) model
architecture ensures the interoperability among heterogeneous smart devices in multiple ways
[48–50]; it has been suggested to add more abstraction to the IoT architecture [51–53]. The
five-level model [6,54], an alternative to the three and SOA-based ones, has been proposed to
facilitate the interactions between different sections of an enterprise by decomposing complex
systems/services into simplified applications consisting of an ecosystem of simpler and well-
defined components.

Recently, in 2014 and 2017 respectively, CISCO and the Open System IoT Reference Model
1adopted and customized from: [46]
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Table 2.1 Seven-level Internet of Things model

Description
Collaboration
and processes

- highest level of IoT model where users reside; users make use of the applications
and the analytical data therein.

Applications - this level provides “information interpretation” where software cooperates with data
accumulation and data abstraction levels. IoT applications are numerous and might
vary across markets and industrial needs.

Data abstraction - the opportunity to render and store data is provisioned in this layer; hence further
processing becomes easier and more efficient. Common tasks of entities at this level
include normalization, denormalization, indexing, consolidating data into one place
and providing access to multiple datastores.

Data accumula-
tion

- not all the applications need instant processing; this level enables conversion of data
in motion to data at rest, i.e., it allows the storage of data for future analysis or to
share with high-level computing servers. Converting the format from network packets
to database tables, reducing data via filtering and selective storing and determining
whether the data are of interest to higher levels are of the main tasks of this level.

Edge Computing - this is a level in the model where simple data processing is initiated; this is essential
for reducing the computational load in higher levels and providing a fast response as
well. Nowadays, most real-time applications need to perform computations as close
as possible to the edge of the network; the amount of processing in this level depends
on the computing power of each of the servers, computing nodes as well as service
providers. Typically, simple signal processing and learning algorithms are utilized
in-here. (AKA Fog Computing)

Connectivity - consists of all the parts and components that enable the transmission of information
and commands: (a) communication between devices; (b) communication between the
components, and; (c) transmission of the information between the edge devices and
computing (edge computing levels).

Edge devices and
controllers

- consists of computing nodes, such as RFID readers, sensors, smart controllers and
different versions of RFID tags. Both data confidentiality and integrity must be taken
into account from this level upwards.

(OSiRM) suggested a comprehensive extension to the traditional three, four and five-levels
models by introducing their seven-level models that have the potential to be standardized,
hence, creating a widely accepted reference model for the IoT paradigm [55]. In such models,
data flow is bidirectional in nature, however, the dominant direction of the flow of data
depends on the application being worked on. For example, in a control system, data and
commands travel from the top of the model (the applications level) to the bottom (edge-
node level), whereas in a monitoring scenario, the flow is vice versa (from bottom to top).
Tables 2.1 and 2.2 briefly describe the different layers of the two models.

2.1.2 Industry 4.0

Industry 4.0 is a strategic initiative to support the development of the industrial sectors. The
main idea is to exploit the potentials of new technologies and concepts, such as availability
and use of the Internet and IoT, integration of technical processes and business processes
in the companies, digital mapping and virtualization of the real world, and "smart" factory
including "smart" means of industrial production and "smart" products, to affect entire in-
dustries by transforming the way goods are designed, manufactured, delivered and paid.
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Table 2.2 OSiRM seven-level model
Description

Layer 1 - Includes the things that can be subjected to the automation of-
fered by the IoT paradigm. This includes smartphones, surveillance
camera, vehicles such as cars and ambulances, as well as utility grid
elements. This list is unlimited in its scope.

Layer 2 - Is responsible for data acquisition: it encompasses sensors (appro-
priate to the thing and the higher-level layer “application"), sensor
hubs, embedded devices, etc. Information and data collected include
localization data, voice and video (multimedia) and data parameters.

Layer 3 - Fog computing is supported in this layer. Fog networking that
is localized (neighborhood or site-specific) is optimized to the IoT
users’ operating environments that allow them to use specialized
protocols to process their data. It could be wire linked (as in a
factory LAN in a robotic application) or wireless (as in wireless LAN,
such as infrared links “Li-Fi" or it could be optionally included as
well).

Layer 4 - Data aggregation function is supported. Protocol conversion (map-
ping from a low complexity protocol due to the low power of the sen-
sor to more standard networking protocol) or data summarization
(in-network processing [44]) and the edge networking capabilities as
well may be entailed. The data aggregation function is carried by a
gateway device, whereas edge networking identifies the outer tier of
a traditional network, employing renowned networking protocols as
well as representing the access tier of the network.

Layer 5 - Supports data centralization function: this corresponds to the tra-
ditional core networking functions of modern networks. This layer
includes core networks, public/private/hybrid Cloud-oriented con-
nectivity, industry-specific extra-nets, and Internet tunnels. These
networks, comprised of infrastructure, entail wired and wireless links
and carrier-provided connectivity.

Layer 6 - Encompasses data analytics and storage functionalities.
Layer 7 - Encompasses a vast array of applications or domains, also described

as use cases. Here, the list of applications is unlimited in their
scope: they include smart grid, building, cities, intelligent transport,
surveillance, and sensing including crowd-sensing [45].
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This fourth industrial evolution can be best described as a shift in the manufacturing logic
towards an increasingly decentralized, self-regulating approach of value creation, enabled by
concepts and technologies such as Cyber Physics Systems (CPS), IoT, Cloud Computing
or additive manufacturing and smart factories, so as to help organizations meet future pro-
duction requirements. The comprehensive nature of this definition requires organizations to
define what Industry 4.0 means to them.

2.1.3 Topic Modeling

Topic modeling is a statistical technique that can discover topics from a given corpus au-
tomatically, without the need for criteria, like tags, training data and–or predefined tax-
onomies [56, 57]. It uses both word and co-occurrence frequencies in documents to build up
a model of related words and texts [10]. In other description, it is that all text is created
from words contained in jars representing a specific topic. Hence, we can mathematically
discover from which jar a piece of text was assembled. However, the model has no seman-
tic knowledge. By manually examining the keywords in a topic or a jar, we can derive its
meaning.

Topic modeling has shown success while being used in other tasks to automatically analyze
millions of (un)structured documents, including analyzing news articles [58], identifying top-
ics in the source code [59], and extracting topics from bug reports [60]. The Latent Dirichlet
Allocation (LDA) is a topic modeling technique that has been previously used for automated
clustering and text mining of Stack Exchange posts [10, 11, 14], by enabling the quantita-
tive analysis to gain more insights into the characteristics and trends in the given dataset. A
recent work [61] leveraged LDA as a text mining approach to retrieve the trends in some soft-
ware research. The technique represents topics as probability distributions over the words in
the corpus and documents as probability distributions over the discovered topics. It discov-
ers topics based on how the words sets tend to co-occur in the corpus documents frequently.
The words in a discovered topic are semantically related and give meaning to the topics as a
whole. Each and every document of the corpus has a mixture of topics. Topics exist across
multiple documents, making it possible for the LDA models to discover granular themes that
represent the corpus as a whole. Another prior study [62] showed that LDA is biased towards
corpus with a larger size. When an approach feeds the LDA multiple corpora at once, the
new resulting topics are derived from the larger corpus, since larger corpus dominates the
corpora in sheer size.
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2.1.4 Latent Dirichlet Allocation

A topic model views a document to be a probability distribution of topics, although a topic
is a probability distribution of words. In the configured settings, a document is the text
in a post (i.e., body and title), and a topic is a higher-level concept that corresponds to a
distribution of words in the text. For instance, we can have a topic "Injection in SQL" when
the text has a list of words such as "inject", "sql", "statement", "query", "mysql", etc.

In theory, Latent Dirichlet Allocation (LDA) is a generative probabilistic model that assumes
data (i.e., a collection of documents) is generated based on a certain statistical process.
Specifically, LDA contains the following three steps.

• Step 1: A topic distribution vector theta and a term distribution vector phi are
generated by the LDA, based on two Dirichlet distributions [63], respectively.

• Step 2: LDA generates a topic assignment vector z to assign each term in a document
to a certain topic according to the topic distribution vector of the document theta.

• Step 3: Each term in a document with the topic distribution vector phi and the topic
assignment vector z is generated by the LDA.

With the repetition of step 1 K times, K topics are generated. Similarly, with the repetition
of step 2 and step 3 N times, a document having N terms is generated. With the repetition
of steps 1-3 D times, a collection of D documents is generated. Practically, LDA takes a
document-by-term (DxN ) matrix A as an input, and outputs two matrices B and C, i.e.,
document-by-topic (DxK ) matrix and topic-by-term (KxN ) matrix. The document-by-term
matrix A can be a term frequency matrix, where Aij represents the number of times that the
j-th term appears in the i-th document. In the document-by-topic matrix B, Bij represents
the probability of the i-th document that belongs to the j-th topic. In general, a document
is viewed as belonging to the topic with the highest probability. In the topic-by-term matrix
C, Cij represents the probability that the j-th term belongs to the i-th topic. Likewise, we
assign a term to the topic with the highest probability and then we can infer what a topic is
talking about by looking up the terms it contains.

To a good extent, the LDA can be viewed as a clustering algorithm. By assigning a specific
topic for each and every document using document-by-topic matrix, a cluster of documents
can be completed. Specifically, documents assigned to the same topic are grouped altogether.
There are a number of off-the-shelf LDA implementations. In this work context, we use a Java
package named MALLET2, which is an implementation based on collapsed Gibbs sampling.

2http://mallet.cs.umass.edu/topics.php
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2.1.5 Container Orchestrators

Containers are an important building block of application agility. As Cloud applications have
evolved from bare metal to virtualized machines, containers, towards serverless computing,
the efficiency gains have enabled a wide range of new applications. Organizations have used
containers to run long-running services, batch processing at scale, control planes, IoT, and
artificial intelligence workloads.

The concept of microservices has arisen in response to the challenges of building large ap-
plications that must scale so that they can manage massive workloads, be incrementally
upgraded, and remain running on platforms that withstand periodic abnormal behaviors. A
microservice-based application is one in which the core functionality has been decomposed
into many small, nearly stateless units that communicate with each other via messages and–
or events. These atomic units of work are the microservices and they are typically packaged
as containers.

Docker

Is a container technology that allows developers to package their application and its de-
pendencies into a bundle. This bundle is, sometimes, also referred to as a container. This
container is largely self-sufficient and can be deployed on different platforms. Essentially, the
bundle should run in a similar manner wherever it is deployed. This alleviates many prob-
lems around implementing new software into production. Often, it could be noticed that
developers complain that what has worked fine in development or staging environment, has
not worked in production. Many times, the reason for such issues is missing dependencies.
Hence, Docker aims at solving such issue.

Kubernetes

Is an open-source platform designed to automate deploying, scaling, and operating applica-
tion containers. It uses Docker images as a basis to deploy applications into the containers.
With Kubernetes, the containers are easily scaled up, destroyed and remade. In comparison
with normal virtual machines, they are deployed faster, more efficiently and reliably. Docker
creates the image, which is used in Kubernetes. In the world of growing virtualization and
the IoT, applications and services need to be deployed as quick and efficient as possible. This
is where Kubernetes comes in.
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OpenShift

Provides the best experience for developers who are developing, deploying, and running
applications. It is a layer on top of Docker and Kubernetes that makes it accessible and
easy for the developers to create applications and a platform that is a dream for operators
to deploy containers on for both development and production workloads.

2.1.6 Other Orchestration Paradigms

Although this thesis focuses on the above-mentioned container technologies, we want to
discuss other types, such as traditional hypervisors and emerging uni-kernels as well to get
familiar with the different environments that could be used to manage all the resources for
different IoT systems.

Traditional hypervisors: is the part of the private Cloud that has the capability to manage
the virtual machines, i.e., it is the part (program) that enable multiple operating systems to
share the same hardware. Each operating system could use all the hardware capabilities, e.g.,
processor, memory, etc. if no other operating system is on. That is the maximum hardware
available to one operating system in the Cloud. Nevertheless, the hypervisor is what controls
and allocates portions of hardware resources that each operating system should get so that
every one of them gets what they need and not to disrupt each other while in operation.
There are two types of hypervisors, see figure 2.23:

• Type 1 hypervisor: hypervisors run directly on the system hardware – A “bare metal”
embedded hypervisor, such as VMware ESX/ESXi and Oracle VM,

• Type 2 hypervisor: hypervisors run on a host operating system that provides virtual-
ization services, such as I/O device support and memory management, e.g., VMware
Server, KVM, and Oracle VM VirtualBox.

Uni-kernels, on the other hand, merge the application with the operating system kernel.
Language runtimes, e.g., Python, Node, could be merged with the kernel to have something
akin to a container environment to handle application deployments. However, the tooling
that is needed to carry on such a task is not there yet. Currently, uni-kernels can add value
in creating these small, fast and ultra-scalable services that operate further down the stack
compared to a container. So services like load-balancing, firewalling, etc., are considered to
be good candidates; a uni-kernel firewall could be deployed with a small-sized memory and
outperforming Linux by a noticeable margin.

3Image Source: www.ibm.com
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Figure 2.2 How type 1 and type 2 hypervisors differ.

2.1.7 Eclipse Hono

Hono provides a platform for scalable messaging in the IoT industry. It introduces a middle-
ware layer between the back-end “micro” services and the devices that are registered within
the ecosystem. Thus, communication and networking with back-end services happen via the
Advanced Message Queuing Protocol (AMQP). If the participating devices speak this protocol,
then they can connect directly to the middleware in a very transparent way. Otherwise,
Hono, the framework, provides the so-called “protocol adapters" that help to translate the
messages from the device’s protocol to the AMQP. Hence, Hono’s core services are decoupled
from the protocols that specific applications are using. Through the AMQP 1.0 endpoints, the
framework provides APIs that depicts two common communications scenarios for devices in
the IoT system: (i) Telemetry and Event, (ii) Command & Control, and Registration.

Via Hono’s Telemetry and Event Application Programming Interface (API), data flows down-
stream from devices to the back-end, and to a consumer such as Business Application or
Device Management component that usually consists of a small set of discrete values, e.g.,
sensor readings or status property values. Messages are “one-way” directed where devices
send such kind of data and usually do not expect a reply from the back-end. Whereas, Hono’s
Command & Control API allows the sending of commands “requests messages” to devices
and expect a reply reception by the back-end component to such commands from devices
asynchronously in a reliable way; messages flowing upstream from back-end components like
Business Application often represent invocations of services provided by connected devices,
e.g., instructions to download and–or apply a firmware update, setting configuration param-
eters or querying the current reading sensor. Finally, Hono provides APIs for provisioning
and managing both the identities and credentials of connected devices.
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The platform has different building blocks: 1.) the protocol adapters that are required to
connect smart devices that do not have the ability to speak the AMQP natively. Hono comes
with two protocol adapters: HTTP-based Representational State Transfer (REST) messages
and Message Queuing Telemetry Transport (MQTT). 2) A dispatch router that handles the
proper routing of the AMQP messages, between producing and consuming endpoints, within
Hono itself. Such router is based on the Apache Qpid project and is designed with scalability
in mind so that it can possibly handle connections from millions of devices. As such, it does
not take any ownership of the messages being flowing, but rather, passes AMQP packets between
different endpoints. This allows a horizontal scaling to achieve reliability and responsiveness.
3) The event and commands messages, that are in a need for a delivery guarantee, can be
transmitted and routed through a broker queue; the broker (based on Apache ActiveMQ
project) dispatches the messages that need delivery assurance. Typically, such messages
originate from the Command & Control API. While devices are being connected to the Hono
server components, back-end services are connected via subscribing to certain topics at the
Qpid server [64].

To enforce the security of the routed messages, Hono possesses a device registry that is re-
sponsible for the registration, activation of devices, provisioning of credentials and an Auth
Server to handle the authentication and authorization of the devices. By using an InfluxDB
and a Grafana dashboard “Cloud front-end visualization tool”, the platform comes also with
some monitoring infrastructure to visualize data via a variety of charts and diagrams con-
figured by the users, i.e., in form of time, series, histogram, bar/line charts, stacks, and
further customization possibilities. Due to the modular nature of its design, other AMQP
1.0-compatible message brokers than the Apache ActiveMQ Artemis can be used.

2.1.8 Scaling out of Eclipse Hono: EnMasse

EnMasse is an open-sourced “messaging as a service” platform that helps simplify the de-
ployment of a messaging infrastructure on-premise and–or in the Cloud. It provides the
scalability and elasticity needed to support the messaging requirements for various IoT use
cases. Furthermore, it supports common messaging patterns, that includes (request/reply,
competing consumers and publish/subscribe) in addition to the two main protocols: AMQP
1.0 and MQTT. Nevertheless, HTTP support is coming along the road map of the services to be
included.

Moreover, this framework provides the possibility of multi-tenancy, in other words, the same
infrastructure can be used and shared between various tenants, but are also isolated from
each other for security purposes. It enforces security with respect to securing connections
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using Transport Layer Security (TLS) as well as authenticating clients using “Keycloak” as
the Identity Management System (IMS). EnMasse is completely containerized and runs on
key container orchestration setups such as Kubernetes and OpenShift. This aspect makes it
appealing to be used with Eclipse Hono. It is considered to be an excellent complement to
Hono’s microservices architecture and deployment models. It offers all the features needed
to be its messaging infrastructure.

2.1.9 Eclipse Che

Eclipse Che is an open-source Java-based developer work-space server and Cloud Integrated
Development Environment (IDE), that provides a remote development platform for multi-
users purposes. Typically, it can be either utilized by its own IDE browser or directly by
connecting to the respective work-spaces that are realized as customized Docker containers
that bring their complete run-time environment, e.g., an Ubuntu-based installation with Java,
Maven and–or a C/C++ toolchain. Different than typical IDEs, the concept of having work-
spaces alongside with run-time stacks allows skipping the setup times for end-developers by
sharing the proper configurations, e.g., with preloaded example projects and tutorials. In
Hono, Eclipse Che has proven to be of a valuable asset for designing and developing various
applications and projects, such as IoT workload simulators for different requests targeted
towards the Hono platform.

2.1.10 Serverful Computing

Serverful application is a software application that is composed of modules that are not in-
dependent of the application to which they belong. Since the modules depend on shared
resources, they are not independently executable. This makes it difficult to naturally dis-
tribute without the use of specific frameworks or ad-hoc solutions [65, 66]. In other words,
the complete distributed application has to be deployed all at once in the case of updates or
new service releases. This kind leads to situations where complete applications are simply
packaged as on a large virtual machine image. However, depending on the application size,
this would involve down-times of the application for end-users and limits the capability to
scale the application in the case of increasing or decreasing workloads.

2.1.11 Serverless Computing

A typical usage scenario on a serverless platform consists in writing a Cloud function in
a high-level programming language, specifying event(s) that should trigger the running of
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the function, e.g., pulling information about the platform being used (i.e., the configuration
specs), or loading an image into cloud storage. The serverless system handles everything
else from instance selection, scaling, deployment – to fault tolerance, monitoring, logging,
security patches, etc. The so-called serverless architecture replaces server administration
and operation mainly by using Function-as-a-Service (FaaS) concepts [67] and integrating
third-party backend services. FaaS platforms apply time-sharing principles and increase
the utilization factor of computing infrastructures in order to avoid expensive always-on
components. There are three noticeable distinctions of serverless computing, that can be
summarized as follows:

a. Decoupled computation and storage. The computation and storage scale separately.
They are provisioned and priced independently. Generally, the computation is stateless
and the storage is provided by a separate Cloud service.

b. Executing code without managing resources allocation. Instead of requesting resources,
the user just provides a piece of code and the Cloud provisions the resources automat-
ically to execute that code. And,

c. Paying in proportion to resources used instead of for resources allocated. Billing is
always associated with the execution, using indicators such as execution time, rather
than indicators such as the number and size of the VMs allocated (as it is the case in
serverfull computing).

2.2 Literature Review

In the following sections, we survey the most relevant research work related to this disserta-
tion, which includes Internet of Things (IoT) and Industrial Internet of Things (IIoT) related
discussions on Stack Exchange communities, issues pertaining the fragmentation, interoper-
ability, security in IoT frameworks, Industrial applications’ deployment in the IoT systems,
and their performance implications.

2.3 Internet of Things Related Discussions

IoT-related discussions have increasingly become prevalent in various question and answer
(Q&A) websites. Such Q&A websites moderate thousands of posts each month from IoT
practitioners, including developers, with a variety of backgrounds. The ability to analyze
and understand such knowledge repositories could provide major insights into the topics of
interest of IoT practitioners.
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Prior works have conducted a wide range of empirical studies on the knowledge in different do-
mains, including programming [8–14]. Such prior studies provided insights into taxonomies,
categories, topics, and trends in various programming Q&A websites, and have uncovered
different challenges and concepts thanks to the shared knowledge on these websites.

Most of the previously studied topics and–or technologies via Stack Exchange communities
often have long existence before Stack Exchange emerged as a reliable platform for practi-
tioner communication and knowledge sharing. In contrary to those technologies, IoT-related
technologies are nascent, thus, we have a promising opportunity for the first time to study
how a development community grows its knowledge in fast-paced domains.

2.3.1 Studies on Stack Exchange Communities

An extensive literature used Stack Exchange to facilitate software engineering tasks. Bajaj
et al. [13] studied the common challenges and misconceptions amongst Web developers. Al-
lamanis et al. [8] applied topic modeling on Stack Overflow questions and associated them
with programming concepts and identifiers. Li et al. [68] carried out an empirical study
with a number of developers, 24, to determine the needs and challenges of developers when
performing development tasks. In another work, Nasehi et al. [69] investigated what makes
an effective code example via qualitative analysis of Stack Overflow posts. Wang and God-
frey [70] analyzed Android and iOS developer questions on Stack Overflow with the aim to
detect API usage obstacles. Furthermore, Azad et al. [9] created rules to be able to predict
API calls usage by grouping API calls that are contained in positively voted answer posts on
the Stack Overflow platform.

There are other studies that focus on the investigation of the characteristics of Stack Ex-
change discussions. Treude et al. [12] categorized the questions on Stack Overflow. Barua et
al. [10] performed analyses on the textual contents and analyzed both the topics and trends on
Stack Overflow. Another work conducted by Rosen and Shihab [11] studied mobile-related
questions on Stack Overflow, whereas Yang et al. [14] studied security-related questions.
Asaduzzaman et al. [71] analyzed unanswered questions on Stack Overflow and used a ma-
chine learning classifier to predict such questions. Other studies proposed the usage of Latent
Dirichlet Allocation (LDA)-topic modeling technique to study Stack Exchange discussions,
e.g., [10, 11].

There are some recent empirical studies on Stack Overflow [10, 11, 72–74]. Barua et al. con-
ducted an empirical study on all the posts on Stack Overflow [10]. They used LDA to analyze
the topics and trends of what developers talk about. Rosen and Shihab narrowed down the
research scale by specifically studying mobile-related questions on Stack Overflow [11]. They



26

also applied LDA to the dataset to investigate the topics mobile developers are interested
in. Linares-Vásquez et al. performed an exploratory analysis of mobile development issues
using Stack Overflow [73]. They employed topic model to extract the main discussion topics
from more than 400K mobile-development related questions. Beyer and Pinzger manually
analyzed 450 Android-related posts on Stack Overflow and found that most common question
types are "How" and "What" [72]. They also found the dependencies between question types
and problem categories. Nadi et al. performed an empirical investigation into the obstacles
Java developers face with cryptography API, through triangulating data including top 100
Java cryptography related questions on Stack Overflow [74]. They identified nine main top-
ics related to cryptography and the results suggest that developers do face difficulties using
cryptography.

There are many other studies which leverage data on Stack Overflow [13,68,75–83]. Nie et al.
suggested a technique that leverages crowd knowledge from Stack Overflow to find the exact
tutorial fragments explaining APIs [77]. Jiang et al. proposed a more accurate model, which
also leverages crowd knowledge from Stack Overflow, to find exact tutorial fragments explain-
ing APIs [78]. Xia et al. suggested a tool called TagCombine that automatically recommends
tags for questions and answer sites, such as Stack Overflow [75]. They found TagCombine
has better performance than the state-of-the-art technqiue TagRec. In later work, Wang et
al. suggesed another tag recommendation tool named EnTagRec that leverages historical tag
assignments [81]. They found EnTagRec imporves the performance of TagCombine further.
Bajaj et al. conducted a study on web development related posts on Stack Overflow [13].
They concluded several points about common challenges and misconceptions among web de-
velopers. Our work is related to, but different from the above-mentioned studies. In this
thesis context, we perform an empirical study on IoT-related posts on Stack Overflow and
IIoT-related discussions on Stack Exchange, respectively.

LDA in Software Engineering

Latent Dirichlet Allocation (LDA) infers latent topics to describe text documents. In the
LDA model, each document contains a mixture of topics. Topics are allowed to exist across
multiple documents, making it possible for the LDA model to discover themes and ideas that
represents the corpus as a whole. The number of topics that are found by the model is decided
by the user. The larger the number of topics, the more detailed these topics become [84].

LDA has been used to analyze software engineering data. Hindle et al. [85] applied LDA
to commit log messages in a version control system to determine topics being worked on by
developers at any given time and examining development trends. Neuhaus et al. [86] applied
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LDA on a vulnerability database to find the trends in particular security vulnerabilities over
time. Garcia et al. [87] suggested a hierarchical clustering algorithm that uses the func-
tionality of LDA to extract concerns from source code identifiers and comments. Advanced
information retrieval methods show rather low performance once applied on source code,
using parameters and configurations that were applicable and tested on natural language
corpora [88]. Barua et al. [10] used LDA to discover main discussion topics on Stack Over-
flow posts and analyzed the trends over time. Nguyen et al. suggested approaches based
on LDA for bug localization [89] and detection of duplicate bug report(s) [90]. Moreover,
Rosen and Shihab [11] employed LDA-based topic models to summarize mobile-related ques-
tions on Stack Overflow. Yang et al. [14] used LDA-Genetic Algorithms (GA) to cluster
security-related questions on Stack Overflow and investigated the popularity and difficulty
of the discovered topics.

2.3.2 Studies Leveraging Topic Modeling

Panichella et al. introduced an approach named LDA-GA to address software engineering
tasks properly [88]. They used Genetic Algorithms (GA) to search for a good configuration
for LDA, which leads to better performance on various software engineering tasks and topics.
There are also a number of software engineering conducted studies that have leveraged topic
modeling [89–91] to acquire and achieve their functionality. For instance, Nguyen et al.
suggested an automated approached named BugScout to help developers reduce buggy code
locating efforts by narrowing down the search space of buggy files [89]. They were able to
develop a specialized topic modeling to correlate bug reports and the corresponding buggy
files through their shared topics. In a later study, Nguyen et al. introduced a novel approach
called DBTM, that again leverages topic model to detect duplicate bug reports [90]. Their
approach, that merges both information retrieval and topic modeling techniques, has taken
the advantages of both IR-based features and topic-based features. Lukins et al. presented
a static LDA-based technique for automatic bug localization [91]. Their study shows that
the performance of the LDA-based technique is affected neither by the size of the software
system nor by the stability of the source code base.

2.4 Interoperability & Fragmentation in Internet of Things Systems

Most popular technologies in IoT, e.g., sensor network technologies, have been the subject
of multiple studies. Contributions in regards to IoT protocols standardization have been
summarized by Sheng et al. [92]. However, this previous work only focuses on some specific
technologies (e.g., the IEEE 802.15.4 standard as well as the details of 6LowPAN work) and
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does not investigate interoperability issues.

The essential features and the key capabilities of wireless protocol stack for IoT, such as
addressing vital requirements in reliability, efficiency, and connectivity to the Internet, are
surveyed by Palattella et al. [93]. This work presents some key technologies for the IoT in the
wireless domain, focusing on the IEEE 802.15.4 protocol stack and its pertaining features in
support of reliability, efficiency and Internet connectivity. However, other key technologies
of IoT, e.g., capabilities of each layer, etc., are not covered. Hence, more investigations are
needed to broaden our understanding of IoT challenges. Another work by Gubbi et al. [7]
examines potential applications of IoT, technological drivers, challenges, and future research
directions, but overlooked key aspects, such as standardization and–or interoperability.

Al et al. [54] examine the technological pillars of IoT, primarily from the perspective of:
(a) the technologies employed in wireless communications among a group of IoT nodes, and
(b) the interoperable data exchange between the IoT and Internet nodes. Yet, the need for
stronger horizontal integration at the IoT above layers is identified, but the contributions of
relevant standards addressing the interoperability between nodes are not discussed.

2.5 Security in Internet of Things Systems

There has been a number of research efforts in recent years to cope with and address security
threats within the IoT paradigm. Some of the approaches target security issues at a specific
layer, whereas, other approaches aim to provide end-to-end security for IoT. A recent study
by [20] categorizes security threats in terms of architecture, data, communication, and ap-
plication. Such suggested taxonomy for security in the IoT is different from the conventional
layered architecture. The threats on IoT are then discussed for hardware, network, and appli-
cation components. Similarly, another survey by [94] discusses and analyses security threats
for the protocols defined for the IoT.

The security analyses presented in [95–97] discuss and compare various key management
systems and cryptographic algorithms. In addition, similarly, the authors in [98, 98, 99]
perform a comparative evaluation of intrusion detection systems. An analytical study of
security issues for Fog Computing is presented in [100, 101]. A survey conducted by Sicari
et al. [102] discusses research works that provided security, confidentiality, integrity, privacy
and access control solutions for IoT and middleware architectures. The authors discuss
authentication, trust management, privacy issues, data, and network security as well as
intrusion detection systems. For Edge Computing based frameworks including mobile Edge
computing, mobile Cloud computing, and Fog computing, the identity and authentication,
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access control, trust management, fault tolerance, network security and implementation of
forensics are surveyed in [103].

A survey of privacy-preserving mechanisms for IoT is proposed in [104]. The authors de-
scribe the secure multi-party computations to be enforced for preserving the privacy of IoT
users. Credit checking mechanisms and attribute-based access control are suggested for pre-
serving privacy in IoT. Zhou et al. [105] discuss various security threats and their possible
countermeasures for Cloud-based IoT mobile technologies. The authors describe identity and
location privacy, node comprising, layer adding or removing, and key management threats
for the IoT using Cloud. Another survey [106] discusses major IoT security threats in terms
of authentication and authorization, privacy, unique identification of objects, the need for
lightweight cryptographic procedures, software vulnerabilities, and malware. The Open Web
Application Security Project (OWASP) [107] describes the top 10 vulnerabilities for the IoT
architecture. Those vulnerabilities include insecure interfaces of entities of the IoT archi-
tecture, physical security, inappropriate security configuration, and insecure software and
firmware.

However, to the best of our knowledge, not all aspects of IoT security were addressed in the
above-mentioned research efforts. For example, [97] provides a review of network security
and identity management, but fails to cover privacy, trust, and resilience. Kozlov et al. [108]
addresses both privacy and trust, but not network security, identity management, nor re-
silience. The conducted study in [109] does not tackle the conventional security aspects as it
only considers and focuses on identity management. In this thesis context, we attempt to fill
these gaps found in the literature by systematically reviewing security and privacy issues that
affect all layers of the IoT architecture. We identify and classify the security requirements of
IoT systems and highlight open challenges associated with enforcing their security.

2.6 Industry 4.0 and Its Current State

2.6.1 Industry 4.0 emergence

The industrial sector plays an important role in Europe, serving as a key driver of its eco-
nomic growth, e.g., job creation, and accounting for 75% of all exports and 80% of all
innovations [110]. However, the European manufacturing landscape is twofold. While East-
ern Europe alongside Germany shows a constantly growing industrial sector, a number of
Western European countries, such as the United Kingdom and–or France have experienced
shrinking market shares in the last two decades. While Europe has lost about 10% of its
industry share over the past 20 years, many emerging countries managed to double their
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share, accounting for 40% of global manufacturing. A few years ago, Germany started to
think about some initiatives to maintain and even foster its role as a "forerunner" in the
industrial sector. Eventually, the term Industry 4.0 was publicly announced at the Hanover
Trade Fair in 2011, presented as part of Germany’s high tech strategy so as to prepare and
strengthen the industrial sector with regard to future production requirements [111].

While the IoT is assumed to take on a leading role in the Industry 4.0 paradigm, Hermannet
et at. [112] [113] found that the Internet of Services (IoS) will find its way into factories, too.
Cyber-Physical Systems (CPS), which are able to interact with their environment through
sensors and actuators, constitute another element of the Industry 4.0, since they are expected
to enable factories to control and organize themselves autonomously in a real-time as well as
decentralized fashion [114].
With their capabilities, such factories are often referred to as "smart factories". Given all these
concepts, the difficulty of finding a unique and concise definition for Industry 4.0 becomes
apparent, and it is surprising that consensus among researchers and practitioners diverge.
Furthermore, it is still uncertain how Industry 4.0 will manifest itself in practice and how
much time that will take. Regarding a more precise understanding of the topic, we now try
to clarify the core components of the Industry 4.0 paradigm.

2.6.2 Industry 4.0 key components

Hermann et al. [112] [113] identified four Industry 4.0 key components based on a surveying
academic and business publications, using different a number of databases so that they en-
sure objectivity. These key components are now briefly described.

Cyber-Physical Systems (CPS): Industry 4.0 is characterized by an unprecedented con-
nection through the internet or other distributed ledgers and so-called CPS, which can be
viewed as systems that bring the physical and virtual world altogether []. More precisely,
"cyber-physical systems are the integration of computation with physical processes. Em-
bedded computers and networks monitor and control the physical processes, usually with
feedback loops where physical processes affect computations and vice-versa", [115].
In the manufacturing context, this means that information related to physical and virtual
computational spaces are highly synchronized [116]. This allows for a whole new degree of
control, surveillance, transparency and efficiency in the production process phase. In regards
to their structure, CPS have "two parallel network control, namely a physical network of in-
terconnected components of the infrastructure and a cyber network comprised of intelligent
controllers and communication links among them" [117]. CPS realize the integration of such
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networks via the use of multiple sensors, actuators, control processing units and communi-
cation devices.

Internet of Services (IoS): Sometimes, it is said that we are living in a so-called "service
society" nowadays [118]. With respect to that, there are strong indications that, similar to
the IoT, Internet of Service (IoS) is emerging based on the idea that services are made easily
available via web technologies, allowing enterprises and private users to combine, create and
offer new kinds of value-added services [119]. It can be assumed that internet-based services’
market-places will hold an essential part in some future industries. On the other hand, from
a technological perspective, concepts such as service-oriented architecture (SOA), Software-
as-a-Service (SaaS) or Business Process Outsourcing (BPO) are closely related to the IoS
context. Barros and Oberle [120] suggest a wider definition of the term service, namely "a
commercial transaction where one party grants temporary access to the resources of another
party to perform a prescribed function and a related benefit. Resources may be human work-
force and skills, technical systems, information, consumables, land, and others".

Smart Factory: Up until now, the IoT and IoS were introduced as core components for the
Industry 4.0 paradigm. It is noted that these "concepts" are closely linked to each other, since
CPS communicate over the IoT and IoS, hence, enabling the so-called "Smart Factory" which
is built on the idea of a decentralized production systems in which "human beings, machines,
and resources communicate with each other as naturally as in social network", [121]. The
close linkage and communication between products, machinery, transport systems, and hu-
mans are expected to change the existing production logic. Therefore, smart factories can be
considered another key feature of Industry 4.0. In the smart factory paradigm, products find
their way independently via production processes and are easily identifiable and locatable
at any time, pursuing the idea of cost-efficient, yet highly flexible and individualized mass
production. Authors in [121] note that smart factories "will make the increasing complexity
of manufacturing processes manageable for the people who work there and will ensure that
production can be simultaneously attractive, sustainable in an urban environment and prof-
itable". Therefore, the potentials that might be associated with smart factories are expected
to be huge.

It is important to understand that not only production processes but also the roles of em-
ployees are expected to change in a noticeable way. Spath et al. [122] expect that employees
to act as decision-makers and–or take on supervising tasks instead of driving forklifts, for
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an instant. In the same context, some critics have recently pointed out that the automated
and self-regulating nature of the smart factory might cause severe job description. However,
hardly any reliable study supports that fear.

Alongside these key components, there is an increasing set of further Industry 4.0 technolo-
gies in a broader sense, such as wearable (in form of smart glasses, watches, or gloves),
augmented reality applications, autonomous vehicles – including drones – distributed ledger
systems, e.g., blockchain, or even big data analytics.

As a preliminary summary, we can define Industry 4.0 as follows:

• The value of networks are controlled decentralized while system elements, such as manu-
facturing facilities or transport vehicles, are making autonomous decisions (autonomous
and decentralized decision making).

• Products and services are flexibly connected through out the internet or other network
applications like the blockchain (consistent connectivity and computerization).

• The digital connectivity enables an automated and self-optimized production of goods
and services including the delivering without human interventions (self-adapting pro-
duction systems based on transparency and predictive power).

2.7 Internet of Things in Industrial Applications

IoT in industrial applications are still in its early stage [6, 40, 123]. However, the use of IoT
is rapidly evolving and growing. A few applications are being developed and–or deployed
in various industries including environmental monitoring, healthcare service, inventory and
production management, food supply chain (FSC), transportation, workplace and home sup-
port, security and surveillance, etc. Atzori et al. [6] and Miorandi et al. [40] provide a general
introduction to IoT in industrial applications in various domains. The design of industrial
IoT applications needs to consider multiple goals. Depending on the intended industrial ap-
plication, designers may have to make a trade-off among such goals to achieve a balance of
cost and benefits [124]. Below are some IoT application in industries [16]:

1. Using IoT in the healthcare service industry [125]. IoT provides new opportunities to
help improve healthcare [126]. Powered by IoT’s ubiquitous identification, sending, and
communication capabilities, all objects in the healthcare systems (people, equipment,
medicine, etc.) can be tracked and monitored regularly [127]. Enabled by its global
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connectivity, all the healthcare-related information (e.g., logistics, diagnostic, therapy,
recovery, medication, management, finance) can be collected, managed, and shared in
an efficient way. For example, a patient’s heart rate can be collected by sensors from
time to time and then sent to the doctor’s office.

2. Using IoT in firefighting. IoT has been used in the firefighting safety field to help de-
tect potential fire and provide early warning for possible fire disasters. Radio Frequency
Identification (RFID) tags and–or bar codes are being attached to firefighting products
to develop firefighting product information databases and management systems. Lever-
aging RFID tags, mobile RFID readers, intelligent video cameras, sensor networks, and
wireless communication networks, the firefighting organizations could perform auto-
matic diagnosis to realize real-time environment monitoring, early fire warning and
emergency rescue as needed. Recently, Ji et al. [128] illustrate an infrastructure of
IoT applications used for emergency management. Their IoT application infrastruc-
ture contains sensing, transmission, supporting, platform, and application layers. Their
IoT infrastructure has been designed to integrate both local-based and sector-specific
emergency systems. In general, establishing standards for implementing Fire IoT is a
challenge now.

3. Using IoT for safer mining production. Mine safety is considered as a big concern
for many countries due to the harsh working condition in the underground mines. To
prevent and–or reduce accidents in the mining fields, there is a need to use IoT tech-
nologies to sense mine disaster signals to make early warning, disaster forecasting, and
safety improvement of underground production possible [129]. By using RFID, WiFi,
and other wireless communications technology and devices to enable effective commu-
nication between surface and underground, mining companies can track the location of
underground miners and analyze safety data collected from sensors to enhance safety
measures. A challenge is that wireless devices need power and could potentially det-
onate gas in the mine. Further research is needed regarding safety characteriestics of
IoT devices used in the mining production.

2.8 Serverless Deployments of Internet of Things Applications

Performance is a key quality attribute of IoT systems [130]. Failing to meet performance
requirements often results in reputational and monetary consequences. To mitigate this,
practitioners – including developers – routinely conduct performance evaluations [130] with
different workloads, e.g., mimicking users’ behavior in the field, on software systems [131], and
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monitoring relevant performance metrics. These metrics are used to gauge the performance
of the systems and identify potential performance issues, such as memory leaks [132], memory
allocated consumption and network throughput bottlenecks [133].

Moreover, practitioners using new systems need guidance on how to build such platforms and–
or deploy their applications efficiently on top of them. They need to have the know-how to
pick up the right configurations and frameworks since the participating devices are resources
constrained; devices are not optimal in terms of resources utilization, i.e., CPU, memory,
network, etc., and their misuse is likely to significantly degrade the Quality of Service (QoS) as
well as User Experiences (UEs). Prior research has suggested a slew of techniques to analyze
performance testing results, i.e., performance metrics. Those techniques, typically, examine
the following aspects metrics: (a) single performance metric levels and (b) performance
metrics relationships.

Analysis of performance metrics levels Malik et al. [134, 135] suggest approaches that
cluster performance metrics using Principal Component Analysis (PCA) where each compo-
nent generated is mapped to its performance metrics by a weight value. Such value mea-
sures how far a metric can contribute to the component. For every performance metric, a
comparison is conducted on each component’s weight value, in order to detect performance
regressions.

Nguyen et al. [136] introduced the concept control charts [137] to detect performance re-
gressions. These control charts use a predefined threshold to detect performance anomalies.
However, such charts assume that the output follows a uni-model distribution, which may
be considered to be an inappropriate assumption for performance. Authors in [136] sug-
gested an approach to normalize performance metrics between heterogeneous environments
and workloads to build robust control charts.

Heger et al. [138] presented an approach that uses software development history and unit tests
to diagnose the root causes of the performance regressions phenomena. As the first step in
their approach, they leveraged Analysis of Variance (ANOVA) to compare system’s response
time to detect performance regressions. Similarly, Jiang et al. [139] were able to extract
response times from systems logs. Instead of conducting statistical tests, they visualized the
trend of the response time during the performance tests to be able to identify performance
issues.

Relationship between performance metrics Malik et al. [133] leveraged Spearman’s
rank correlation to capture the relationship between performance metrics. The correlations
deviance is measured so that subsystems are pinpointed for maintenance. Furthermore, Foo
et al. [140] suggested an approach that leverages association rules to address the limitations of
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manually detecting performance regression in large scale software systems. Association rules
capture the historical relationships among performance metrics and generate rules based on
the results of the prior performance tests. Deviations in the association rules are considered to
be signs of performance regressions. Moreover, Jiang et al. [141] used the normalized mutual
information as a similarity measure to clusters’ correlated performance metrics. Since metrics
could be highly correlated in one cluster, hence, the uncertainty among metrics tend to be
low. In addition, the authors leveraged the information theory entropy, a logarithmic measure
of the rate of transfer of information of a particular message, to monitor the uncertainty of
each cluster. A noticeable, i.e., significant, change in the entropy is considered to be a sign
of performance degradation.

Analysis of virtual machines overhead Kraft et al. [142] discuss issues pertaining to disk
I/O in a virtual environment; they examine disk request–response time performance degrada-
tion using a trace-driven approach. Through their analysis, they could identify latency issues
in virtual machine I/O requests. Another work conducted by Huber et al. [143] presents
a study on Cloud-like environments. They compared the performance of different virtual
environments and identified performance degradation. They further categorize the factors
that influence the overhead and use regression-based models to evaluate them, however, their
modeling was only considering CPU and memory.

Serverless Predictable Performance

Although Cloud functions have a much lower startup latency than traditional VM-based
instances, the delays that are incurred when starting new instances can be high for some
applications. There are three criteria impacting this cold start latency: (1) the time it takes
to start a cloud function; (2) the time it takes to initialize the software environment of the
formed function, e.g., load node-information libraries, including underlying platform, CPU
counts and Uptime; and (3) application-specific initialization in the code. The latter two can
seem small or insignificant in comparison to the former. While it can take less than one second
to start a Cloud function, it also might take tens of seconds to load all application and–or
function libraries. Another obstacle to serverless predictable performance is the variability
in the hardware resources that results from giving the container providers flexibility to pick
up the underlying structure and–or architecture.

Many serverless application developers conducted a number of experiments to measure cold-
start latency, function instance lifetime, the maximum idle time before shutdown, and CPU
usage in Amazon Web Services (AWS) Lambda [144–150]. These experiments were ad-hoc
and the results may be misleading because they did not control for the contention caused by
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other instances. On the other hand, a few research papers report about measured performance
in AWS. Authors in [151], measured the requested latency of AWS Lambda and found it had
higher latency than AWS Elastic BeanStalk (a Platform-as-Service system). McGrath et
al. [152] conducted preliminary measurements on four serverless platforms and found that
AWS achieved better scalability, cold-start latency, and throughput than Google and Azure.
Recently, Lloyed et al. [153] investigated the factors that affect application performance in
AWS and Azure. They developed a heuristic function to identify the VM as a function that
runs on AWS based on the VM uptime in /proc/stat. In this thesis context, we perform
performance analysis in applications deployment setups, such as Kubernetes, OpenShift, and
Docker Swarm, and inspect their resource utilization when having Eclipse IoT-Hono, serverful
and serverless application(s) on top of each.

2.9 Chapter Summary

In this chapter, we stated some background information and state-of-the-art on IoT, including
various architectures and platforms, container technologies and serverless computing. Fur-
thermore, we investigated literature on different aspects, such as IoT-related discussions on
Stack Exchange forums and communities, challenges pertaining interconnection in modern
IoT systems as well as the potential security issues related to them and their countermea-
sures. Moreover, we reviewed a number of works in different IoT applications in the industry,
including serverful, their related performance metrics and predictable performance. Finally,
we introduced Industry 4.0 and brought on our own definition for it since there is no real
consensus on what it means in the meantime.
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CHAPTER 3 UNDERSTANDING DIFFERENT IOT AND INDUSTRIAL
ISSUES1

3.1 Chapter Overview

In this chapter, we perform an empirical study to investigate the challenges facing both IoT
and industrial practitioners and establish approaches for analyzing questions being asked
on Q&A forums, such as Stack Overflow and Stack Exchange. IoT-related discussions have
become increasingly prevalent such communities, analyzing and understanding those discus-
sions could provide insights about the topics of interest to practitioners, including developers,
and help the software development and research communities better understand the needs
and challenges facing them as they tackle this domain.

3.2 Context

Nowadays, we are witnessing a proliferation of developers’ and industrial online communities.
Q&A forums like Stack Overflow2 and Stack Exchange3 have become prime communication
channels for both developers and industrial individuals. They turn to these platforms to share
their experiences with different technologies; asking questions about different technical issues
experienced during their development activities and sharing their knowledge by answering
to the questions of their peers. Through these series of questions and answers, knowledge
is created, shared, and curated. Analysing the knowledge contained in these platforms can
help understand the challenges and issues faced by practitioners working with different tech-
nologies, including IoT and Industry 4.0. Therefore, in this chapter, we mine information
contained in such platforms and extract topics related to IoT and Industry 4.0 technologies.
We list the main topics pertaining IoT and Industry 4.0, and investigate both their pop-
ularity and level of difficulty. Based on the results of our study, we provide a number of
recommendations for researchers, educators and practitioners.

1Part of the content of this chapter "What Do Practitioners Discuss about IoT? Characterization and
Identification of IoT Categories in Stack Overflow Discussions", Mohab Aly, Foutse Khomh, and Soumaya
Yacout, is under revision for submission to Elsevier Special Issue on Machine Learning for Security, Privacy
and Trust in IoT.

2http://www.stackoverflow.com/
3http://www.stackexchange.com/
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Figure 3.1 IoT-related post on Stack Overflow

3.2.1 Research Problem and Contribution

Stack Overflow and Stack Exchange are two of the most popular software information sites
where practitioners ask and answer technical questions about different kinds of developments,
maintenance, and industrial issues. It contains millions of posts which cover a wide range
of topics including IoT-related, industrial-related, programming-related, mobile–hardware,
and security-related topics. We employ topic modeling techniques to investigate IoT and
industrial related questions and determine what popular issues are the most difficult, explore
IoT and industry specific issues, and investigate the types of questions that practitioners
ask about. Our goal is to identify challenges facing practitioners, including developers and
industrial individuals, that require more attention from the research & development, and
industrial communities.

3.2.2 IoT-Related Posts

Stack Overflow, i.e., the largest and most trusted online community for developers, consists
of millions of posts that cover a wide range of topics, such as mobile-related, programming-
related, and IoT-related topics. Due to the importance of IoT nowadays, there is a significant
proportion of IoT-related posts.

Figure 3.1 depicts a related IoT question on Stack Overflow. The title of the post is "AWS IoT
MQTT over WebSocket Protocol", the tags associated with the post are "stack", "amazon-
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Figure 3.2 IoT-related post whose tags do not contain "iot"
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Figure 3.3 Industry-4.0 related post whose tags contain "industry-4.0"

web-services", "websocket", "mqtt", "iot", and "aws-iot". Between the title and the tags,
the body of the posts exists, describing the question in details. Also, there are numerous
information in the margin of the post, such as the number of comments, the edit date, etc.

Note that the tags of the above IoT-related posts contain "iot". However, not all IoT-related
questions contain this tag. For example, figure 3.2 shows an IoT-related post whose tags
do not contain "iot". Hence, we cannot determine IoT-related posts by simply checking
whether the posts contain the tag of "iot", since the extracted posts will not be sufficient
and satisfactory. To address this limitation, in this study, we design two heuristics (shown in
Subsection 3.3) to extract IoT-related tags, then extract IoT-related posts according to the
extracted tags.

3.2.3 Industry 4.0 Related Posts

Similar to Stack Overflow, Stack Exchange comprises 173 Q&A communities to learn and
share knowledge on different topics, such as smart-home, smart-cars, definitions for technolo-
gies, and Industry 4.0 related topics. Due to the novelty of IIoT and Industry 4.0, it can be
expected that a few number of related posts can be retrieved and extracted.
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Figure 3.3 illustrates a related Industry 4.0 question on Stack Exchange. Title of the post is
"IoT applications with heavy-loaded wireless communications", and the associated tags are
"smart-home, wireless, industry-4.0, mobile-applications, and smart-cars".

3.2.4 Research Questions

This chapter answers the following research questions:

• RQ4.1.: What topics are covered by IoT-related questions asked on Stack
Overflow?
We use topic modeling to investigate IoT-related topics. IoT-related questions on Stack
Overflow cover a wide range of topics. These topics mainly belong to five main cate-
gories, i.e., network management, software development, platform development, hard-
ware management and system management. We then mapped them to the integration,
security, and applications deployments issues explained in the previous chapter. Among
them most questions are about software development, i.e., applications deployments,
with ≈ 39%.

• RQ4.2.: Which topics are the most popular among IoT-related questions?
We measure the popularity of IoT-related topics by one major metric (i.e., the average
number of views), and three minor metrics (i.e., the average number of each of the
comments, favourites, and score). The top four most popular IoT topics are "Software
Bugs", "Development apps for devices", "Initializing and creating IoT projects", and
"Design and implementation of IoT platforms", among which the first two topics are
the most valuable since they receive the largest number of comments and favorites, and
the highest scores.

• RQ4.3.: Which IoT-related topics are the most difficult to answer?
We measure the difficulty of IoT-related topics by two metrics (i.e., the percentage of
questions receiving satisfactory answers and the average time, in days, needed to get
an accepted answer). We identified the top most difficult IoT-related topics by con-
sidering both percentage and average time needed. "Software bugs" and "design and
implementation of IoT platforms", are the two topics that deserve the most attention
since they are popular, difficult, and take longer time to be addressed at the satisfaction
of practitioners.
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• RQ4.4.: What concerns do Industrial individuals discuss about the new
Industry 4.0 trend?
Identifying the discussion topics can help practitioners pinpoint the major concerns
that Industry 4.0 practitioners are currently experiencing. Industrial researchers could
objectively discover real issues. Accordingly, future research efforts can focus on such
relevant concerns and–or issues to help support and improve the quality of Industry
4.0 platforms.

• RQ4.5.: What is the current State-of-Practice of Industrial Internet of
Things (IIoT)?
Although many IIoT projects are still in the proof-of-concept or trial stage, there are
clear signs of a widespread move towards full production deployments. Relevant tech-
nologies are available to help achieve good returns, but still we need to investigate more
into that.

3.3 Study Design

We now describe the extraction and processing of Stack Overflow and Stack Exchange data
for our experiment. We first present the details of the data collection in Subsection 3.3.1,
and then we elaborate our experimental approach in subsequent Sections and Subsections.

3.3.1 Data Extraction and Processing

Data Collection

Stack Overflow and Exchange are similar to most Q&A sites allow users to post questions,
post answers to questions, comment on posts, and vote on posts. When users create a post,
they are allowed to tag them with their subject area to make it easier for others to find the
post. For instance, a question asking about using custom tool in implementing applications
is tagged with iot or industry-4.0, implementation, tool, and deployment. Each question is
required to have at least one tag and may contain up to five different tags that represent
their subject area.

To perform our study, we started by downloading and extracting Stack Overflow and Stack
Exchange data dumps in CSV formats using the below steps:

• Step 1: Getting the questions with <iot> and <industry-4.0> tags.
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• Step 2: Executing the following query-scripts to get the questions, and export the CSV
file.
[Step 2:] #standardSQL in Stack Overflow (<iot-tag>)
Select Id, ParentId, PostTypeId, Score, CreationDate, OwnerUserId, Body
from Posts where PostTypeId=1 and Tags like ’%<iot>%’ ’
union
Select Id, ParentId, PostTypeId, Score, CreationDate, OwnerUserId, Body
from Posts where PostTypeId=2 and ParentId in (select Id from Posts
where PostTypeId=1 and Tags like ’%<iot>%’)

[Step 2:] #standardSQL in Stack Exchange (<industry-4.0-tag>)
Select * from Posts where Posts.tags like ’%industry-4.0%’)

• Step 3: Executing the following query-script to get the comments and answers from
the extracted questions, and export the CSV file.
[Step 3:] #standardSQL in Stack Overflow (<iot-tag>)
Select Id, PostId, 3, Score, CreationDate, UserId, Text from Comments
where PostId in (Select Id from Posts where PostTypeId=1 and Tags like
’%<iot>%’
union
Select Id from Posts where PostTypeId=2 and ParentId in (Select Id from
Posts where PostTypeId=1 and Tags like ’%<iot>%’)))

[Step 3:] #standardSQL in Stack Exchange (<industry-4.0-tag>)
Select * from Posts answer,Posts question where answer.PostTypeId=2 and
question.PostTypeId=1 and answer.ParentId=question.Id and question.tags
like ’%industry-4.0%’)))

• Step 4: Generating the corpus of the desired format.

The extracted data dump from Stack Overflow for IoT-related discussions contained 176,808
posts including different questions and answers, spanning from 2012 to 2019. Each discussion
includes a question and zero or more answer posts and their metadata (e.g., body, creation
date and number of votes). Whereas 11 discussions were extracted on Stack Exchange for
Industry 4.0 discussions. A detailed information on a Stack- Overflow/Exchange post is
presented in the following table 3.1. Questions are typically tagged with terms describing
the categories under which these Q&A discussions are grouped. During the next processing
step, we extract the relevant discussions for a study context. We focus on IoT- and Industry-
4.0 related topics, and for each post, they include body and several metadata. Since a prior
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work [69] suggests the use of highly voted answers, we focused on IoT and industry-4.0 related
answers that have high number of votes by users.

We traverse the dataset to lookup for the question posts whose tag contains the term "iot",
"iot-related", or "industry-4.0". However, those posts are far from sufficient; some posts may
not have that tag even if they are talking about the same topic; since "iot" and–or "industry-
4.0" are very general terms and the tags of a post may be in much finer granularity. Hence,
we need to carefully extract some other tags that are related to it.

In the second step, we extract the tags from all of the posts extracted; we refer to such
tags as candidate tags – and from them we extract tags related to "iot" and "industry-4.0".
For each candidate tag t, we count three values, i.e., a, b and c. Specifically, a denotes the
number of questions posts whose tags contain t within all the posts extracted in the first
step (i.e., the number of all question posts whose tags contain t, "iot", and "industry-4.0").
b denotes the number of questions posts whose tags contain t within all the posts in the
original dataset (i.e., the number of all question posts whose tags contain t). Based on a
and b, we are able to calculate the first value of H1 = a/b, which indicates to what extent
the tag t is exclusively related to "iot" and "industry-4.0". The value of H1 ranges from 0
to 1. The larger the value of H1 is, the more exclusive relation tag t has to be "iot" and–or
"industry-4.0". If the value of H1 is equal to 1, it means that tag t only appears together
with "iot"–"industry-4.0" in the tags of the posts (i.e., the most exclusive). We can filter the
tags by setting a threshold Thre1. For instance, given Thre1 set to 0.1, a tag that appears
together with "iot"–"industry-4.0" in less than 10% of all the questions whose tags contain
the tag will be removed.

However, using the aforementioned heuristic H1 by itself to extract the tags would cause
another problem. Suppose that a tag only appears in one post within the whole dataset
and the post happens to be related to "iot" and–or "industry-4.0". In this case, the tag is so
specific to an issue that is not representative to "iot"–"industry-4.0", although the value of
the H1 is equal to 1. Hence, we also want to filter such kind of tags. We denote c as the total
number of question posts extracted in the first step (i.e., the number of all question posts
whose tags have the value "iot"). Based on a and c, we, then, can calculate the second value
of H2 = a/c, that solves well the above issue if we set a second threshold Thre2 to filter the
tags once more. For instance, given Thre2 set to 0.01, a tag that appears in less than 1% of
all the questions whose tags contain "iot"–"industry-4.0" will be removed.

By adjusting Thre1 and Thre2, we can get several tags that are representative to "iot"–
"industry-4.0". Table 3.2 depicts various tag sets related to "iot" and "industry-4.0" that we
extracted using different threshold setups. In the following text, the threshold setup (0.1,
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Table 3.1 Detailed information about a Stack Overflow/Exchange post

Name Description
Id - Id of the post
PostTypeId - Type of a post: 1 represents a question post, and 2 represents an answer of that

post
AcceptedAnswerId - Id of the corresponding accepted answer post for the identified question post

(optional, and appears only when PostTypeId==1)
ParentId - Id of the corresponding question post for the answer post (optional, and appears

only when PostTypeId==2)
CreationDate - Creation date of the post
Score - Average score by the viewers of the post
ViewContent - Total number of views for the post (optional, and appears only when Post-

TypeId==1)
Body - Body of the post
OwnerUserId - Id of the owner of the post (optional)
OwnerDisplayName - Username of the owner of the post (optional)
LastEditorUserId - Id of the person who last edited the post
LastEditorDisplayName - Username of the person who last edited the post
LastEditDate - The date when the post was last edited
LastActivityDate - The date when the status of the post was last changed
Title - Title of the post (optional, and appears only when PostTypeId==1)
Tags - Tags of the post (optional, and appears only when PostTypeId==1 )
AnswerCount - Number of answers for the post (optional, and appears only when Post-

TypeId==1)
CommnetCount - Number of comments for the post
FavoriteCount - Number of people who liked the post (optional, and appears only when Post-

TypeId==1)
CloseDate - The date when the post was closed (optional)

0.01) is the default setup [14], and the corresponding result is the default tag set we use
(i.e., the first row in table 3.2) to find the iot-related posts. In the last step, we traverse the
dataset again to retrieve the questions posts whose tags include at least one of the tags in the
tag set. We use such questions and their corresponding answer posts to make our analysis
accordingly.

3.3.2 Data Analysis

We analyse the extracted data using feature extraction and topic modeling. In the feature
extraction phase, we extract a number of features from the posts. Those features are selected
as representative terms that are considered to be useful to build a good topic model. In our
study, we opt to use the term frequency as features. Afterwards, we build a topic model
with the extracted features using LDA tuned using MAchine Learning for LanguagE Toolkit
(MALLET). MALLET is used to determine the optimal number of topics and LDA clusters
various IoT posts into a number of different topics based on their corresponding topics.
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Table 3.2 Different tag sets "iot"/"industry-4.0" extracted by different threshold setups

Threshold Setup
(Thre1, Thre2) Tag Set Number of Tags

(0.1, 0.01) iot 2,672
(0.1. 0.001) windows-10-iot-core 754
(0.15, 0.001) aws-iot 664
(0.15, 0.005) azure-iot-edge 246
(≥ 0.2/0.25, 0.01/0.005) watson-iot 185
(≥ 0.3, 0.01/0.005) google-cloud-iot 111
(0.1, 0.01) industry-4.0 11

Feature Extraction

As previously mentioned in Subsection 3.3.1, a question post includes title, body and several
other metadata. To cluster the posts, we ought to build a corpus in which each row is a text
for a post. In turn, for each post, we combine both title and body to form the final text, and
then we pre-process the texts in four main steps.

• Step 1: we remove all the code snippets (that are enclosed in < code > tag) in the text,
since Barua et al. showed that code snippets do not help topic models [10].

• Step 2: we remove all the HTML tags such as < p > and < /p > since they do not
have useful information for the topic model.

• Step 3: we remove the stop words, numbers, punctuation marks and other non-alphabetic
characters since they add little value to the topic.

• Step 4: we use the Snowball stemmers [154] to transform the remaining terms to their
root forms (e.g., “reading” and “reads” are reduced to “read”) in order to reduce the
feature dimensions and unify similar words into a common representation.

After following the aforementioned steps, we compute the appearance frequency in all the
posts for each stemmed term. To further reduce the noise, we sort all the stemmed terms
based on their total term frequency and discard the terms that appear less than 10 times.
The remaining 4,633 different "iot" and the 11 different "industry-4.0" stemmed terms are the
final features that we extract4. We count the times of appearance for each term in each post
and form a term frequency matrix m. Specifically, wij denotes the number of the times the
j-th term appears in the i-th post.

4Replication data package are shared online at osf.io scientific data repository: https://osf.io/yuzn4/
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LDA Tuned using MALLET

We use LDA to group IoT posts into different topics. In LDA, the number of topics K is
an undetermined, but important parameter. An overly large or overly small value of K may
affect the performance of our approach in a very severe way. Hence, we use an adopted LDA
technique, tuned using MALLET, to look for an optimized value of K. MALLET provides a
simple way to analyze large volumes of unlabeled text. Within MALLET, a topic consists
of a cluster of words that frequently occur together. Using contextual clues, it can connect
words with similar meanings and distinguish between uses of words with multiple meanings.
Further, MALLET package includes an extremely fast and highly scalable implementation
of Gibbs sampling, efficient methods for document-topic hyperparameter optimization, and
tools for inferring topics for new documents given trained models.

• Importing Documents: Importing files into MALLET’s internal format. The following
instructions assume that the documents to be used as input to the topic model are in
separate files, in a directory that contains no other files.
bin/mallet import-dir –input /data/topic-input –output \\

topic-input.mallet –keep-sequence –remove-stopwords

• Building Topic Models: Once documents have been imported, we can use the train-topic
functionality to build a topic model.
bin/mallet train-topics –input topic-input.mallet –num-topics 100 \\

–output-state topic-state.gz

−−num-topics [NUMBER] The number of topics to use. The best number depends on
what is being looked for in the model. The default (10) will provide a broad overview
of the contents of the corpus. The number of topics should depend, to some degree, on
the size of the collection.
−−num-iterations [NUMBER] The number of sampling iterations should be a trade
off between the time taken to complete sampling and the quality of the topic model.

• Hyperparameter Optimization
−−optimize-interval [NUMBER] turns hyperparameter optimization on. Allows the
model to better fit the data by allowing some topics to be more prominent than others.

• Model Output
−−output-model [FILENAME] specifies a file to write a serialized MALLET topic
trainer object. Such type of output is appropriate for pausing and restarting training,
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but does not produce data that can easily be analyzed.
−−output-state [FILENAME] Similar to output-model, it outputs a compressed text
file containing the words in the corpus with their topic assignments.
−−output-doc-topics [FILENAME] specifies a file to write the topic composition of
documents. −−output-topic-keys [FILENAME] contains a "key" consisting of the top
k words for each topic. This output can be useful for checking that the model is working
as well as displaying results of the model. In addition, this file reports the Dirichlet
parameter of each topic. If hyperparamter optimization is turned on, this number will
be roughly proportional to the overall portion of the collection assigned to a given topic.

3.4 Study Results

This section presents, analyzes, and discusses the results of our research questions. For each
question, we discuss each of the motivation, the approach designed to answer the question,
and the findings.

• RQ4.1.: What topics are covered by IoT-related questions asked on Stack
Overflow?

Motivation. The interest to use the IoT has grown much the past few years. We aim at
understanding the topics that are covered by IoT-related questions asked on Stack Overflow.
This research question is important to identify topics that are important to IoT practitioners,
and to understand the challenges that IoT developers face.

Approach. Since there is a large number of IoT-related posts, we use topic modeling as
a way to summarize them. Topic modeling is one technique that has been successfully
applied in the past to summarize large corpora in many different fields including software
engineering [10, 155]. We use an adapted topic model, LDA tuned using MALLET, to do
the clustering of the IoT-related questions and to discover the issues that are being asked on
Stack Overflow. In general, LDA needs a predefined number of topics K and it has different
optimal values of K for different problems. The approach we are following can automatically
determine a "near" optimal value of K based on the characteristics of a specific problem so
that LDA can achieve better results. LDA is a statistical topic modeling technique, which
means topics are represented as a probability distribution over the words in the corpus [10].
To better analyze the question posts in our corpus, we add their dominant topic as determined
by the LDA topic model as an additional attribute.

Results. By using our approach, we group IoT-related questions into 100 topics. Tables 3.3
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Table 3.3 Topic names and related top 20 key terms for top 100 topics-(1)
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Table 3.4 Topic names and related top 20 key terms for top 100 topics-(2)
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and 3.4 present the 100 topics including the topic names and the related top “up to 20” key
terms.

From the depicted tables, we find that the topics of the IoT-related questions cover a wide
range of issues. Some topics have a finer granularity whereas some others have a coarser
one. Fig. 3.4 presents the number of questions belonging to each topic. From it, we can
explicitly see the distribution of questions in different topics. The topic that has the most
questions is “Initiating and creating IoT projects”, and the topic that has the least questions
is "BackgroundTaskDeferral – and how it can be defined in a developed app".

Furthermore, we see that all the topics mainly belong to five main categories, i.e., network
management (including automation and security), software development, platform develop-
ment (including debugging and analytics), hardware management (including monitoring and
testing) and system management (including debugging and security). Tables 3.3 and 3.4 also
assign each topic to such identified categories in the brackets in the second column. Fig. 3.5
shows the number of questions that are belonging to each of the identified categories. From
it, we notice that software development issues covers most of the IoT-related questions. It
states that IoT-application implementation, development, and deployment issues are very
popular among Stack Overflow users.

Discussion. On Stack Overflow, IoT-related questions can span a wide range of topics. Such
topics mainly belong to five categories, namely network, hardware, system managements as
well as software and platform development. And among them, most of the asked questions
do belong to software development category and how to develop applications and–or address
the bugs resulted out of deploying applications in the IoT framework. We further look into
applications deployment challenges and–or issues in chapters 6 and 7.

• RQ4.2.: Which topics are the most popular among IoT-related questions?

Motivation. As we knew the trending topics of the IoT-related questions been asked on
Stack Overflow, we would like to go further by investigating which IoT-related topics are the
most popular in its time. Identifying and comparing the issues for the IoT-related topics
could help, to a great extent, the practitioners understand the trending topics, including
possible categories, about the IoT-related questions.

Approach. To be able to measure how popular a topic is, we first collect all the questions
related to such topic, then we use four evaluation metrics based on the metadata generated
by such questions, i.e., average number of comments of the questions, average number of
views of the questions, average score of the questions, and average number of favorites of
the questions. In the Stack Overflow data dump that we collected, the number of comments
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Table 3.5 Popularity of top 10 IoT-related topics

Topic Name (Corresponding Category) Avg. ViewCount Avg. CommentCount Avg. FavoriteCount Avg. Score
Software Bugs (software development) 3810 1.65 1.06 5.44
Development apps for devices (software development) 2880 1.02 1.44 5.76
Initializing and creating IoT projects (software development) 2783 3.39 1.20 1.39
Design and implementation of IoT platforms (platform development) 2151 1.53 2.04 1.20
Platform for connecting devices (networking management/platform development) 2097 1.23 1.86 5.24
Creation of self-signed SSL certificate (network management/(security)) 1712 1.14 1.71 5.70
Testing Bluetooth low energy devices (hardware management) 1676 1.52 1.63 1.67
IoT GreenGrass troubleshooting (system management/(debugging)) 1392 3.48 1.28 4.64
SQL Database (platform development/(analytics)) 1360 5.44 1.24 4.53
Web methods/REST API response codes and statuses (network management) 1167 4.02 1.16 1.16
Average value 2,039 2.44 1.46 3.67

Figure 3.5 Statistics for each category of questions

that a question has can be directly retrieved from the attribute named "CommentCount" of
the question post. The number of views related to a question can be directly obtained from
the attribute named "ViewCount". The score that a question got can be retrieved from the
attribute named "Score" of the question post, and the number of favorites that a question got
can be directly obtained from the attribute named "FavouriteCount" of the question post.

Among the above four evaluation metrics, we use, by default, the average number of views as
the main popularity evaluation metrics since it measures the average number of practitioners
viewing the questions that are related to a specific topic. A popular question would attract
more practitioners to view. Still, other metrics also have some reference values to estimate
the popularity of the extracted topics.

Results. Table 3.5 depicts the four evaluation metrics and indicates the popularity of the
extracted topics. We notice that "Software Bugs", "Development apps for devices", "Initializ-
ing and creating IoT projects", "Design and implementation of IoT platforms", and "Platform
for connecting devices" are the, top five, most popular topics. "Creating IoT projects" is a
classic topic in IoT. It has been discussed from different angles and "Platform for connecting
devices" is a recently hot topic that is used in more and more applications; e.g., open-sourced
Eclipse-IoT frameworks for connecting a diverse set of devices incorporating different pro-
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tocols and mechanisms. "Heap size memory allocation", in the software bug category, is a
common issue that many practitioners (may) face while developing and deploying their IoT
applications.

Additionally, we can see that the average number of comments belonging to the topics "Soft-
ware Bugs" and "Developments of applications for IoT devices" are all ranked in top, which
further represents that such topics are very popular based on these metrics. On the other
hand, "SQL Database" and "Web methods/REST API" seem to receive little attention from
the community. However, for the "SQL Database" topic, it relatively has high average number
of comments (5.44) and an average score of (4.53).

From Table 3.5, on average, each IoT-related question received 2,039 views, which - in turn
- indicates that practitioners indeed value different aspects of IoT technology usages.

Discussion. On Stack Overflow, there are many IoT-related topics that are very relevant
to practitioners. The top four most popular topics in the IoT domain are "Software Bugs",
"Development apps for devices", "Initializing and creating IoT projects", "Design and imple-
mentation of IoT platforms", and "Platform for connecting devices".

• RQ4.3.: Which IoT-related topics are the most difficult to answer?

Motivation. Here, we would like to know whether some issues are more difficult to answer
than others. Finding the most difficult issues will help technology builders identify important
aspects of the technology to improve. It will also help researchers better focus their effort
toward issues that are challenging for practitioners. To determine the level of difficulty of
an issue, we examine how likely it is for questions related to those issues to be successfully
answered. Additionally, we study how long it takes for the practitioners asking questions to
receive satisfactory accepted answers. We also examine the percentage of all the questions
posted on Stack Overflow that receive accepted answers and the average number of answers
each question received.

Approach. When a question is posted on Stack Overflow, a number of users may post
answers to that question. When the user who posted the question finds a satisfactory answer
to their question, they can mark it as an accepted answer. Accepting an answer indicates that
the question has been answered to the questioner’s satisfaction. We measure the percentage
of questions that have accepted answered for each of the topics found in RQ1. Moreover,
we study the time it takes for those questions to receive an accepted answer. We do this
by subtracting the creation dates of the accepted answers and the question posts. After,
we calculate the mean times for each of the popular IoT issues. Prior research studies that
analyzed Stack Overflow found that most answer activity takes place in the first hour of a
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Table 3.6 Average time until accepted answer – and percent of questions with accepted answers for
the top 10 IoT-related topics

Topic Mean Time (Days) % Accepted
Creation of self-signed SSL certificate 3.40 54
Platform for connecting devices 7.15 57
Initializing and creating IoT projects 7.36 13
Design and implementation of IoT platforms 7.54 12
Software Bugs 7.65 52
Development apps for devices 7.49 57
IoT GreenGrass troubleshooting 4.74 16
SQL Database 4.18 46
Testing Bluetooth low energy devices 1.76 45
Web methods/REST API response codes and statuses 0.09 11
Average value 5.14 36.3

question being posted [156]. Further, we also measure the number of answers each question
received and use this information to measure the average number of answers a question in a
topic received.

Results. Table 3.6 shows all the topics highlighting the average time it took for a question
in a certain topic to receive an accepted answer and the percentage of questions that received
a satisfactory answer as well. Such IoT topics are ordered by popularity based on the average
views of questions in each identified topic.

Figure 3.6 shows the percentage of questions receiving satisfactory answers and figure 3.7
shows the average time, in days, for getting accepted answers for the related IoT topics. We
see that the percentage of accepted answers vary from 11% to 57% with an average of 36.6%
of posts receiving satisfactory answers. The average time it takes to receive a satisfactory
answer varies from ≈ 0.09 to almost 7.65 days, with an average of 5.14 days to have the
questions solved and accepted.

The hardest IoT questions among the popular topics exists in the following categories: soft-
ware bugs, designing and troubleshooting of platforms, connecting different devices and secur-
ing the way they communicate with each other, and initialzing & creating different projects
in IoT. Software bugs that occur while developing and implementing different applications
has the most questions with accepted answers of (52%). On the other hand, APIs and their
response codes has the least amount of questions with accepted answers of (11%), and the
lowest average waiting time to receive an accepted satisfactory answer (0.09 days). It seems
interesting to note that all of these kinds of questions are heavily related to APIs, such as
REST APIs to transfer data from client to server in HTTP protocol, or using the SDK APIs
for accessing hardware, i.e., devices, information.
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Figure 3.6 Percent of questions w/ accepted
answers

Figure 3.7 Median time (Days) needed to receive
satisfactory answers

Discussion. The top five difficult IoT-related topics are "Software Bugs", "Design and im-
plementation of IoT platforms", "Development apps for devices", "Initializing and creating
IoT projects", and "Platform for connecting devices".

• RQ4.4.: What concerns are Industrial individuals discussing about the new
Industry 4.0 trend?

Motivation. The interest and use of Industry 4.0 has grown recently. Hence, practitioners,
including industrial individuals, targeting these Industry 4.0 manufacturing platforms may
find new challenges compared to traditional IoT development. One of the first steps in helping
us understand the concerns that they face is to ask: What concerns are being discussed on
Stack Exchange?

Approach. Since there are a few number of Industry 4.0 related discussions, topic modeling
can still be used to summarize them. In a similar way, we use LDA-based tuned topic models
to discover the concerns that industrial individuals are discussing on Stack Exchange. Next,
we manually labelled each set of topic keywords to the best of our ability into a classification.
We examined the keywords of the questions whose dominant topic was assigned to this topic
by LDA. Also, We want to go further by investigating which Industry 4.0 related topics
are the most popular. Answer to this research question could help industrial individuals
understand a general trend about the Industry 4.0 related discussions and–or concerns.

Results. By using our approach, we group Industry 4.0 related discussions into 20 topics.
Table 3.7 presents the 20 topics including the topic names and the related "up to 20" key
terms. From the illustrated table, we find that discussions span various concerns ranging
from avoiding industrial IoT design pitfalls, communication technologies that can be used in
the industrial IoT (IIoT) system, prototyping and development of industrial IoT applications,
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to controlling of hardware devices in industrial IoT frameworks. With the small number of
discussions we retrieve and the categorization we apply, we find that the topics that have
repeated the most among discussions are the "Communication in IIoT" and "Control Strate-
gies in IIoT". Whereas topic that has the least concerns is "Initializing IIoT system". Other
general discussions that we also could infer are "IIoT design" and "Software development in
IIoT".

Popular topics among Industry 4.0 related discussions

Table 3.8 illustrates the evaluation metrics and shows the popularity of the extracted discus-
sions as well. We can see that "Software development in IIoT", "Control Strategies in IIoT",
"IIoT design", and "Communication in IIoT", are the, top four, most popular topics. The
average number of comments belonging to the "Software development in IIoT" is ranked in
top, which represents that such topic is considered popular and needs to be taken into con-
sideration properly. On the other hand, "Communication in IIoT" and "Control Strategies in
IIoT" tend to receive a reasonable attention from the community as well. On average, each
industry-4.0 related discussion received 458.8 views, which indicates that practitioners start
to be aware of the importance of Industry 4.0 and Industrial IoT in modern systems.

Discussion. On Stack Exchange, Industry 4.0 related discussions are a brand new thread
that covers a number of different topics. It is still expanding as the concept evolves. Industrial
individuals are talking about some popular topic, such as "Software development in IIoT",
"Control Strategies in IIoT", "IIoT design", and "Communication in IIoT".

• RQ4.5.: What is the current State-of-Practice of the Industrial Internet of
Things (IIoT)?

Motivation. Industry 4.0 and IIoT are frequently mentioned as one of the emerging ar-
eas in computing that may have a high potential real-world impact in the coming decade.
Here, we analyze the challenges posed when bringing IoT into industrial automation and the
opportunities offered by the industrial IoT solutions from a number of different perspectives.

Discussion. IIoT provides opportunities to enhance efficiency, safety, and working conditions
for workers. For instance, monitoring food safety using sensors, and using unmanned aerial
vehicles allows inspecting oil pipelines. Schlumberger [157], for example, suggests monitoring
sub-sea conditions using unmanned marine vehicles, which can travel across oceans collecting
data for up to a year without fuel or crew, moving under power generated from wave energy.
Via remote monitoring and sensing powered by IIoT, mining industries can decrease safety-
related incidents, while making mining in harsh locations more economical and productive.
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Table 3.7 Industry 4.0 Topic names and related top 20 key terms
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Table 3.8 Popularity of top 4 Industry 4.0 related topics

Topic Name (Corresponding Category) Avg. ViewCount Avg. CommentCount Avg. FavoriteCount Avg. Score
Software development for IIoT applications (Software development in IIoT) 968 0 1 2
Strategies for low-cost industrial IoT (Control strategies in IIoT) 662 9 5 15
Industrial IoT over network connectivity (Communication in IIoT) 421 3 1 6
Industrial control using hardware devices (Control strategies in IIoT) 135 4 0 2
Connecting Industries with IoT solution providers (Communication in IIoT) 108 4 0 -2
Average value 458.8 4 1.4 4.6

Despite of its promise, there are a number of challenges in realizing the opportunities of-
fered by IIoT [158], which have to be addressed in the future research. The key challenges
stem from the requirements in energy-efficient operations, real-time performance in dynamic
environments, the need for co-existence and user’s privacy as described down below.

Energy efficiency: Many IIoT applications need to run for a number of years on batteries.
This calls for the design of low-power sensors, which do not need battery replacements over
their lifespans. Hence, this creates a demand for energy-efficient designs. Many energy-
efficient schemes for wireless sensor network (WSN) have been proposed in recent years [159],
but those approaches are not applicable to IIoT. IIoT applications need a dense deployment
of numerous devices. Sensed data can be sent in queried or continuous forms, which in
a deployment scenario, can consume a significant amount of energy. Green networking is
thus important in IIoT to reduce power consumption and operational costs. It will lessen
pollution and emission, and make the most surveillance and environment conservation. Low-
Power Wireless Area Network (LPWAN) IoT technologies can achieve low-power operation
using a number of energy-efficient design approaches. (1.) They usually form a star-like
topology that eliminates the energy consumed via packet routing in multihop networks. (2.)
They keep node design simple by offloading the complexity to the designated gateway. And
(3.) They use narrowband channels, hence decreasing the nosie level and extending the
transmission range [160,161].

Real-time performance: IIoT devices are typically deployed in noisy environments for sup-
porting mission- and safety- critical applications, and have timing and reliability requirements
on timely collection of environmental data and proper delivery of control decisions. The QoS
offered by IIoT is thus often measured by how well it satisfies the end-to-end deadlines of the
real-time sensing and control tasks executed in the system [162, 163]. Time-slotted packet
scheduling in IIoT has a role in achieving the desired QoS. For instance, many industrial
wireless networks perform network resource management via static data link layer schedul-
ing [164–171] to achieve end-to-end real-time communication. This takes a periodic approach
to gather the network health status, and then recompute and distribute the updated network
schedule information.
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Co-existence and interoperability: With the rapid growth of IIoT connectivity, there
will be many co-existing devices deployed in close proximity in the limited spectrum. Thus,
interference between devices should be handled to keep them operational. Existing and
near-future IIoT devices will most likely have limited memory and intelligence to combat
interference or keep it to a minimum. To ensure good coexistence, it will become impor-
tant that future IIoT devices can detect, classify, and mitigate external interference. The
challenges of device diversity in IIoT can be addressed along three dimensions: multi-mode
radios, software flexibility, and cross-technology communication [172]. Multi-mode radios
allow diverse IIoT devices to talk to each other. Software flexibility enables support for
multiple protocols, connectivity frameworks and Cloud services. Recently, cross-technology
communication [173], without the assistance of additional hardware, has been addressed for
communication across WiFi, ZigBee, and Bluetooth devices. Such approaches are specific
technologies, and hence, future research is required to enable cross-technology communication
in IIoT devices.

Security and privacy: Besides the requirements of energy efficiency and real-time per-
formance, security is another important concern in IIoT. Generally, IIoT is a resource-
constrained communication network which largely relies on low-bandwidth channels for com-
munication among lightweight devices regarding CPU, memory, and energy consumption
[174]. For this reason, traditional protection mechanisms are not sufficient to secure complex
IIoT systems, such as secure protocols [7], lightweight cryptography [175] and privacy assur-
ance [176]. To secure the IIoT infrastructure, existing encryption techniques from industrial
WSNs may be reviewed before they are applied to build IIoT secure protocols.

Privacy is a diverse concept. Many definitions and perspectives have been provided in the
literature. Generally, privacy in IIoT is the threefold guarantee [177] for: (1) awareness of
privacy risks imposed by things and services; (2) individual control over the collection and
processing of information; and (3) awareness and control of subsequent use and dissemination
to any outside entity. The major challenges for privacy lie in two aspects: data collection
process and data anonymization process. Typically, data collection process deals with the
collectible data and the access control to these data during the data collection from smart
things; data anonymization is a process to ensure data anonymity through both cryptographic
protection and concealment of data relations. Due to the restrictions on the collection and
storage of private information, privacy preservation can be ensured during the data collection.
However, given the diversity of the things in data anonymization, different cryptographic
schemes may be adopted, which is a challenge to privacy preserving. Meanwhile, the collected
information needs to be shared among the IIoT devices, and the computation on encrypted
data is another challenge for data anonymization.
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Aspects, such as platform security, secure engineering, security management, identity man-
agement, and industrial rights management, must be taken into account throughout the
whole life cycle of the systems and products.

3.5 Implications of our Findings

Thus far, we have examined the issues that practitioners ask about, in general, and how
difficult such issues are, the issues that are IoT and IIoT specific, and the types of questions
being asked. In this section, we further discuss the implications of our findings.

Implications

Our conducted study identifies the most popular topics that both IoT and industrial practi-
tioners ask on Stack Overflow and Exchange. It examines how many of them receive accepted
and satisfactory answers. While all topics identified are important in their own right, we be-
lieve that researchers and practitioners should pay more attention to the issues that are the
most popular and difficult to address.

Implications for Educators

We can see that software development is the category that has the most questions in both
Stack communities (i.e., Stack Overflow and Stack Exchange); for instance, it accounts for
39% of all the IoT-related questions found on Stack Overflow. This indicates that practition-
ers are in need of solutions and answers to questions about developing software for Industrial
and IoT systems. Hence, educators should consider incorporating applications of software
development for both systems in the software engineering curriculum. In particular, they
should consider covering issues related to the deployment of IoT apps.

Implications for Practitioners

Our study shows that the most popular questions viewed and voted by practitioners are
related to software Bugs, development of apps for IoT devices, creation of IoT projects,
design and implementation of IoT platforms, and platform for connecting devices for IoT.
Where as in the industry, they relate to "Software development in IIoT", "Control Strategies
in IIoT", "IIoT design", and "Communication in IIoT". Such findings suggest that more
effort should be devoted to developing debugging, testing, and fault localisation tools to
support practitioners building different IoT systems. Technology builders should also consider
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improving the documentation of their products to ease the work of practitioners building IoT
systems.

Implications for Researchers

Having the ability to understand what practitioners ask on Q&A platforms, such as Stack
Overflow and–or Exchange, is important to ensure that the research community tackles the
right problems. Our study show that the most difficult IoT-related issues are related to soft-
ware development bugs; whereas for Industry 4.0, discussions and concerns are still ongoing
and for various topics. Future research should consider investigating novel techniques and
tools to help developers locate and fix bugs in IoT systems efficiently. In addition, we also
found that practitioners (including software developers) are asking questions about security
aspects of IoT systems; such as the creation of self-signed SSL certificates. Moreover, they
also asked about troubleshooting of IoT GreenGrass, and how to address SQL databases
inquiries. Further research is needed in those areas.

3.6 Threats to Validity

As any empirical study, the work presented in this chapter is subject to multiple threats. We
now discuss these threats following common guidelines for empirical studies [178]. Threats
to construct validity concern the relation between theory and observation. In this work
context, it is mainly due to possible mistakes in the detection of IoT – Industry 4.0 related
posts. When determining whether a post is IoT- or Industry 4.0- related, we used information
in both the title and the body of the identified posts. Then, we extracted the tags associated
with such posts and used the tags to determine the final set of posts on both Stack Overflow
and Exchange. Our keywords/tags search, in some cases, may not be able to capture an
IoT- or Industry 4.0-related post. To alleviate such a threat, we also considered the related
tags in each post found. Furthermore, when forming our topics (i.e., issues), we consider the
titles of IoT- and Industry4.0- related Stack Overflow/Exchange posts. Using the body text
may have improved the process, however, it will also lead to more noise. For instance, users
who post questions and–or issues, may add details such as what they have tried, what they
encountered, or other details that diverge away from the topic/issue that the poster is really
asking about.

When we look at the popularity of the IoT- and Industry 4.0- related posts over the time,
it is possible that a small group of the poster and–or users ask the majority of the questions
each month, and this might cause a skew in our results a bit. To alleviate such a threat,
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we also took a look at the new users who have never posted a question or an answer in the
previous months. When performing our LDA computation, since LDA itself is a probabilistic
method that will produce different results when executed several times on the same corpora,
it is possible that our topic results are, to some degree, random. To mitigate such risk, we
ran our final model a number of times and compared each of the topics identified from each
model and found no significant difference.

We manually analyzed the results obtained using the LDA computations when we identified
the IoT- and Industry 4.0- related posts. To the best of our knowledge, there is no tool, so
far, that can give human-readable topics based on a grouping of terms or words. Hence, we
read them to be confident that they were mapped to the appropriate issue topics. When
having the identified questions paired with the different IoT categories, we considered the
tags of the posts. It is also possible, to a some extent, that the practitioner(s) omitted to
tag or mislabel their post(s). To alleviate this threat, we manually inspected the dataset and
verified that they have proper questions related to the field. Furthermore, when determin-
ing if a question was answered successfully, we assumed that the majority of people asking
such question-related post(s) on Stack Overflow/Exchange mark the answer(s) as accepted
if they solve their problem. However, it is not an obligation for them to do so, and as such,
there is a possibility that we did not capture successfully answered posts accurately. On
the other hand, when mining for IoT- and Industry 4.0- related Q&As, we only considered
the Stack Overflow/Exchange forums. It is also possible that our study does not include
popular IoT/Industry 4.0-related topics that are being discussed on other forums and not on
Stack Overflow/Exchange. To make sure we alleviated this threat, we, first, performed an
exploratory study to look at the popularity and–or trends of the IoT/Industry 4.0-related
questions being asked on such Stack communities. Threats to Internal Validity concerns
our selection of tools. We use the MALLET framework to identify the topics. Other tools
could have produced a different result.

Threats to External Validity: One potential threat is that we only used Stack Over-
flow/Exchange data for our study. Although these platform are very popular in the developer
community, it is not the only platform on which developers discuss issues related to the devel-
opment of IoT and–or Industrial IoT. Our study could be further enhanced by including data
from other platforms such as Hackster.io, or by going out on the field and ask for feedback
directly from IoT practitioners to better understand the major issues they are facing.
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3.7 Chapter Summary

This chapter aimed at understanding the issues faced by both IoT and industrial practition-
ers. We analyzed Stack Overflow and Exchange data to identify what IoT and industrial
individuals ask and what questions tend to be most problematic. Furthermore, our study
found that IoT–Industry practitioners on Stack Overflow/Exchange mostly ask about net-
work, hardware, and system management in addition to software and platform development
or about Software development in IIoT, Control Strategies in IIoT, IIoT design, and Com-
munication in IIoT – in IoT and IIoT respectively. The most popular questions include those
that are related to software development for both environments (i.e., they span around 39%
of the questions being asked on Stack Overflow). Moreover, we find that security questions
(e.g., how to create a self signed SSL certificate) are difficult to answer on the Stack Overflow
platform.

Our findings can help research communities and technology builders to better understand
issues faced by IoT–Industrial practitioners.

The main contributions of this chapter include:

• We conduct an empirical study on Stack Overflow and Stack Exchange communities
to figure out and cluster IoT and Industry-4.0 related questions. To the best of our
knowledge, so far, it is the first large-scale study to investigate both IoT- and Industry-
4.0- related topics, trends, and concerns on Stack Exchange communities.

• We investigate the popularity and difficulty of both IoT- and Industry-4.0- related
topics and provide some recommendations for researchers and practitioners.

In the next chapter, we study the fragmentation, integration and interoperability issues on
the IoT paradigm.
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CHAPTER 4 IOT INTEGRATION AND INTEROPERABILITY
CHALLENGES1

4.1 Chapter Overview

Interoperability remains a burden to the developers of the Internet of Things (IoT) systems.
This is because resources and Application Programming Interfaces (APIs) are dynamically
composed; they are highly heterogeneous in terms of their underlying communication tech-
nologies, protocols and data formats, and interoperability tools remain limited to enforcing
standard-based approaches. Hence, in this chapter, we investigate the fragmentation, inte-
gration and interoperability threats in the IoT paradigm. We analyze the most relevant issues
and suggest countermeasures to address them to meet the architectural challenges associated
with it.

4.2 Context

IoT opens the door for new applications for machine-to-machine (M2M) and human-to-human
communications. The current trend of collaborating, distributed teams through the Inter-
net, mobile communications, and autonomous entities, e.g., robots, is the first phase of the
IoT to develop and deliver diverse services and applications. However, such collaborations is
threatened by the fragmentation that we witness in the industry nowadays as it brings dif-
ficulty to integrate diverse technologies of the various objects found in IoT systems. Diverse
technologies induce interoperability issues while designing and developing various services
and applications, hence, limiting the possibility of reusing the data, more specifically, the
software (including frameworks, firmware, APIs, user interfaces) as well as of facing issues,
like security threats and bugs, when developing new services or applications. Different as-
pects of handling data collection ranging from discovering smart sensors for data collection,
integrating and applying reasoning on them must be available to provide interoperability
and flexibility to the diverse objects interacting in the system. However, such approaches
are bound to be challenged in future IoT scenarios as they bring substantial performance
impairments in settings with the very large number of collaborating devices and technologies.

1Part of the content of this chapter "Is Fragmentation a Threat to the Success of the Internet of Things?",
Mohab Aly, Foutse Khomh, Yann-Gaël Guéhéneuc, Hironori Washizaki, and Soumaya Yacout, is published
in Internet of Things Journal (IoTJ), DOI:10.1109/JIOT.2018.2863180
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In this chapter, we want to understand the lack of interoperability among technologies devel-
oped for IoT and challenges that their integration poses. We also aim at providing guidelines
for researchers and practitioners interested in connecting IoT networks and devices to develop
services and applications.

4.3 Study Methodology

The following subsections describe the methodology followed to achieve our research objec-
tives.

4.3.1 Conducting the Study

Data Sources

Literature collection was done by making a comprehensive systematic search on the major
indexing databases following the guidelines given by [179]. We used ACM digital library, Sci-
enceDirect, Springer, IEEE Xplore, Engineering Village, Web of Science and Google Scholar
and did an electronically-based search considering the following terms: ’Internet of Things’
AND ’interoperability’ AND ’integration’ AND ’architecture’ AND (’platform’ OR ’models’
OR ’technology’ OR ’framework’ OR ’trend’ OR ’protocols’ OR ’standards’) AND ’future
directions’. We researched for the published scientific papers related to the IoT technolo-
gies between the years of 2000 and 2017, then we did constraint our study to a number of
journals, conferences and white papers which having the highest quality in their fields. We
carried out this step by choosing the published studies in journals, conferences with high
impact factor and competitive acceptance rate. We also check the citation count of the
studies being chosen on Google Scholar to evaluate their impact on the evolution of this
emerging paradigm. Other studies are excluded for quality reasons (e.g., the study is only a
small increment over a previous study, a technical report that is extended into a journal or a
conference/workshop paper, etc.), however, if a conference paper is extended into a journal
version, we only consider the journal version out of it. We excluded the studies that are
not published by well-known publishers or did not pass through the well-defined referring
processes as explained by [179,180].

To gather information about the state-of-practice of IoT, we searched the websites of the
major hands-on technology providers and downloaded the white papers published to get a
grasp of them, also we searched for the tech blogs published by those technology leaders to
identify the challenges in the implementation of IoT technologies. Such blogs provide up-to-
date information news and all the technical aspects needed to dive deep into the fundamentals
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of IoT; they cover various aspects ranging from technical point of views to use cases and white
papers.

4.3.2 Search and Selection Processes

Relevant studies from the aforementioned data sources are organized in three rounds as
described in Figure 4.3.1.

• Round 1: We perform electronic search and we narrow our scope review to identify and
categorize the preliminary studies related to our subject, i.e., integration and interop-
erability. Then, we read and select the most relevant studies based on their titles and
abstracts; any irrelevant studies are removed.

• Round 2: We read the remaining studies very carefully then any irrelevant studies
are eliminated based on the selection criteria identified in the work of [181], we apply
different inclusion and exclusion criteria on the remaining studies. These selection
criteria can help decide whether to include a paper for further search. Only relevant
studies that are retained will be used in this paper analysis. (1) Only papers describing
issues related to IoT interoperability and integration are included. (2) Documents
presented in the form of powerpoint presentations, abstracts and submitted papers are
not included within this study.

• Round 3: Following existing guidelines [180, 182], we perform a snowball search using
the reference list of our studies and citations obtained from the previous Round 2 to
identify new studies and decide whether to include additional paper(s) or article(s);
such technique helps us not to miss important and relevant papers related to the field.
Those remaining papers are read carefully afterwards.

One way to narrow down the search space is to conduct a preliminary investigation of the
field, i.e., integration and interoperability issues in IoT, by relying on snowballing. The
investigation starts by studying publications known in advance and by iteratively extending
the known literature set by following the references provided therein [183]. This procedure
helps to provide an overview of the publication space and key contributors to conduct the
review.

4.3.3 Quality of the Selected Papers

We apply various inclusion and exclusion criteria on the remaining set of studies that resulted
from the second and third rounds. These selection criteria help to decide whether to include



68

Figure 4.1 Overview of the Fragmentation Study Methodology

a paper for further investigation. Below are the criteria used in this study.

- Documents in form of abstracts, powerpoint presentations or submitted papers are
excluded.

- Papers touching issues related to IoT interoperability, fragmentation as well as propos-
ing solutions to address these issues are included.

4.3.4 Organization of the Study

The following subparagraphs describe the motivation behind the following tackled parts in
this study:

Part 1: Integration and Interoperability challenges in IoT: this part describes the potential
interoperability issues that can affect the IoT paradigm. Such study aims to provide a com-
prehensive overview of common integration and interoperability issues and challenges that
hinder the IoT systems. Furthermore, it can help researchers aiming to improve interoper-
ability in IoT identify future research directions.

Part 2: Interoperability Solutions in IoT: this part reviews the solutions and countermeasures
proposed to improve IoT’s integration and interoperability.

Part 3: Software development issues in IoT: this part sheds the light on software architecture
and solutions to be followed to mitigate the interoperability issues identified in this study. It
draws a roadmap for further studies in IoT software development.

Part 4: Research future directions: this part introduces some future research directions
that can be considered to cover additional integration and interoperability issues in the IoT
ecosystem.
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4.4 Integration and Interoperability Challenges

It is hard to keep IoT physical parts up-to-date as all devices depend on an integration to
provide access or information, hence, can span a wide diversity of technologies, locations,
operations and sensitivity levels. The data that the devices provide is usually vast in nature,
but might be hard to be transmitted because of the physical limitations of the contributed
devices and their environments.

As the IoT evolves, future networks will continue to be heterogeneous, manufactured by
multi-vendors, providing multi-services and will be largely distributed. As a consequence,
the risk of non-interoperability will increase; this might lead to the unavailability of some of
the provisioned services for end-users who can have harmful consequences with regards to
the applications related, for example, to emergency health, etc. Or it could also mean that
users/applications are likely to loose key information resulted out of IoT due to this lack of
interoperability. Hence, it is important to ensure that network components will interoperate
to unleash the full value of the IoT paradigm.

Interoperability is considered a key challenge in the realms of the IoT. This fact resides
true due to the intrinsic fabric of the IoT as: (1) highly-heterogeneous, where vast systems
are conceived by lots of manufactures and are designed for various purposes targeting va-
riety of application domains, making it difficult (if not impossible) to reach out for global
service agreements and widely accepted specifications; (2) high-dimensional, with the co-
existence/collaboration of different systems (i.e., sensors, devices, machines, etc.) in an
environment that relies on communication and exchanging of information; (3) dynamic and
non-linear, where new things (that were not even considered at start) are able to join (and
leave) the environment at any time and that support new unforeseen formats and protocols,
but they need to be able to communicate and share data in the IoT paradigm; and (4) the
hardness to describe/model due to the presence of different formats, described in various lan-
guages, that can or not share the same modeling principles. This qualifies interoperability in
the IoT as a problem of complex nature. We, therefore, need approaches and comprehension
of Interoperability for the IoT also making sure it endures, that is sustainable by discussing
the protocols and standards that help achieving such task seamlessly.

4.5 Network-layer Interoperability

Power constrained devices require efficient networking standards and protocols. Convention-
ally, the paradigm is scattered between a number of different power networking protocols
(e.g., ZigBee, Bluetooth), traditional networking protocols, like Ethernet, WiFi, as well as
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hardwired connections. Such protocols are suggested for domain-specific applications that
have the ability of provisioning of distinctive features. Solving interoperability issues at
this stage requires standardizations at the software and hardware levels. Different products
have been developed to support a number of networking protocols by grouping the required
software and hardware components together.

Services in IoT require wireless communications to deploy IoT smart devices easily. As a
consequence, routing and communication protocols are considered to be important function
to realize practical wireless networks; Dynamic Source Routing (DSR) [184] and Ad-hoc On-
Demand Distance Vector (AODV) [185] are renowned routing protocols to be used within
the adhoc networks, also a geographic routing is suitable for unstable networks as Vehicular
Adhoc Networks VANETs [186]. 6LowPAN makes an assumption that the IPv6 Routing
Protocol for Low power and Lossy Networks (RPL) is a routing protocol in the IoT paradigm
[187–189], thus, an implementation and evaluation software have been developed on real
devices [190–196]. Services in the IoT paradigm rely on upper-layer protocols, such as an
application layer [197, 198], a few numbers of research efforts have developed CoAP on real
IoT devices to see its impact on them [199, 200]. With respect to communications level,
different optional protocols, middleware, and applications programming interfaces (APIs)
libraries are considered promising for M2M messaging. Nevertheless that they are based on
various different techniques for different application scenarios, the goal is to achieve flexibility
and interoperability in interactions among participating devices.

4.6 Messaging-protocol Interoperability

In newly developed IoT applications, a number of application-level protocols, see Section 4.8,
are proposed by different enterprises to become the de-facto standards to help the provisioning
of communication interoperability [201]. Each protocol possesses specific messaging architec-
ture and unique characteristics that are helpful for various types of IoT applications, which
require efficient utilization of the limited energy and processing power capabilities. However,
the scalability nature of IoT architecture needs to be independent of the messaging protocol
standards, besides providing translation and integration between different popular messaging
protocols.

4.7 Data Annotation-level Interoperability

Conventional IoT service model provides raw data captured from the heterogeneous collab-
orated things found within the system. Such data do not contain intellectual annotation
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that needs extensive manual efforts to build practical usable applications. Because of the
proprietary approaches employed by the IoT providers, the IoT system has switched to a
domain of vertical compartments of different applications with no proper horizontal con-
nectivity among them. This lacks interoperability with self-dependent services endangers
the acceptability and adoption of the IoT domains, especially for the applications that gain
benefits from the number of different participating devices.

4.8 Proposed Solutions to Integration and Interoperability Issues

To address the above challenges, the research community and industry have been working
on the development of standard and implementation practices that would allow better com-
munication between the services provided by different providers and help ease the pain of
their integration. In the following, we discuss some key standards IoT technologies along the
different layers of the IoT architecture and outline proposed integration guidelines.

4.8.1 Standards and Technologies

IoT requires a number of different technologies. Especially, communication technologies are
considered to be a fundamental framework to realize various IoT services. Standards, on one
hand, help both developers and users to determine the best technical protocol for dynamic
services and applications in IoT. On the other hand, standardization of technologies is crucial
that can and will accelerate the speed of the IoT technology.

Recently, some efforts have been put in place to make the incorporation of IP protocol stack
into smart object possible. The IP stack has to be adapted since the requirements of smart
objects differ than that of the usual participant of the Internet nowadays [202]. Such incor-
poration has to be done in such a way that a transparent end-to-end connection between
devices over the Internet is achieved. To achieve such purpose, a number of protocols have
been standardized by the Internet Engineering Task Force (IETF), such as CoAP (con-
strained application protocol), 6loWPAN (IPv6 for low power wireless personal networks)
and ROLL (routing over lossy links). On the other side, i.e. M2M, standardization processes
that are driven by the European Telecommunications Standards Institute (ETSI) prepared
the Long Term Evolution (LTE) networks for massive low-throughput non-human commu-
nications, therefore, full IP connectivity in individual things. Standards play a vital role for
further developing and spreading of IoT services; they aim at lowering the entry barriers
for both new service providers and users. This will improve the interoperability of different
systems/applications and allow products/services to perform better at higher levels [40].
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Table 4.1 Relationship between M2M and IoT Standards

Standard IoT
Layer

Description

OneM2M Service - Defines a common set of capabilities to support M2M applications, respective ac-
cess interfaces and the protocols employed over such interfaces, without restricting
the technological solutions that could be employed to achieve such capabilities.

ETSI Service - Defines a common set of capabilities to support M2M applications and the
reference points at which such capabilities are accessed independently of the in-
strumenting technological solutions.

ITU-T Service - Defines a common set of capabilities to support M2M applications and the
reference points at which such capabilities are accessed independently of the in-
strumenting technological solutions.

OASIS Data - Defines generic and flexible mechanisms for defining identity information for
things and exchanging identity information between different administrative do-
mains.

IEEE Comm. - Architecture harmonization and multiple application domains support (i.e., ver-
ticals).

IETF Comm. - Application guidelines provisioning to fit the operation of specific protocols in an
IoT setting. Also, defines additional protocols to fill gaps in the protocol solution
sets for IoT.

IoT standards have attracted research communities attention to its development [203]; inter-
nationally, Electronic Product Code global (EPCglobal), the ITU, International Elector-
technical Commission (IEC), International Organizations for Standardization (ISO) and
IEEE provided a number of standards to make the identification, capturing and sharing
data using RFID technologies easy. On the other hand, the European Telecommunications
Standards Institute (ETSI) and the European Committee for Electro-technical Standardiza-
tion (CEN/CENELEC) released set standards on the IoT fundamental technologies, such
as WSNs, RFID, etc. Moreover, the American National Standards Institute (ANSI) in the
United States is proactively working on the management standards of IoT. It is worth to
stress on the importance of standards for the IoT technological development. Not only stan-
dards help to determine the best technical protocols to be used for dynamic applications and
service in IoT, but also it is important where they can help in accelerating the spread of the
IoT technology.

M2M has a similar meaning of IoT in its context [204]; many authors consider that M2M
is focusing on the automatic cooperation between participating entities comparing to IoT
to achieve desired services. Although typical M2M devices are not equipped with enough
computation power due to hardware specifications or limitations, simplified protocols for
resource-constrained devices have been suggested. Industry 4.0 [205–207] and Industrial
Internet Consortium (IIC) [208, 209] have considered standards for practical applications
on M2M in an industrial domain; they are proactively trying to develop new application
platforms for manufacturing floors, such as factories, manufacturing facilities, etc. In the fu-
ture, direct communication mechanisms among different M2M devices are required to realize
flexible and scalable service systems among a number of service domains [210]. Table 4.1
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summarizes the relationship between M2M and IoT standards in a layered fashion.

The IoT puts into consideration both constrained nodes and networks, therefore, historical
full-stack protocols are not adequate to be deployed on constrained nodes. As a consequence,
constrained protocols have been suggested for an IP network as well as the application layers.

• Message Queue Telemetry Transport (MQTT ) [211] is an M2M/IoT connectivity
protocol that is lightweight publish/subscribe messaging transport; it is useful for the
connections with remote locations where a small code footprint is required and–or
network bandwidth is at a premium. Multiple clients connect to a broker then subscribe
to one of the topics presented. When clients are connected to that specific broker, they
are able to publish their messages to the topic(s) they are subscribed to. Since topics
are seen as a hierarchy in their nature, clients are able to handle all topics in the same
way as a file system. The protocol defines three Quality of Service (QoS) levels: (a)
QoS 0 that is related to delivering a message once with no confirmation, (b) QoS 1 for
delivering a message at least once with confirmation required, and, (c) QoS 2 related
to delivering a message exactly once by using a four-step-handshake. With those levels,
clients and publishers can control the QoS delivery levels according to the service model
being considered. Since MQTT protocol requires an underlying transport that provides
order and reliable communications, TCP is exclusively used for MQTT to fulfill such
necessity. Additionally, TLS is being used to realize a secure function on top of the
MQTT protocol.

• Constrained Application Protocol (CoAP) [212] is a simple application layer pro-
tocol that is used by simple electronic devices. It enables such nodes to communicate
with the wider Internet using similar protocols. Traditionally, CoAP is designed to
easily translate different format to Hypertext Transfer Protocol (HTTP) for simpli-
fied integration with web systems while also meeting some specialized requirements,
such as simplicity, very low overhead and multicast support [213, 214]. It provides a
request/response interaction model between application endpoints, hence, proxying be-
tween CoAP and HTTP can easily have messages translated through an intermediary.
Simplicity, very low overhead, and multicast are crucial for the IoT and M2M devices
that tend to be deeply embedded and have very low memory and power supply; in that
essence, efficiency is a very important factor. CoAP has the ability to run on most
devices that support User Datagram Protocol (UDP) or UDP analogue, optionally to
Datagram Transport Layer Security (DTLS), to provide a high level of communication
security. Since it defines two types of messages (i.e., request and response), it uses two
simple types of messages, named requests and responses. The format of the header
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(short fixed-length binary 4 bytes) is shared by these types of messages where each
message contains message ID which is used to detect duplicates. In CoAP, the message
procedures are carried with either a method or a response codes, respectively.

• IPv6 over Low power Wireless Personal Area Networks (6LowPAN ) [215,216]
is designed in favor of low-power devices with limited processing power capabilities. The
6LowPAN group defined the encapsulation and header compression mechanisms so that
IPv6 packets can be transmitted and received over the IEEE 802.15.4 base networks.
Such protocol provides some functionalities, such as adaption layer for interoperability
and packet formats between IPv6 and IEEE 802.15.4 domains, addresses resolution
between IPv6 addresses and IEEE 64 bit extended addresses on IEEE 802.15.4 and
adapting packet sizes between a traditional IP network and an IEEE 802.15.4 network.
Maximum message size is limited up to 128 bytes in the IEEE 802.15.4, hence, the
fragmentation process associated with this protocol is optimized to covey an IPv6
payload effectively. The protocol uses a dispatch field that is found in the first part
of the packet to recognize a type of the packet and defines two types of dispatches as
well, first and subsequent fragments, for carrying an IP datagram. Conventionally, the
first fragment is used to carry a compressed IPv6 header information, a transport layer
header and the first part of a payload; on the other hand, the subsequent fragments
are used to carry only a part of the IPv6 datagram payload since the compressed IPv6
header should be an overhead in the limited payload size of IEEE 802.15.4.

Wireless Local Area Network

IoT embedded devices use a communication facility to connect to the Internet. A well-known
network standard, IEEE 802.3 (the Ethernet) [217, 218], is used to provide such functional-
ity. Some of the IoT devices do employ such standard to connect to a network when the
participating devices are fixed in a facility because power over Ethernet (PoE) can provide
electric power to devices as well. Lately, the power usage of IoT devices has been rapidly
reduced according to the advancement of semiconductor technology. As a consequence, mod-
ern IoT devices use wireless communication devices to get access to the Internet. Below is
the mainstream standards to achieve a local network.

• IEEE 802.11 [219,220] is a known standard for Wireless LAN; recently, WLAN devices
support IEEE 802.11n/ac that support Multi-Input Multi-Output (MIMO) technologies
on both 2.4 and 5 GHz bands. New standards for different bands have been suggested
because existing wireless bands for WLAN are limited and crowded.
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• IEEE 802.11ad is a Wireless Gigabit (WiGig) standard which supports 7 Gbps on 60
GHz band. The purpose out of it is to enable the provisioning of a high throughput per-
formance in a limited space; this is because a 60 GHz signal attenuates proportionally
with the distance.

• IEEE 802.11af is a similar Orthogonal Frequency Division Multiplexing (OFDM)
technology on TeleVision White Space frequency spectrum (TVWS) which is sub-
GHz bands. The OFDM signal’s bandwidth in such standard is 6 or 7 MHzs’ that
is equivalent to the TV broadcasting signal. IETF provides a standard for channel
sensing method since the TV towers are using TVWS bands; conventionally, IoT de-
vices should have the ability to sense signals from TV towers or check TVWS databases
for adoption. IEEE 802.11af is becoming the mainstream standard that provides high
throughput performance on TVWS sub-GHz bands.

• IEEE 802.11ah resembles IEEE 802.11af in its functionality as both standards make
use of the TVWS bands available. Despite their similarity, the target of each one differs
than from the other; the IEEE 802.11ah focuses on long-distance communication with
low power consumption and supports 1 and 2 MHz’s bands to increase the communi-
cation distance. Accordingly, this standard needs to be a core stream standard within
the IEEE 802.11 series for IoT devices as the participating devices in IoT require a long
communication distance rather than of high throughput performance.

WiMAX

IEEE 802.16 is a collection of wireless broadband standards that provides data rates from
1.5 Mb/s to 1 Gb/s. The recent update (802.16 m) provides a data rate of 100 Mb/s for
mobile stations and 1 Gb/s for fixed stations. The specifications are readily available on the
IEEE 802.16 working group website (IEEE 802.16, 2014).

Wireless Personal Area Network/Wireless Neighborhood Area Network

1. Alliance: There exists alliance groups that develop products for IoT due to the reason
that, barely, all IEEE standards for wireless communication define fundamental speci-
fications and not to the extend to make products with mutual compatibility. Wireless
HART [167], Thread [221], Wi-Sun [222,223] and ZigBee [224,225] are some of the
specifications that are based on the IEEE 802.15.4.

- Wireless HART is a wireless standard that expands HART (Highway Addressable
Remote Transducer) standard of digital industrial automation protocols for processes
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automation in factories. One of the advantages of HART is that it has backward
compatibility to traditional HART instruments.

- Thread is an IPv6 based mesh topology network protocol that provides Thread net-
working stack on top of the IEEE 802.15.4; this will allow each Thread end device to
connect to the Internet through native IP protocols.

- Wi-Sun stresses on field area networks for applications (e.g., home energy manage-
ment, distribution automation, and advanced metering infrastructure); it helps in pro-
visioning secure IPv6 communications over an IEEE 802.15.4g based wireless mesh
topology network.

- ZigBee’s latest version, 3.0, provides a seamless interoperability among wide range
of smart IoT devices. It also defines standard specifications to all levels of network
specially applications levels for practical services.

IEEE 802.1 Time Sensitive Networking [226] aims at realizing deterministic
communication that ensures real-time communication, transmission delay, and data
throughput. The main advantage of this standard is to realize both real-time and
critical message deliveries on standardized Ethernet components. This standard is an
extension protocol of Ethernet AVB protocol (IEEE 802.1 Audio/Video Bridging) in
which those extensions provide minimal transmission latency and high availability in
comparison to traditional wireless standards.

CSRmesh, protocol runs over Bluetooth Smart [227], provides message relying over
a number of Bluetooth Smart devices as well as enables different products, such as
tablets, smartphones, etc. to employ Bluetooth Smart to interact with devices within
the range of the CSRmesh network directly.

Z-Wave [228] listed as wireless communication protocol on a sub-GHz band that is
used for home automation; it provides reliable, the low-latency transmission of data
packets chunks at speeds up to 100Kbps. The physical and MAC layers of this stan-
dard use source-routed mesh network architecture to help to deliver messages to the
indented destination. Such usage complies with ITU-T G.9959 recommendations [229].
Like typical standards, the Z-Wave network is identified via a Home ID where each
participating device is identified via a Node ID as well. In general, Z-Wave has two
basic device types: (a) controllers to control other Z-Wave devices, and (b) slaves which
are controlled by other Z-Wave controllers. In addition, the Z-Wave alliance defines
some profiles specifically for home automation, e.g., ZigBee 3.0, hence guaranteeing the
interoperability factor between devices of different vendors.
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2. IEEE 802.15.4: This standard is allocated to low-rate wireless personal area networks
(LR-WPANs) [230], thus, it primarily focuses on both low transmission rate (250 Kbps)
as well as power consumption as the participating IoT devices are assumed to operate
in a tiny/limited battery capacity. There exist three types of nodes in such standard:
(a) Reduced-function devices ’RFDs’, (b) Full-function device ’FFD’, and (c) PAN
coordinator. Such nodes can coordinate to construct either peer-to-peer or star topology
networks, but since the limitations that are associated with the smart devices, the
maximum packet size is limited to 127 Bytes that include both a header as well as a
payload to be transmitted.

(a) IEEE 802.15.4g another standard that is an extension of the IEEE 802.15.4 for
low-rate wireless neighborhood area network. It facilitates the control process of
the very large scale applications, such as Smart Utility Networks (SUNs) with
minimal infrastructure, in the presence of many fixed end-nodes. Metering of
electricity, gas, etc., are the targeted utility out of this extended standard. In
general, IEEE 802.15.4g builds a smart WNAN; it extends a data payload size of
2,048 Bytes compared to the traditional IEEE 802.15.4. The IEEE 802.15.4e is a
standard for MAC layer mechanisms; it is used to realize a low power intermittent
operations. It is used alongside with IEEE 802.15.4g as it does not define any
physical layer in its configuration.

(b) IEEE 802.15.4k is a physical layer specification for low energy critical infrastruc-
ture monitoring network. It is used to provide a low transmission rate (< 10Kbps)
as well as a long-distance communication (> 1km). As a consequence, the IEEE
802.15.4 will be from the mainstream standards that are going to be used for the
IoT devices.

Wireless Wide Area Network

IoT services are incorporating Cloud services to provide functions to the end-IoT nodes.
Hence, communication technologies for wide area networks (WANs) are crucial to realize
practical services for IoT. Below is a discussion of the mainstream for WANs.

• Third Generation Partnership Project [231] developed a number of different stan-
dards dedicated to the cellular network systems (i.e., 2G/3G/4G/5G mobile communi-
cation). The main objective of this standard is to achieve high-speed communication,
hence, letting smart devices’ communication over cellular networks and exchange data
in a fast manner (where data rates range from 9.6 Kb/s (2G) to 100 Mb/s and 1Gb/s
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(4G/5G)). Second-generation (2G) includes GSM and CDMA, third-generation (3G)
includes UMTS and CDMA2000 and the fourth generation (4G) includes LTE. Trends
for 4G and 5G cellular networks have two main categories: (a) high-speed communi-
cation, and (b) low-speed communication associated with low power consumption. For
example, LTE Advanced Release 13 is shedding the light on the new specifications for
the IoT devices as well as defining new terminal categories, such as category M1 which is
designed to support a narrow-band communication and Narrow Band (NB)-IoT which
limits a bandwidth that is less than 180 kHz. Furthermore, it does update the Power
Saving Mode ’PSM’ specifications and does define an extended Discontinuous Recep-
tion ’DRX’ to prolongate an intermittent reception interval of paging mechanisms to
drop the power consumed.

• Low-Power Wide-Area Networks (LPWAN) is a new designed standard for wireless
communication technology; it supports low data rate, low power consumption and
long-distance communication. As a concrete example of this standard, we highlight
LoRa [232] and SIGFOX [233] below:

- LoRa is intended for wireless battery operated smart things to enable IoT. It has a
star topology where base stations are seen as a transparent bridge that relay messages
between endpoints and servers. Data rates in LoRa are ranging from 0.3 Kb/s to 50
Kb/s and it operates in 868 and 900 MHz ISM bands. A base station of LoRa is not
that expensive in comparison to that of SIGFOX because radio devices for endpoints
and base stations almost have the same specifications. Mainly it aims at guaranteeing
interoperability between different operators in one open global standard. In general,
LoRa provides symmetric links for the endpoints available and helps attached things
to have a battery life up to 10 years.

- SIGFOX builds cellular style systems to serve communication services while em-
ploying an ultra-narrow band (UNB) technology, hence, it helps network operators to
adopt their technology for conventional IoT deployments. SIGFOX helps vendors to
develop their own products via the endpoint available; endpoints in this technology use
bidirectional communication to provide high-quality communication service.

• GSMA/eSIM The specifications for GSMA Embedded SIM (eSIM) [234] provide
standard mechanisms for M2M connection management. Conventional cellular devices
need a physical traditional SIM card to connect to network operator; SIM card should
be installed into a device’s slot to function and connect to the networks available.
GSMA/eSIM assume Embedded Universal Integrated Circuit Card (eUICC) as a new
embedded SIM function for smart devices; the eUICC identification information (eIC-
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CiD) associated to the eUICC allows both the over the air ‘OTA’ provisioning of an
initial operator subscription as well as changing of subscription from one operator to an-
other. An eSIM selects a profile from the installed profiles according to the commands
from the subscription manager of a mobile network operator.

OASIS

The technical committee of OASIS has published the Extensible Resource Identifier (XRI)
standards and the Extensible Resource Descriptor (XRD) [235,236]. The syntax of the XRI
leverages both the uniform resource identifier (URI) and the internationalized resource iden-
tifier (IRI) specifications [237]; it defines a generic syntax for structuring abstract identifiers
so that they can be shared among various application domains and embedded transparently
found within different URI schemes. Thus, the XRI provides a standard mechanism for re-
sources identification in an abstract way and independently of its concrete representation.
Whereas, the XRI Resolution Standard defines a generalized secure protocol for resolving
XRI information by the means of the resource descriptions and the HTTP/HTTPS URI
information [235].

4.8.2 Open-Source Internet of Things Platforms

In IoT systems, messages can travel from one end-device to another application and/or
device via the available WAN, PAN, and platform layer. Recently, a number of open sourced
platform layer standards have been suggested in some organizations to address fast delivery
of messages between participating smart nodes and devices.

• OneM2M standard provides a common M2M service layer that can be easily embedded
within different hardware and software components [238]; it defines a number of use
cases and requirements for a common set of protocols, APIs, identification and naming
of smart devices and applications, security and privacy mechanisms, interoperability,
information model and data management, management aspects, as well as services.
The benefit of the OneM2M standard is that it considers horizontal service domains in
IoT to help to reuse information and creating new values out of such reused information
as well.

• Web of Things (WoT) is a new standard that is used to handle real-world objects
and help them be a part of the World Wide Web [239]; it provides a simplified ap-
plication layer to create new IoT products. Despite the fact that this standard uses
HTML5/JavaScript as developing languages, the developed codes should be able to
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operate on different kind of hardware, software, and operating system components to
realize such integration. Moreover, WoT defines additional standards to obtain infor-
mation via Web APIs, as a consequence, web applications on every IoT smart device
are able to connect each other via those APIs.

• IEEE 2413 defines an architectural framework for IoT where it includes descriptions
of different IoT domains, the definition of IoT domain abstraction and identification
of commonalities between different considered IoT domains [240]. Furthermore, it pro-
vides some reference architectures to build a reference model according to a practical
service application. The architectural framework defined in this standards focuses on
cross-domain interaction, aids system interoperability, functional compatibility as well
as fuels the growth of the IoT market.

4.8.3 System Model

Recent IoT services have been developed on a vertical system model in which each layer has
been designed by an organization or a company. In turn, a recent trend of standardization
considers horizontal system model to achieve scalable and interoperable operations in IoT’s
services [241]. As the previous sections indicate, different types of standards protocols have
been suggested to establish cooperative mechanisms between horizontal services domain;
those protocols usually focus on standardization in an applications layer. Hence, they assume
that inter-accessibility between nodes is guarantee. Contrarily, practical IP networks have
some issues with inter-accessibility because of the differences in IP protocol versions and
firewalls. Thus, the proposal of a new IoT service layer design to realize inter-operation
between end-nodes in different networks is needed.

The current IoT layer model assumes that IP networks are transparent which means end-
nodes have the ability to access each other [241]. Such an assumption would be reasonable
when an IoT service is operated in a closed IP network, e.g., smart metering systems. As a
consequence, a new IoT layer model should be considered to have a middleware layer between
the IP and transport layers to achieve transparent connectivity between those end-nodes.

4.9 Internet of Things Integration Practical Guidelines

A framework for sustainable interoperability in IoT is needed; this framework can (and
should) learn from the best-of-breed interoperability solutions from related domains to take
the good approaches while understanding the differences that the IoT poses [242]. The below
five steps can address some of the most common challenge in IoT integration:
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1. Adopt an API-first approach: this approach is relevant to the IoT project(s) as they
depend on mobile/Cloud Computing technologies that use API-centric approaches.
However, this concept should not be misinterpreted as an API-only approach. The API
– on its own – is insufficient to meet all the criteria needed to scale up the integration
in large-scale distributed systems in a secure way [243].

2. Communication requirements identification for IoT devices: As a first step, identify
how things will communicate then select the best-suited technology accordingly (i.e.,
this can be ranging from cellular networks to short-range wireless technologies, e.g.,
ZigBee or Bluetooth) [34, 35]. Furthermore, it is also crucial to consider other factors,
such as the number and types of things, and how different technologies can handle
such variables. Afterwards, identify the optimal network topology "considering new
trends as Fog edge computing or gateways" that best suits the requirements for devices’
autonomy, aggregation, localized computing, etc. Once such areas are met, it will be
easier to assess whether a bundled IoT platform meets the identified criteria for the
integration or whether additional solution(s) would be needed to build a network for
the participating things.

3. Leveraging Cloud for data and process integration: This step focuses on IoT platforms
integration with core business processes [244]. The built-in integration capabilities of
IoT platforms are good enough for initial deployments. For example, using an IoT
platform for initial implementation, then use a commercial integration solution, e.g.,
iPaaS 2 platform, to scale up the project being worked on, support more complex
integration to implement workflows or to access advanced integration features, e.g.,
high performance, general-purpose translation.

4. Using selective traditional software: Most enterprises have substantial investments to-
wards on-premises integration middlewares. Despite the non-optimality of those tools
for IoT devices connectivity or Cloud services integration, they can help if the used IoT
platform must integrate with data and applications that are mostly on-premises [245].

5. API management tools usage: The capabilities of API change in different IoT platforms
or other types of middleware. Good management of API involves adding a third-party
API management solution to IoT platforms to ensure secure and reliable scaling as
APIs widely increase [246]. This holds true if projects involve many APIs are exposed
to public networks to provide sensitive or restricted data to end-users.

2see source: www.gartner.com/it-glossary/information-platform-as-a-service-ipaas/
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4.10 Internet of Things Software Development and Challenges

The emergence of IoT brings a new class of software and–or applications and additional
efficiency constraints due to the limited resources of the things. Software-specific require-
ments, communication and connectivity ability of devices have introduced new challenges for
IoT systems’ interoperability. With the ever-increasing number of interconnected embedded
devices, there is a need for new software solutions to help developers manage software and
hardware interoperability issues in a scalable, smart and an efficient way.

4.10.1 Internet of Things Proposed Software Architectures

IoT architecture is still under construction, it is not fixed and does not have a concrete
shape yet. However, the rapid development of IoT has triggered a wave of unreasonable
expectations [247]. For example, some industries have launched huge projects despite that
the key technologies, including the basic architecture of IoT, are still not fully determined.
Hence, it would be dis-advantageous to IoT development and may cause an unexpected loss.

A number of researchers adopted microservices architecture [248] which is a new software
design pattern that aims at addressing interoperability issues by promoting lightweight–
independent services that perform single functions and collaborate with other similar services
using well-defined interfaces. Each microservices is dedicated for a single functionality, hence,
independent services can be easily deployed into the production environment and any service
modification would not affect the whole system. Microservices architecture has multiple
advantages, such as independent deployment, the complexity under control, providing more
options for technology stack and fault tolerance. All these desirable properties facilitate
the development of IoT software and applications on a large scale. Furthermore, they help
standardize services’ interfaces allowing them to communicate with each other even if they
have been developed and deployed on heterogeneous platforms.

4.10.2 Real-world IoT Deployment Platforms

Eclipse Hono, which originates from Eclipse IoT project [249], allows the provisioning of
remote service interfaces for connecting different devices and interacts with them uniformly
regardless of their type or communication protocol. The platform provides a number of
protocol implementations, i.e., HTTP REST, MQTT, etc., Cloud front/back-ends, Machine-
to-Machine (M2M) management, devices’ authentication, and management among others.
It also provides the possibility of multi-tenancy, meaning that the same infrastructure can
be shared between different tenants to allow the scaling options for the development of huge
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software platforms and applications.

In addition, Kuksa [250], an open-source platform, addresses specific demands of the con-
nected devices where it uses and extends existing technologies to ease development, analysis,
and activities for IoT and Cloud-based approaches for interconnected objects. It also pro-
vides a basis for new application fields as it contains a Cloud platform that interconnects a
wide range of devices via Internet connections. This platform is supported by an integrated
open-source software development environment including various technologies to cope with
software challenges for devices collaborating in the IoT system.

4.11 Future Directions for the Internet of Things

After connecting people anytime and everywhere, the next important step is to integrate
heterogeneous things among themselves and with the Internet [1]. This integration will
allow the creation of value-added interoperable services and applications, enabled by their
interconnections, in a way that they can be integrated with the current and new business
and development processes.

Edge Computing introducing IoT data sources globally strengthens challenges already
faced with “Big Data” [251], in particular when considering the typical deployment models
of the IoT where data provided by smart sensors (i.e., at the edge of the infrastructure) are
transmitted to data centers (i.e., at the core of the infrastructure) for processing. Conveying
entire data sets across infrastructures becomes an unrealistic proposition, where instead,
approaches that strive to collect data and do computations closer to the sensors (e.g., Edge
Computing [252], Near-Data processing [253], etc.) are more practical alternatives to such
scenarios. Edge Computing disseminates data to be processed away from the core of the
infrastructure and closer to the latter’s edge, as close to the data sources as possible, even
trying to make such processing on/at the device itself. Placing the processing near to data
sources is beneficial in cases of video, for example, whose transport across infrastructure can
claim considerable network resources (i.e., not forgetting the resources that are needed for
its storage). It is considered to be more resource-effective to process real-time information
at its source than extract all relevant features, such as objects, faces, etc. in the Cloud.
With Big Data, the cost of transmitting data from its source to the computing facilities
(i.e. destination) is a major concern. Reducing data movement by making computations
near to data sources is an approach that is known as Near-Data Processing (NDP) [253].
Edge computing converts used communication protocols by the participating devices into a
language that modern smart things can understand; this makes it easier to connect things
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with modern IoT platforms.

Integrating Social Networking with IoT Social Internet of Things (SIoT) has been
suggested by Atzori et al. [254] to address the strong interest of using social networking to
enhance the communications among different IoT things. There is a trend of moving from
IoT to a new vision of the WoT that allows smart objects to become active actors and peers
on the Web [255,256]. Social networks are proposed to perform automatically the discovery of
things and services and, thus, improve the scalability of IoT similar to human social networks.

Developing Context-Aware Middleware Solutions for IoT By 2020, billion of things
will be connected together. When such a huge number of things is connected to the Internet,
it will not feasible for individuals to process all the data collected by them. Context-awareness
computing techniques, e.g., middleware solutions for IoT, are suggested to understand sensor
data in better ways to help decide which data must be aggregated and processed [257].
Currently, most middleware solutions do not possess context-awareness capabilities. The
European Union has identified that context-awareness is a crucial research area and specified
a time-frame (2015-2020) for context-aware IoT computing R&D [258]. Middleware solutions
deals with heterogeneous devices and manages interoperability among them by understanding
the sensory data collected besides providing support to process and store those data and make
their interpretation easy.

Internet of Nano-Things Another vision that involves integrating even more devices
into the IoT is the Internet of Nano-Things. The Internet of Nano-Things is viewed as the
interconnection of nano-scale devices via the Internet and communication networks. While
those devices are purposed to communicate via electromagnetic communications, there are a
huge number of technical challenges that should be addressed before such an idea becomes
feasible [259]. The Internet of Nano-Things is considered a more granular approach to ubiq-
uitous computing than the conventional IoT by embedding nano-sensors inside the devices to
communicate together through nano-networks via the Internet for global connection among
devices around the world.
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4.12 Chapter Summary

In this chapter, we studied the integration and interoperability issues in IoT and some pro-
posed some viable countermeasure to them. Since its inception, IoT services and applications
have been developed to be adapted in a vertical service model, i.e., in which every layer has
been designed by a company or organization. Interoperability and fragmentation among
various service domains are a major challenge. As a consequence, the latest trends of IoT
technologies are to adapt horizontal service domain to achieve interoperability between par-
ticipating things. Various standards and protocols have been proposed by a number of IoT
consortiums to tackle the integration issues. However, current IoT technologies do not fully
make an inter-operation between various devices in different networks. With the help of IP
mobility technologies, interoperability between devices in different networks has been real-
ized. As the IoT market develops, interoperability will be of a crucial factor to the commercial
success of IoT services and applications to enable Internet-based collaborative technologies,
hence, knowledge and understanding of the IoT standardization landscape and the estab-
lished architectures for the IoT paradigm is essential.

In the next Chapter, we study the security threats in the IoT paradigm. We investigate their
impact and effect on IoT’s evolution.
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CHAPTER 5 ENFORCING SECURITY IN IOT SYSTEMS1

5.1 Chapter Overview

The Internet of Things (IoT) is increasingly becoming a ubiquitous computing service, requir-
ing huge volumes of data storage and processing. Unluckily, due to the unique characteristics
of resource constraints, self-organization, and short-range communication in IoT, it always
resorts to the Cloud for outsourced storage and computation, which has brought about a
series of new challenges security and privacy threats. Therefore, in this chapter, we investi-
gate the security threats affecting the IoT paradigm. We study the most relevant issues and
suggest countermeasures to address them.

5.2 Context

With the rise of the IoT technology, the number of IoT devices/sensors has increased signif-
icantly. It is anticipated that large-scale sensor-based systems will prevail in our societies,
calling for novel methodologies to design and operate those new systems. To support the
computational demand of real-time delay-sensitive applications of largely distributed IoT
devices/sensors, the Cloud is migrating to the edge of the network where resources such as
routers, switches, and gateways are being virtualized.

The open structural design of IoT architecture and the extensive usage of the paradigm cause
to encounter conventional security issues for the existing networking technologies. Moreover,
cooperation generates challenges as new security challenges can disrupt the systems’ regular
functionalities and operations. Furthermore, the new horizons in IoT has led to several public
security concerns including threats of cyber-attacks, privacy issues, and organized crimes. In
this chapter, we want to understand the security threats and challenges across the different
layers of the architecture of the IoT systems. We aim at providing and suggesting guidelines
for researchers and practitioners interested in understanding IoT security issues based on
the solutions and countermeasures proposed in the literature. We want to give them the
opportunity to explore the facts that attacks have been launched, and how such challenges
can be addressed and which issues still persist.

1Part of the content of this chapter "Enforcing security in Internet of Things frameworks: A Sys-
tematic Literature Review", Mohab Aly, Foutse Khomh, Mohamed Haoues, Alejandro Quintero, and
Soumaya Yacout, is published in Internet of Things: Engineering Cyber Physical Human Systems,
DOI:10.1016/j.iot.2019.100050
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5.3 Study Methodology

The following subsections describe the methodology followed to achieve our research objec-
tives.

5.3.1 Conducting the Study

Data Sources

Literature was collected by conducting an exhaustive systematic search on the major in-
dexing databases following the guidelines given in [179]. An electronically-based search was
performed with IEEE Xplore, ScienceDirect, Springer, ACM Digital Library, Engineering
Village, Web of Science and Google Scholar using the following terms: “Internet of Things"
AND “security" AND (“issue" OR “challenge" OR “threat" OR “solution" OR “countermea-
sure" OR “mitigation"). Scientific papers pertaining to IoT security published between 2000
and 2018 were searched. Then, some results were eliminated to ensure this study would
only include data from journals, conferences and white papers of the highest quality in their
respective fields. This step was carried out by choosing the published studies in journals,
conferences with high impact factors and competitive acceptance rates. The citation count of
the studies chosen on Google Scholar was also verified to assess their impact on the evolution
of this emerging paradigm. Some studies were excluded due to their obvious quality problems
(for example, a study is only a small increment over a previous study, a technical report ex-
tended into a journal or a conference/workshop paper, etc.). However, if a conference paper
is extended into a journal version, only the journal version was considered.

Search and Selection Process

Relevant studies from the above data sources were organized in three rounds as depicted in
Figure 5.3:

Round 1: An electronic search and a scoping review were conducted to identify and categorize
the study-related primary studies according to their scope. The titles and abstracts were read
in order to select the most relevant studies. Then, all irrelevant studies were removed from
the initial list.

Round 2: At this step, the remaining studies from Round 1 were read carefully and other
irrelevant studies were removed following the selection criteria proposed by [181].

Round 3: A snowball search was carried out according to the guidelines suggested by [260].
More specifically, a backward snowball search using the reference list of studies obtained from
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Figure 5.1 Overview of the Security Study Methodology

Round 2 was applied to identify new studies and decide whether to include them. These new
papers were read carefully afterward.

5.3.2 Quality of the selected papers

Different inclusion and exclusion criteria were applied to the remaining set of studies gener-
ated by the second and third rounds. Such selection criteria help decide whether to include
a paper for further investigation. Relevant studies that were retained were only used for the
purpose of analyzing the study and answering the research questions stated herein. Moreover,
only papers that address issues related to IoT security requirements, threats and those that
propose countermeasures to overcome such challenges were selected. Furthermore, documents
in the form of abstracts, papers submitted and PowerPoint presentations were excluded from
this study.

5.3.3 Organization of the Study

The following paragraphs describe the motivation for three distinct parts in this study, once
the targeted studies were selected:

Part 1: The IoT reference models were described. This part provides a comprehensive
overview of the different IoT frameworks presented. It aims at identifying the trade-offs
followed to represent the IoT topologies and highlight the challenges and issues that will help
draw the map designed to illustrate the state of research on the security aspects at each layer
in these frameworks.

Part 2: Studying the general security requirements in the scope of IoT while identifying
the threats in the edge-side layers of the proposed reference models. This part investigates
the potential security threats that can affect the paradigm while stressing on what is needed
in order to enforce good security practices in IoT frameworks. This exhaustive analysis can
help provide a comprehensive overview of the common security issues and challenges that
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hinder the IoT ecosystem. Furthermore, it can help identify some future work that can be
addressed by researchers to better improve the security aspects and address them in such
frameworks.

Part 3: Analyzing the proposed countermeasures so that possible security challenges can
be addressed. This part identifies different countermeasures at each layer to overcome the
security threats by intruders to lead to better use of the system. And, last but not least, the
emerging security challenges that have yet to be explained in depth in previous works are
introduced. This part identifies some of the future work that can be conducted in order to
cover additional threats that might be exposed to the IoT frameworks.

5.4 Research Questions

This chapter answer the following research questions:

• RQ6.1.: What are the main issues pertaining to IoT security?

Identifying the main security issues faced by the IoT ecosystem will help develop solu-
tions to mitigate them. This question aims at providing an overview of the current IoT
security challenges and identifying the main studies that address such a topic. RQ1 is
a preliminary facilitator for both RQ2 and RQ3.

• RQ6.2.: What solutions are proposed to address the IoT security?

This question illustrates the proposed solutions in the retrieved literature that address
the IoT security issues identified in RQ1. It provides a comprehensive overview of the
proposed solutions, benefits as well as their limitations.

• RQ6.3.: What further research might be needed to extend and improve IoT
security?

This question aims to identify the main aspects of IoT security that need to be im-
proved. Based on the limitations of the proposed solutions generated by RQ2, this
question identifies some future works for the research and industrial communities to
better improve the IoT security.

5.5 Internet of Things Security Requirements

IoT-based systems often manage huge amounts of information to be used for sensitive services,
ranging from industrial management to e-health care monitoring. Hence, IoT systems have



90

become an attractive target for attackers interested in eavesdropping and stealing sensitive
information that may be of interest to interfere with the system they are trying to access.

They attempt to compromise IoT components, such as Edge nodes and computing devices,
to launch attacks against third party entities. In the IoT system, each connected device
could be a potential path to personal data or the IoT infrastructure (HP Enterprise and
[261]). Concerns in data security are very important nowadays due to their impact, but
the potential risks associated with the IoT will reach new levels as autonomous decision-
making and interoperability begin to embed complexity, security loopholes, and potential
vulnerabilities. More privacy risks will evolve since the complexity that could be found may
create more weaknesses related to the services provisioned within the IoT system (i.e., such
information will be related to our personal data; for example, location, date of birth, budgets)
and others that will need to be protected to maintain the secure transmission of data between
objects. As this consists of one of the challenges in Big Data, security researchers and staff
need to ensure they think through the potential privacy risks that will be associated with
the entire data sets generated.

A critical requirement of IoT is that objects must be interconnected. This gives them the
possibility to perform specific tasks, such as sensing, communicating, processing, etc. IoT is
able to acquire, transmit and process information from end-nodes, such as sensors, RFIDs,
gateways via the network to perform and accomplish highly complex tasks. The paradigm
should be able to provide applications with strong security protection for online payment
applications. For example, IoT should be able to protect the integrity of payment information
[262]. There are widespread concerns about the need for more comprehensive support of
security in the IoT system. At a broad level, security requirements are broken down into
several categories:

• Confidentiality ascertaining that the data flow is unintercepted and that the end-
system is not corrupted to prevent intruders from stealing data, credentials or config-
uration parameters. It implies that the data is accessible solely to authorized entities.
The IoT system processes then stores confidential data either at the edge components
or on the Cloud to be retrieved afterward. It is also a major aspect for the organization
since they may store sensitive information or strategic industrial secrets.

For instance, client databases are valuable assets. Thus, disclosing it may be disas-
trous not only for the organization but also for the users involved. This criterion is
important for IoT devices as they handle sensitive information. For instance, unau-
thorized access that broadly discloses personal information in the health sector could
cause life-threatening situations [263,264].
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• Integrity ascertaining that IoT information received/stored has not been compromised
in an unauthorized manner. Infection caused by viruses and worms can be utilized by
an inimical agent to alter the original data, thus impacting integrity (among other
possible damage). Integrity can also be considered in the context of authentication:
making sure that devices are actually what they claim to be and that the identity of
the systems/users is not compromised, which is also a necessary component to provide
reliable service in the IoT ecosystem. IoT infrastructure hosts critical information;
any data manipulated can cause severe damage to the users due to mis-computations.
Devices therein must thus ensure that collected information and received commands
are legitimate. For instance, a sensitive IoT-based service, e.g., military service, must
maintain a high integrity level. Integrity attacks on medical device [265] may have life-
threatening outcomes, an IoT Enabled Enterprise Resource Planning (EERP) service
must prevent fraud and collusion. There are regional laws, such as HIPPA, that forces
organizations to maintain a high level of integrity when processing data related to
sensitive services. Data integrity is very important since a cybercriminal attacker may
try to manipulate sensitive data by exploiting a misconfigured device or exploiting a
software vulnerability.

• Availability refers to the assets that are easily accessible and usable upon request
by authorized entities (e.g., parties or systems). Such criterion allows data collec-
tion and prevents service interruptions. The IoT availability is needed to provide a
fully-functioning Internet-connected environment. A large service provider, Amazon
Web Services (AWS), faced several unavailability issues [266] which caused services
disruptions for a number of popular websites, such as IMDb, Netflix, and Amazon’s
Instant Video and Books websites. Also, BitBucket, a well-known website that hosts
open-source coding projects, was down for an entire weekend because of a Distributed
Denial of Service attack (DDOS). It took AWS 18 hours to be able to identify and fix
the situation they experienced [267]. Denial of service and flooding attacks are not the
only threats to availability; hardware and software failures can also disrupt services.

Authors in [268] discuss four additional key security aspects that should be considered along-
side the aforementioned requirements in order to achieve a secured communication framework
for people, software, processes, and things:

Authentication:- Things in IoT should be able to identify and authenticate other things.
Despite the fact that this is an important factor, this process can be very challenging due
to the nature of the IoT system: a variety of entities are involved, such as devices, services,
providers, processing units, etc., that may need to interact with each other for the first
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time [269]. Hence, a mechanism to mutually authenticate entities in every interaction is
needed.

Lightweight solutions are a unique security feature that came into place because of the
limitations found within the computational and power capabilities of the devices participat-
ing in the IoT. This is not a goal in itself, but rather a restriction that should be taken into
consideration while designing and implementing different IoT protocols, either when encrypt-
ing or authenticating data and devices in the ecosystem. Algorithms need to be compatible
with the limited devices’ capabilities.

Policies and standards must be in place to ensure that data is managed, protected and
transmitted in a secure and efficient way. In addition, mechanisms to enforce such policies are
needed to help entities consistently apply the standards. Service Level Agreements (SLAs)
and Service Level Objectives (SLOs) must be clearly elaborated in every service provisioned.
Currently used policies in the computer and network security fields may not be applicable for
IoT due to the heterogeneous and dynamic nature of the ecosystem. Enforcement of policies
will introduce trust between users which eventually results in the growth and scalability of
the IoT system.

There is a need to have key management systems to allow devices (including sensors) to
exchange some encrypted materials to ensure data confidentiality. Lightweight key manage-
ment systems need to be present in all frameworks to enable trust between different entities
and distribute keys among them by consuming minimum resources.

• RQ6.1.: Internet of Things Security Issues and Challenges

Before addressing the security issues that are related to the IoT paradigm, we would first like
to provide some details regarding the terminology used in the IoT paradigm. Two expressions
are most commonly used in IoT security: "secure thing" and "security attack". A secure thing
is a thing that meets the aforementioned security requirements (see Section 5.5), whereas,
a security attack threatens the balance of the requirements and disturbs the system. It
is important to understand the characteristics that shape security when defining what a
secure thing is: a number of properties contribute in making the IoT unique in terms of
the challenges that need to be addressed and coped within it [270]. According to the Italian
National Research Council (INRC), six key features are characterizing the IoT paradigm [271]:

Heterogeneity is related to the variety of devices, technologies, services, and environments.
The IoT ecosystem is expected to be highly heterogeneous as a multitude of things from
various manufacturers will be integrated to accomplish certain tasks or provide specific ser-
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vices. Therefore, compatibility and interoperability must be considered to ensure that the
IoT becomes effective.

Scalability is needed to avoid the explosion of resources, exchanging data and operations.
Both the heterogeneity and scalability are of primary importance in a complex and dynamic
system such as IoT systems. Highly scalable protocols must be adopted in IoT to interconnect
the vast number of things found. This, in turn, will influence the security mechanisms.

Cost Minimization can be guaranteed by optimizing the development, maintenance, costs
and energy consumption as well as by developing from scratch energy-efficient solutions.

Self as IoT will exhibit a low human intervention (if not completely absent) as objects
should offer self-capabilities. Among the notably offered self-capabilities: (a) high degree
of configuration autonomy, (b) self-organization and adaption to various scenarios, (c) self-
reaction to events and stimuli to which objects are subjects and (d) self-processing of huge
amounts of data exchanged which can also be used by third parties.

Observance of Quality of Service (QoS), e.g., bandwidth, delay, is mandatory for the
services and applications characterized by sensitive inelastic (real-time) traffic.

Secure environment must be guaranteed in terms of security of communication, authen-
tication, integrity of data and devices, the privacy of users and personal data and trustwor-
thiness of the environment and of the involved parties.

- Internet of Things Vulnerabilities
Since the adoption of the Cloud-IoT paradigm enables several new applications, an in-
depth analysis of the security threats and vulnerabilities at each layer that appears in both
worlds is provided. For the sake of simplicity, the seven-level IoT architecture was reduced
to a four-level model: sensing, network management, service (Fog-edge), and Data Cen-
ter/Virtualization (Cloud) layers where all the functionalities are found. The attacks that
reside at each level are highlighted along with a summary of the possible countermeasures
against them in a level-by-level fashion.

1. Sensing layer In this layer; security concerns can be classified into two main cate-
gories:

• Security requirements at the IoT end-node: physically security protection, access
control, authentication, non-repudiation, confidentiality, integrity, availability and
privacy.

• Security requirement in the sensing layer: confidentiality, data source authentica-
tion, device authentication, integrity, availability.
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Below is a summary of the potential threats at the aforementioned categories.

- Unauthorized access: Edge computing devices operate in unstable environments
where physical access to the devices may be possible, making them vulnerable to a
great extent possible to software/hardware attacks. Intruders with physical access to
the devices participating in the system may be able to extract critical cryptographic
information, tamper with the circuit and modify their programming configuration or
even change their operating systems [272, 273]. Physical attacks on edge computing
devices may cause permanent destruction for the system exposed, the main purpose
of such an attack is to extract valuable information for future use, e.g., find fixed
shared keys between devices. In recent attacks on Nest thermostats [273], the attacker
tried to replace the default configuration firmware with a malicious one to alter its
functionalities. This attack enabled the intruders to control thermostats in spite of the
fact that they do not have physical access to the devices.

- Spoofing attack: This attack aims to obtain unauthorized access to the network.
Malicious nodes injected into a specific network can get access to other nodes where
it will be possible to control the network on behalf of the attackers [274]. A malicious
node can also be used by the attacker to feed the system with false data or to prevent
the delivery of genuinely authenticated messages [275].

- Selfish threat and node replication attacks: Attackers add new nodes, e.g., a ma-
licious one, to a set of existing nodes by replicating the identification number of an
existing node. Then, they send it into the formed network to operate. Such kinds of
attack lead to a serious reduction in network performance. The attacker can easily
corrupt/misdirect packets that arrive at the replica [276]: this leads to severe damage
to the system by giving the attacker the ability to obtain authorized access to extract
cryptographic shared keys between existing nodes [274]. Authorized nodes can be re-
voked via node replicas simply by executing node-revocation protocols [276, 277] to
unbalance the system.

- Malicious code (can also be launched at the network layer): codes, such as Trojan,
virus and junk messages, have emerged as major security concerns in the integrated
circuits manufacturing [278,279]. It is a malicious manipulation of an integrated circuit
that enables the attackers to use the circuit in the way they want or to exploit its
functionalities to gain access to data or software running on that piece of circuit [280].
The attacker alters the design before/during the fabrication process and specifies a
triggering mechanism to active such malicious behavior of the Trojan and gain access
to the system being attacked [278]. There are two categories of Trojans based on their
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triggering mechanisms:

(a) internally-activated Trojans that can be activated once certain circumstances are
met inside the targeted integrated circuit [280] (e.g., Trojans wake up after a
specified timespan when a triggering signal is received from a countdown circuitry
added by the attacker), and;

(b) externally-activated Trojans that can be triggered wirelessly by an antenna or a
sensor that can easily interact with the outside world [279].

- Distributed-DoS (DDoS) attack: On October 21st, 2016, Mirai, a powerful mal-
ware was able to infect hundreds of thousands of connected smart devices all over the
world via, what is called a dictionary attack, which is composed of 50-62 entries [281].
It relies on the fact that those connected devices are using default login credentials
which users almost never change. This massive botnet (i.e., network of infected de-
vices) was in turn considered the largest DDoS attack ever seen in the world, reaching
a magnitude of 1.2 Tb per second. This malware was designed to target mostly IoT
devices, such as Closed-Circuit Television (CCTV) Cameras, DVRs and home routers.
In general, it is meant to infect and control them using the entries of the dictionary
attack where when the attack is exploited, devices are then reported to a control server
to be used as a part of a large-scale botnet [282]. The formed botnet is used to commit
several types of DDoS attacks, exploiting a wide range of network protocols, such as
TCP, UDP, HTTP, DNS, and GRE [283] where traffic types (e.g., TCP SYN packets,
HTTP GET, and POST requests and GRE packets) often appear legitimate and in-
tended for the victim’s network, making them difficult to detect. Hence, the botmaster
is able to control the Mirai Control and Command (C&C) servers to take down both
the victim’s devices and network.

- Denial of Service (DoS) attack: Battery draining, sleep deprivation, and outage
attacks are three renowned DoS attacks perpetrated against edge computing devices.
They are viewed as follows:

(a) Node sizes are usually limited. They must thus carry tiny batteries with limited
energy capacity to operate. This has allowed battery-draining attacks, a very
powerful one that might lead to serious consequences in an indirect way, such as
failure to report a security emergency to the sink node, or node outage. If intruders
can find ways to exhaust or drain a node’s battery on a device, they would be able
to bring down the system they are trying to attack [284]. Such kinds of attack could
destroy a network if recharging any of the nodes found is difficult [285]. To drain a



96

battery, the attacker floods a node with tons of random packets and forces it to run
its checking mechanisms, an authentication mechanism for example. Numerous
attacks regarding battery-draining were thoroughly discussed by [286,287].

(b) Sleep deprivation is a tricky DoS attack in which the victim, from the inside, drains
the battery-powered node endowed with a limited energy capacity. In such type
of assaults, the attacker tries to send an undesired amount of requests that seem
to be legitimate to the limited energy capacity nodes. Thus, detecting such kind
of attack is much more difficult compared to a simple battery-draining attack.
The idea behind this attack was depicted by [288] and it helped Martin et al.’s,
a research team who examined meticulously the impact of the sleep deprivation
attacks on energy-constrained devices [286].

(c) Node outage happens due to the stoppage of functionalities of an edge device par-
ticipating in a system. In some cases, a number of devices or administrator devices
may stop performing due to an unintended error in their manufacturing process,
battery draining, sleep deprivation, code injection or unauthorized physical access
to any of the nodes found. Injection Stuxnet [289] is a very famous example of
outage attacks that affected Iran’s nuclear process control program a few years
ago. The attack modifies the industrial process control sensor signals in which the
targeted system loses the ability to detect abnormal behavior. Hence, the system
cannot be turned off, not even in the presence of an emergency situation [289,290].

- Availability: where end-nodes stop working as they are physically captured or logi-
cally attacked.

2. Network management layer The network layer’s functionality is to connect all
things found within the IoT environment and allow them to be aware of their sur-
roundings. It is capable of aggregating data from different existing IT infrastructures
before transmitting them to other layers, such as sensing, service layers, etc. The IoT
connects a variety of different networks which may cause a number of difficulties on the
network such as security and communication problems. The deployment, management,
and scheduling of networks are vital for the network layer in the IoT. This will enable
devices to perform tasks in a very collaborative way.

- DoS attacks: The standard DoS attack aims to jam the transmission of radio sig-
nals in order to flood the system. Two types of active jamming attacks are analyzed
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in [291, 292]: namely, (i) intermittent (aka non-continuous) jamming where the jam-
ming itself is periodic and as a result, nodes can send/receive packets periodically; (ii)
continuous jamming, which involves complete jamming of all transmission. The goal of
constant jamming consists of blocking all transmission that occurs in the system. With
intermittent jamming, attackers intend to manipulate and reduce the performance of
timely-sensitive systems. Consider a fire detection system designed to monitor the air
of a confined environment in order to notify the fire department automatically once
the levels of certain gases reach a predetermined threshold. Attackers can make the in-
tercepted system unreliable by intermittently jamming node-to-node and node-to-base
transmission easily. This way, the system becomes unresponsive if constant jamming
is used. A number of research efforts have examined the effectiveness of launching
DoS attacks against various transmission protocols, including Bluetooth [293], 6Low-
Pan [294] and ZigBee [295]. Attackers can launch DoS using malicious nodes or routers
by inserting a node/router that can intentionally violate the communication protocol to
generate collisions or create communication jams [274]. A malicious node or router may
refuse to route messages or it could intend to misdirect them to take down the service,
in a constant or intermittent way. Constant DoS attacks are usually easily detected,
whereas intermittent ones require accurate and efficient monitors to be noticed.

- Transmission threats: Fraudulent packets can be injected into communication
links using three different attack methods: (i) insertion, (ii) manipulation and (iii)
replication (aka replay) [274]. During the insertion phase, attackers add new packets
into the communication network: the insertion attack can generate and send malicious
packets that seem legitimate to the system. The manipulation phase involves attacks
to capture packets before modifying them, e.g., updating the header information with
newly added values, checksum, and data, then sending the manipulated packets to other
nodes. In the replication attack, assailants capture the packets exchanged between two
things before replicating the same packets. A stateless system that does not keep track
of previous packets or system states is prone to replication attacks.

- Data breach: Eavesdropping (aka sniffing) refers to accessing private conversations
over the communication mediums or links [296]. Such an attack can provide infor-
mation to the assailant when data is unencrypted. In such a situation, confidential
information, for example, usernames and passwords, can easily be extracted. Pack-
ets transmitted also carry access control information, such as node configuration and
identification, shared network password, etc., eavesdropping can provide valuable in-
formation about the system being attacked. Attackers can use and process such kind
of information obtained to design other custom-made attacks. For instance, if attack-
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ers can intercept and extract the information needed to add a new node to the set of
authorized nodes, they could easily add malicious nodes to the system and manipulate
the system accordingly.

- Routing attacks (can also be launched at the sensing layer): Such kind of attacks
affect how messages are routed from the source to destination. Attacks that affect the
route of the messages are called routing attacks. Intruders may use the routing attacks
to spoof, re/mis-direct or drop packets at the communication level. Altering attacks
are considered the simplest type of routing attacks in which attackers can change the
routing information, for example by generating routing loops or false error messages
so that messages are easily misrouted. A number of other serious attacks have been
identified in the literature, such as Black Hole, Hello Flood, Gray Hole, Worm Hole,
and Sybil. They are briefly described below:

(a) Black Hole [297, 298]: this attack is launched by using a malicious node that
attracts all of the network traffic with a nasty trick: it advertises that it has the
shortest path to destinations in the network. Consequently, all packets are sent
to that malicious node and the attacker can process the packets accordingly or
simply drop them to disturb the system.

(b) Hello Flood [299, 300]: is based on the fact that a node disseminates ”HELLO
PACKETS” to indicate its presence to its neighbors. The nodes that receive
such notifications may assume that they are within a communication range of
the sender. Therefore, in this case, the attacker uses a malicious node with high
transmission power to send ”HELLO PACKETS” to every participating node in
the network and claims it is its neighbor.

(c) Gray Hole [298]: this is a variation of the Black Hole attack where nodes drop
some packets in a selective way.

(d) Worm Hole [301]: it is a severe attack that can be launched even when the con-
fidentiality and authenticity methods are guaranteed within the communication
system. During this attack, first, assailants record packets at one location in the
network and then they tunnel them to a different location.

(e) Sybil [302]: the attacker adds/uses nodes with fake identities so that legitimate
nodes can be out-voted from the system; e.g., if a node ID is represented by 32
bits, attackers can randomly create 32 bits identities. In some networks, where
new nodes are not allowed to join, attackers can steal the identities of legitimate
nodes and use them to conduct a Sybil attack.
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3. Service layer Fog-edge computing is an emerging technology. Hence, its vulner-
abilities have yet to be adequately explored. In some scenarios, such as smart city
infrastructure, applications and services will require to bring Cloud-like resources or
computing entities closer to end-users where computations can be done. This will re-
duce latency and unnecessary traffic to be sent over to the Cloud in a significant way.
With the help of Fog nodes, Fog computing can achieve such a goal. This resides in
the fact that Fog nodes are much tinier than Cloud nodes but more powerful than the
smart devices or systems at the extreme end of the IoT spectrum. Such nodes offer
high performance and low latency to process and aggregate localized data. Thus, an
IoT Fog that spans across the access, aggregation and core layers within the network
domain and the things of the IoT will improve the feasibility of any system being dealt
with in a significant way.

A few research efforts that address the attacks on edge computing primarily focus on the
possible threat to the sensor networks [303,304]. Below are some of the attack scenarios
against the service layer-based scheme. Despite the fact that such attacks were designed
to target conventional networks, they also apply to Fog-edge based systems.

- Privacy threats: Malicious input injection happens due to insufficient input data
validation. Attackers inject a malicious input that causes service providers to carry
on operations on behalf of the attacker. They may inject malicious input into the
servers by adding an unauthorized component to one of the lower levels (i.e., edge node
or communication levels) and they are then able to steal data, bypass authentication
levels, and compromise databases’ integrity. Standard database error and database
messages may also help them to easily compromise the system. In situations where
the attackers have no idea or knowledge of the databases’ tables, forcing an exception
may reveal more details about each of the tables found, as well as the names of their
fields [305]. Attackers might use the leaked information from additional components,
such as servers and service providers, to perpetrate a number of attacks, for example,
traffic analyses and tampering attacks. Moreover, a service which can generate verbose
fault warnings provides a useful tool for developers and designers. However, the same
kind of warnings can provide excessive information in operational environments.

- Service abuse: Logging helps to detect an intrusion or a hacking attempt. Devel-
opers need to log events, such as un/successful authorization, authentication attempts,
and application errors. Edge computing-based systems may be damaged as a conse-
quence of insufficient logging [306]. It is recommended to encrypt log files to ensure
secure information placing.
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4. Data Center/Virtualization layer Recently, IoT and Cloud Computing have ex-
perienced an independent evolution. However, a number of mutual advantages were
identified in the literature and are foreseen in the future as a result of their integra-
tion [307]. The Cloud benefits from IoT by extending its scope to be able to deal with
real-world things in a more distributed manner while delivering new services in a large
number of real-life scenarios. On the other hand, IoT can benefit from the unlimited
virtual resources and capabilities of the Cloud to overcome its technological constraints
(processing, storage, energy, etc.). The Cloud offers effective solutions to implement
different IoT services and applications that exploit the things and the data produced by
them: it acts as a middleware between the things and the applications where it hides all
the implementation complexity and the functionalities necessary to deliver the latter.
This kind of interaction will have a huge impact on future application development
where information gathered from things, processed and transmitted will open the door
for new challenges to be addressed [308].

Here is a summary of the security issues that impact such integration and the possible
countermeasures against them.

- Data security: There are different data issues for the Cloud paradigm: security risks
vary from minor to significant losses. Data breaches [309] take place when an attacker
succeeds to disclose users’ confidential data thus hindering data confidentiality. Threat
agents may be internal or external; they can be a malicious employee or a hacker.
Data breaches usually cause serious financial losses. In Data Lock-in [310], clients are
unable to move their data from a Cloud Service Provider (CPS) to another; portability
is an issue especially in SaaS and PaaS products due to lack of standards. Since
resources are shared among different customers, a malicious user may try to recover
data stored in the volatile memory. Data remanence issue pertains to the residual
representation of data that was nominally erased or removed [311].

-Virtualization: The success of the Cloud relies on a highly virtualized infrastructure.
Although virtualization allows multiple users to share the same physical hardware, it is
one of the major concerns for Cloud users since users are isolated logically. Protecting
the virtualized environment against attacks requires protecting virtual machines and
underlying hypervisor. Many attacks were developed by exploiting the VMs or the
hypervisors. For instance:

• VM Poaching is a type of denial of service attack. It takes place when a malicious
VM consumes more resources than it is allocated and starves other VMs within
the hypervisor. Virtual Machine Monitor (VMM) must limit resources that can
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be assigned to a single VM [312]. It impacts availability (labelled ”A”).

• VM Rollback is an attack in which a malicious hypervisor executes an older version
of a VM without the VM owner’s awareness. This attack resets the VM to an
earlier version and state which allows an attacker to delete traces including logs
and execution history. An attacker may use this technique to return to a previous
version to undo security patches, which leaves the VM vulnerable [313]. This
impacts Integrity (I).

• VM sprawl [314] occurs when many unused VMs continue to consume resources
(energy, CPU, memory, storage, licenses) so Cloud administrators can no longer
manage them efficiently. This phenomenon causes wastes as unused computing
resources are not recycled nor reused. Lacking adequate controls and governance
over VMs management causes VM sprawl. This impacts Availability (A).

• Hyperjacking takes place when an attacker injects a rogue to control the hyper-
visor and gain complete access to the virtual environment. As hypervisors run
in privileged levels and control all VMs. This approach is more interesting for
hackers as it provides them with access to all underlying VMs [315]. This impacts
Confidentiality, Integrity, and Availability (C, I, A).

• VM Escape [306] is similar to Hyperjacking as it uses a VM to access the host. The
attacker starts by infecting a VM before accessing lower layers. [316] describe a
VM escape vulnerability that was discovered in Xen. This impacts Confidentiality,
Integrity, and Availability (C, I, A).

• In VM hopping [317], intruders exploit a vulnerability to allow their migration
from one VM to another one on the same hypervisor. This attack compromises
both the VM’s separation and the host. Since different users can be on the same
host, it can compromise and impact the Confidentiality, Integrity, and Availability
(C, I, A) of their data. VM hopping attacks are a considerable threat.

• VM migration is a benefit of virtualization. A VM can move or copy itself from one
host to another which improves availability. However, VM migration brings many
security issues as a VM may be altered during migration [318]. An attacker can
intercept the VMs which can lead to data leakage. Also, if a VM contains malicious
code, it can spread it to the other hosts and VMs. This impacts Confidentiality
and Integrity (C, I).

• Side-Channel Attack [319] is based on the information acquired from the phys-
ical implementation of a system such as CPU usage, memory usage, and other
resources. This very sophisticated attack is hard to implement. Timing attacks,



102

power consumption attacks, and differential fault analysis are some examples of
this type of attack [320]. It impacts Confidentiality (C).

- Availability: Attacks on availability such as DoS attacks have always been a major
threat. They are more frequent and sophisticated in the Cloud environment. If attack-
ers target an organization by launching a DoS, they may also harm other organizations
who share the same Cloud resources. Attacks on availability vary from the networking
layer to the application layer [321]. In flooding attacks, an attacker tries to saturate the
network bandwidth to prevent it from responding to legitimate user traffic: attackers
can exploit TCP, ICMP, DNS, etc. The attack can be directed towards the network, the
application or reflective attacks may pass through a botnet. Spoofing attacks usually
occur with flooding attacks to hide packets origin or to bypass firewalls and filters.

In addition to the well-known traditional DoS attacks that can target the Cloud in-
frastructure, a new kind of DoS attacks emerged since the democratization of Cloud
Computing: Distributed-DOS (DDoS) attacks in the Cloud often result into Economi-
cal Denial of Service (EDOS) attacks since it is hard to cause resource starvation when
computing resources are auto-scaled on-demand. The real problem with DDOS attacks
in Cloud is that consequences are not limited to the victim VM and its resources, but
also to CPSs infrastructure and consequently other Cloud users. During a DDOS, a
CSP may waste money to restore its services, other tenants hosted on the same physical
machine may be affected since VMs are co-hosted. The negative impact ranges from a
quality of service degradation to, in the worst-case scenario, complete unavailability.

-Authorization: Many known attacks target weak authorization checks such as TOC-
TOU (Time of Check, Time of Use) [321]. These kinds of attacks are dangerous as
successful attackers obtain privileged access to the Cloud infrastructure. Missing au-
thorizations checks is another type of TOCTOU attacks [322]. An example would be
a user who shares a DropBox link that provides access to his file: anyone who knows
the URL can access the file.

5.6 Review of Machine Learning and Deep Learning Applications in IoT Secu-
rity

Common Machine and Deep Learning (ML & DL) algorithms are contributing to the IoT
security perspective. Such algorithms handle the construction of machines that progress
automatically through experience [323]. Recently, learning algorithms have been widely used
and applied in practice. The current advancement of learning algorithms has been driven
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by the development of new algorithms and the availability of big data in addition to the
emergence of low-computational-cost algorithms [323].

In the following subsections, we discuss the most promising ML and DL algorithms in IoT.
Firstly, we discuss traditional ML algorithms, their advantages, disadvantages, and applica-
tions in IoT security. Secondly, we discuss DL algorithms, their advantages, disadvantages,
and applications in IoT security.

5.6.1 Machine learning (ML) methods for IoT security

In this subsection, we discuss common ML algorithms (i.e., Decision Trees (DT), Support
Vector Machines (SVMs) and Baysen algorithms, and their advantages, disadvantages, and
applications on IoT security.)

1. Decision Trees (DTs). DT-based methods are classified by sorting samples according
to their feature values. Each node (vertex) in a tree represents a feature, whereas each
branch (edge) denotes a value that the node can have in a sample to be classified.
Samples are classified starting at the origin node and with respect to their feature
values. The feature that helps to split the training samples optimally is deemed to
be the origin node of the tree [324]. A number of measures are used to identify the
optimal feature that best splits the training samples, including the Gini index [325]
and information gain [326]. Kotsiantis et al., in [327] summarized the main points for
simplifying DT construction. First, pre-pruning or post-pruning is applied to the tree
to reduce its size. Secondly, the space of the states searched is adjusted. Thirdly, the
search algorithm is enhanced. Next, the data features are reduced by disregarding or
removing redundant features through the search process. As a final step, the structure
of the tree is converted into an alternative data structure, such as a set of rules. The
main drawbacks of DT-based methods are summarized as follows [327]. Firstly, they
require large storage due to the nature of construction. Secondly, understanding DT-
based methods are easy only if few DTs are involved, however, certain applications
involve a massive construction of trees and several decision nodes. In such applications,
the computational complexity is high and the underlying model for classifying samples
is complex.
A DT is used as the main classifier or collaborative classifier with other ML classifiers in
security applications, such as intrusion detection [328,329]. For instance, a prior study
suggested the use of a fog-based system call to secure IoT devices [330]. The study
used DT to analyze network traffic to detect suspicious traffic sources and consequently
detect DDoS behavior.
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2. Support Vector Machines (SVMs). Are used for classification by creating splitting
hyperplanes in the data attributes between two or more classes so that the distance
between one hyperplane and the most adjacent sample points of each class is maximized
[331]. In theory, SVMs were established from statistical learning. Initially, they were
created to categorize linearly divisible classes into a two-dimensional plane including
linearly separable data points of different classes (e.g., normal and abnormal). SVMs
are suitable for datasets with a large number of feature attributes but a small number
of sample points [332, 333]. They are expected to produce excellent hyperplanes that
deliver maximum margin by increasing the distance between one hyperplane and the
most adjacent sample points of each class. SVMs are scalable and capable of performing
real-time intrusion detection and updating training patterns dynamically.
SVMs have been widely used in a number of security applications, such as intrusion
detection [334–336], they are efficient in terms of memory storage due to the creation
of hyperplanes to divide data points with a time complexity of O(N2), where N refers
to samples number [332, 333]. In its relation with IoT environments, a study [337]
developed an Andriod malware detection system to secure IoT systems and applied a
linear SVM to their system. They compared the performance detection of SVMs’ with
other ML algorithms, including, naive Bayes (NB) and DT. The results showed that
SVM outperformed the other ML algorithms and confirmed the robust application of
SVM for malware detection. In another research work direction, the SVM was used as
a way to secure smart grids besides detecting abnormal attacks in them [338]. Such
work showed that ML algorithms:- SVM, perceptron, ensemble learning, and sparse
logistic regression are important enough in detecting un/known attacks, performing
better than traditional methods used for attack detection in smart grids.

3. Bayesian theorem-based algorithms. This theorem explains the probability of an
incident on the basis of previous information related to the incident [339]. For ex-
ample, DoS attack detection is associated with network traffic information. Hence,
compared with assessing network traffic without knowledge of previous network traffic,
using Bayes’ theorem can evaluate the probability of network traffic information. A
common ML algorithm based on Bayes’ theorem is Naive Bayes (NB) classifier.
NB classifier is an outstanding supervised classifier which is known for its simplicity. It
is able to calculate posterior probability and use Bayes’ theorem to forecast the proba-
bility that a particular feature set of unlabelled examples fits a specific label with the
assumption of independence amongst the features. For example, in intrusion detection,
NB can be used to classify the traffic as ab/normal. The features that can be used for
traffic classification, such as connection protocol (i.e., TCP and–or UDP), connection
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duration and connection status flag, are treated independently by the NB classifier
despite that such features may depend on one another. On the other hand, in NB clas-
sifications, all features contribute to the probability that the traffic is normal or not;
thus, the modifier (naive) is used. NB has been used for anomaly detection [340, 341]
as well as network intrusion detection [342, 343]. The key advantages of NB classifiers
include simplicity, low training sample requirements, ease of implementation, robust-
ness to irrelevant features (features are preserved independently), and applicability to
binary and multi-class classification [344]. However, NB classifiers cannot capture use-
ful clues from the interactions and relationships among features. Features interaction
can be important for accurate classification, particularly in complex tasks in which
the interaction can significantly help the classifier to increase its discrimination power
among classes [345].

5.6.2 Deep Learning (DL) methods for IoT Security

Recently, DL applications to IoT systems have become an imperative research topic [346].
The vital advantage of DL over traditional ML is its superior performance in large datasets.
Since several IoT systems produce a large amount of data every day; hence, DL methods are
suitable for such systems. Furthermore, DL can automatically extract complex representa-
tions from data [346]. Its methods can enable the deep linking of the IoT environment [347].
Deep linking is a unified protocol that permits IoT-based smart devices and their applications
to interact with one another automatically with no human intervention. For instance, the IoT
devices in a smart city/home can automatically interact to form a fully smart city/home [346].
DL methods provide computational architectures that combine several processing layers to
learn data representations with several levels of abstraction. Compared with the traditional
ML methods, DL methods have enhanced the state-of-the-art applications in a very con-
siderable way [348]. DL is an ML sub-field which uses several non-linear processing layers
for generative or discriminative feature abstractions, and transformation for pattern analy-
sis. In addition, DL methods are best known as hierarchical learning methods as they can
capture hierarchical representations in deep architectures. The working principle of DL is
inspired by the working mechanisms of neurons for processing signals and the human brain.
Deep networks are constructed for supervised learning (discriminative), unsupervised learning
(generative learning) and the combination of such learning types, which is called hybrid DL.
Recurrent Neural Networks (RNNs) is an example of discriminative DL methods. Restricted
Boltzmann Machines (RBMs) is an example of hybrid DL methods.
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Recurrent Neural Networks (RNNs)

RNNs were suggested to handle sequential data. In different applications, forecasting the cur-
rent output depends on the analysis of the associations from several prior samples. Hence,
the neural network’s output is based on the present and past inputs. In such a formation,
a feed-forward NN is inappropriate because the association between the input and output
layers are preserved with no dependency [349]. For applications that consist of sequential
inputs, such as text, speech and–or sensor data, RNNs are recommended [348, 350]. RNNs
integrate a temporal layer to capture sequential data to learn multifaceted variations through
the hidden units of the recurrent cell [351]. Such hidden units are modified according to the
data presented to the network where these data are updated continuously to reveal the cur-
rent condition of the network.
The RNN processes the current hidden state by estimating the subsequent hidden state as
an activation of the formerly hidden state. RNNs are used because of their ability to manage
sequential data effectively. This ability is advantageous for different tasks, such as threat de-
tection, where patterns of the threats are time-dependent. Thus, using recurrent connections
can improve neural networks and reveal important behavior patterns. The main limitation
of RNNs, however, is the issue of vanishing or exploding gradients [352]. Furthermore, RNNs
can be used in IoT security. For instance, smart devices generate large sequential data from
different sources, e.g., network traffic flows, which are considered a key feature for detecting
several potential network attacks. [353] discussed the feasibility of RNNs to examine network
traffic behavior to detect malicious behavior and confirmed the usefulness of RNNs in classify-
ing network traffic for accurate malicious behavior detection. Thus, RNNS provide practical
solutions in real-world scenarios. Exploring RNNs and their variants are of significance in
improving IoT system security, more specifically for time series based threats.

Restricted Boltzmann Machines (RBMs)

RBMs are deep generative models that are developed for unsupervised learning [354]. RBMs
are undirected models that have no link(s) between any two nodes in the same layer. Such
models consist of two types of layers: (1.) visible and (2.) hidden layers. The visible layers
hold the unknown inputs, whereas the hidden layers consist of multiple layers that include the
latent variables. The research in [355] developed a network anomaly detection model that
is able to overcome the inherent challenges in developing such a model. Those challenges
include the generation of labeled data required for the effective training of the model because
a network traffic dataset is multi-part and irregular.
Another challenge is the constant evolution of anomaly behavior with time. Hence, the
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Table 5.1 Securing IoT systems using potential ML–DL methods

Methods Working Principle Advantages Drawbacks Potential Application
in IoT Security

DT

DT-based method uses a DT to establish a model
(i.e., a prediction model) to learn from training

samples by representing them as branches
and leaves. The pr-trained model is then used

to predict the class of the new sample.

Simple, easy-to-use
and transparent methods.

Requires large storage because of
its construction nature. Understanding DT-based
methods is easy only if few DTs are involved.

Intrusion detection [328,329]
and suspicious traffic sources [330].

SVM

Form splitting hyperplanes in the feature
dimension of two or more classes such
that the distance between hyperplane

and the most adjacent sample
points of each class is maximised [331]

Are best known for their generalization
capacity and suitability for data

consisting of a huge number of feature
attributes, but only a small number of

sample points [332,333].

Difficulty of selecting optimal kernel.
Understanding and interpreting
SVM-based models are difficult.

Intrusion detection [334–336],
malware [337] and attacks

in smart grids [338].

NB

Calculates posterior probabilities.
It uses "Bayes" theorem to forecast
the possibility that a particular
feature set of unlabeled samples

fit a specific label with the assumption
of independence among features.

Are best known for their simplicity,
ease of implementation, low

training sample requirements [344]
and robustness to irrelevant features

(Features are preserved independently).

Handles features independently,
hence cannot capture useful clues from
the relationships and interactions among

features. (It may work effectively in
applications whose samples have

dependents and–or related features.

Network intrusion detection [342,343].

RNNs

Integrate a temporal layer to take
sequential data and learn multi-faced
variations with the hidden unit of the

recurrent cell [351].

RNNs and their variants have
achieved excellent performance

in many applications with sequential
data. In some cases, IoT security data
consists of sequential data; hence, RNNs
have potential application in IoT security

The main disadvantage of
RNNs is the issue of vanishing

and–or exploring gradients [352].

Can classify network traffic
with high accuracy in detecting

malicious behavior [353]. RNNs and
their variants show considerable

potential in improving IoT system
security, more specifically for time

series-based threats.

RBMs

Are deep generative models developed
for unsupervised learning [354] . They are
completely undirected models with no link
between any two nodes in the same layer.

Using a feedback mechanism or RBMs
allows for the extraction of numerous vital
features via an unsupervised approach.

Have high computational cost;
hence, implementing them on resource-
constrained IoT devices to support

onboard security systems is challenging.

Can be used for network anomaly
detection [355].

model should be adapted dynamically to detect new forms of attacks and generalized to detect
anomalies in different network environments. To solve such kind of challenges, the researchers
proposed a learning model based on a discriminative RBM; that model was selected due to its
ability to combine generative models with suitable classification accuracy to detect network
anomalies in a semi-supervised fashion even with an incomplete training set of data [355].
Table 5.1 shows Potential ML–DL methods for securing IoT systems and their advantages,
disadvantages, and applications in IoT security.

• RQ6.2.: Internet of Things Security Countermeasures

In this section, several countermeasures against the aforementioned threats are presented.
Moreover, each defense is described in a level-by-level fashion.

5.6.3 Countermeasures for the Security Threats in the Sensing Layer

Privacy and Side-channel analysis

Such analyses provide an effective approach to detect both malicious software/firmware in-
stalled on an entity and hardware Trojans.

A.1.1) Malicious software/firmware detection

Were addressed by several research teams. For example, [356,357] identified the effectiveness
of traffic signal analyses to detect malicious software/firmware installed on an IoT entity.
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As mentioned above, malicious nodes and traffic analysis signals can reveal critical valuable
information about the device while in operation. Similar to the Trojan detection mechanism,
methods of malware detection can process side-channel signals to find abnormal behaviors
of such participating device, e.g., a significant increase in the device’s power consumption,
which is the outcome of the malware installed therein.

A.1.2) Trojan detection

Traffic analysis signals, including timing [280,358,359], power [360,361] and spatial tempera-
ture [360,362] have the ability to detect malicious injection and Trojans. Hence, they can be
used to help countermeasure a device’s infection. Malicious injection and Trojans in circuits
affect the power and delay characteristics of the circuit’s wires and gates and manipulate
heat distribution on the silicon Integrated Circuits (ICs). To detect hardware Trojans, side-
channel signal-based Trojan detection mechanisms are used to compare the characteristics of
a Trojan-free reference IC with the physical characteristics and the heat distribution map of
the suspicious IC. The timing-based methods simply detect Trojans by testing the IC with
several efficient delay tests that are highly sensitive to small changes in the circuit delay
alongside the affected paths then differentiate Trojans from process variations. Power-based
analyses offer an activity monitoring method that can be used to detect suspicious activi-
ties, i.e., Trojan detection enabled within the IC being worked with/on. Furthermore, the
spatial temperature-based mechanisms rely on infrared imaging techniques which offer IC
thermal maps. Generally, silicon is transparent in the infrared spectral region: this trans-
parency provides users with infrared thermal emissions maps generated by infrared imaging
techniques [362].

Trojan Activation Strategies

Aim at partially/fully activating the Trojan circuitry to facilitate Trojan detections. Several
approaches were proposed [280, 363, 364] in which the common goal consists of detecting
and magnifying the disparity between the behavior, outputs or side-channel leakages of a
Trojan-free circuit and a Trojan-inserted circuit. [365] proposed an efficient methodology,
called MERO, to derive a compact set of test patterns, minimize test time and cost while
maximizing the probability of covering Trojan detections. It can be used to increase the
detection sensitivity of many side-channel Trojan detection. The concept behind that is to
detect low probability conditions at internal nodes, select candidate Trojans trigger-able by
a subset of such rare conditions then derive an optimal set of vectors that can track each of
the selected low probability nodes.
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Intrusion Detections

They make sure that general rules are not modified nor broken down by providing reliable
approaches to defend against battery attacks (see subsection 5.5) caused by DoS where they
have the ability to detect unusual requests to the targeted node. A number of ongoing efforts
provide efficient intrusion detection designs in order to monitor edge nodes as well as to
detect potential threats that may occur because of them [366,367]

5.6.4 Countermeasure for the Security Threats in the Network Management
Layer

Intrusion detection systems (IDSs)

These kinds of systems are needed to be placed at the communication level as a second line of
defense and protection: they monitor network operation and communication links and raise
alters in case of an anomaly, i.e., if a pre-defined policy is bypassed or ignored. Conventional
IDS approaches found in [99, 368] are usually custom-made for WSNs or for the traditional
operation of the Internet. However, few recent IDS proposals address the security and privacy
found in the IoT systems. SVELTE [369] is from the first IDSs specifically designed for such
purpose: it meets the requirements of the IPv6-connected nodes of IoT and it can detect
routing attacks, such as spoofed or manipulated information and Black Hole attacks.

Reliable routing

A vital characteristic of IoT networks that makes it hard to implement secure routing proto-
cols is that intermediate nodes/server might require direct access to message content before
forwarding it. As mentioned above, a number of valid attacks against routing mechanisms
were proposed in the literature. [370] addressed most of the major attack scenarios and they
provide the first detailed security analysis of major routing protocols and practical attacks
against them alongside with countermeasures. Other teams also tried to address both security
and privacy concerns in routing, including [371,372].

Role-based authorization

A role-based authorization system verifies if a unit – for example a service provider, an edge
node or a router – is protected against requests by intruders or malicious nodes in the system.
All participating entities involved in a communication event should be validated to ensure
they are duly authorized via the authorization system [373].
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Cryptographic schemes

Several encryption methods have been introduced to address security issues in communication
[374]. Strong encryption schemes are used to secure communication protocols. They are
considered one of the most effective defenses against most attacks, including eavesdropping
and simple routing attacks at the communication level. Unfortunately, the encryption and
decryption techniques developed for traditional wired networks cannot be directly applied to
most IoT components, more specifically to small battery-powered edge nodes. Edge nodes
are usually tiny sensors with limited battery capacity, memory, and processing power. Using
encryption usually increases memory usage, delay, packet loss, and energy consumption [375].
Variants AES encryption methods yielded promising results to provide secure communication
platforms in IoT. Furthermore, different lightweight encryption methods, such as CLEFIA
[376] and PRESENT [377] were proposed. However, at this time, no promising public key
encryption methods can provide sufficient security while meeting lightweight requirements
[375].

5.6.5 Countermeasures for the Security Threats at the Service Layer

Intrusion detection systems (IDSs)

Can sense and detect the existence of malicious nodes that try to inject invalid data into the
system or even try to violate the policies identified above. A number of research efforts pro-
posed IDS based methods to address injection issues [378,379]. For instance, [378] suggested
the design and implementation of DIGLOSSIA: a new tool designed to detect code injection
attacks on servers in a very precise way.

Pre-testing

The behavior of the whole systems and their components, e.g., edge nodes, servers, routers,
etc., should be carefully examined by feeding different inputs into the system then monitoring
the outputs. Testing updates and design implementation are crucial before using any system,
especially the critical ones [380]. More particularly, simulating different scenarios to see how
the systems react to possible attack attempts is one of the main goals of the pre-testing
method [381].

Pre-testing specifies what data should be logged and what information is too sensitive to be
stored to ensure the security of the edge computing levels. Moreover, input files should be
tested to prevent the danger of malicious injections that could happen. For example, the
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attacker should not be able to execute any command by injecting it into the input files.

5.6.6 Countermeasures for the Security Threats at the Data Center/Virtualization
Layer

Hypervisor Techniques

HyperSafe [321] is designed to provide control-flow integrity to hypervisors. This technique
uses the Trusted Platform Module (TPM) that is designed for the load-time integrity of
the hypervisor such as verifying OS components signatures before loading them. HyperSafe
suggested implementing a non-bypassable memory lockdown which prevents unauthorized
malicious writes on the memory pages.

It performs a restricted pointer indexing which uses the memory lockdown technique. It pre-
computes the control flow targets, then, stores them in a table. Hypervisor Integrity Checking
Solution [382] provides stealth and in-context integrity checking of the hypervisor. It does
not require additional hardware, but it uses the TPM instead as an integrity component. It
implements an out-of-band channel which keeps it stealth. This technique protects hypervisor
from scrubbing attacks where an assailant tries to delete evidence. A verifiable and a non-
interruptible measurement agent is used to check the current state of the CPU as it is an
in-context agent.

[383] proposes an intrusion detection framework for Cloud environments that uses perfor-
mance signatures to detect attacks. This Hypervisor-based Cloud Intrusion Detection System
(HCIDS) does not require knowledge of the underlying operating system or the applications
running on VMs. Patterns of performance metrics are examined from outside of the instance,
directly from the hypervisor, without placing a burden on the Cloud user. Thus, monitoring
is independent of the operating system or applications running on the virtual machines. The
authors suggested installing an agent which communicates with a central decision node, on
each hypervisor node, to ensure central nodes can detect an attack if it occurs. The HCIDS
is a signature-based detection system which only limits its detection to known attacks.

VM Isolation Techniques

This technique ensures that intruders cannot tamper with the guest VMs even if they man-
aged to completely subvert the host. Thus, a guest VM cannot access nor modify the hyper-
visor nor a separate VM. CloudVisor [384] uses a nested virtualization technique by adding
an extra software layer under a conventional hypervisor to protect the privacy and integrity
of users’ VMs. Using cryptography, CloudVisor guarantees the integrity and confidentiality
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of data and software running on the VM even in the presence of an intruder at the hypervisor
level. [385] proposes a Mandatory Access Control based (MAC-based) security architecture
for hypervisors: the technique uses a MAC-based policy to allow coalitions of VMs to share
resources – for example network, disks, memory, domain operations. Bind-time authoriza-
tion is used for high performance whereas a Chinese wall policy is enforced to counter traffic
analyses and side-channel attacks. The latter ensures that certain VMs cannot run on the
same hypervisor system simultaneously.

Secure live Migration Techniques

During the migration process, a VM is vulnerable to tampering attacks. Many approaches
were proposed to secure VM during migration. Inter-Cloud mobility [386] uses a secure
channel dedicated for VM migration between Cloud proxies with non-shared storage and
virtual network migration components. Proxy servers are used in source and destination
Clouds to hide details of their networks which ensure privacy. Besides, proxies restrict access
to hosts to protect them from malicious access. An SSH tunnel ensures that the data is
transferred through a secure path between authorized Clouds.

[387] suggested the Trusted Token migration technique, which consists of strict policy, mi-
gration policy, and some audit components. Policies are defined by the Cloud users: they
specify the acceptable Trust Assurance Level (TAL) value of the target Cloud platform for
VM migration and then, the CPS implements them. The migration audit component helps
users to validate that the CPS follows the defined migration policy. VM migration only
occurs if the TAL value of the destination platform is higher than the TAL value of user’s
migration policy.

Virtual Machine Introspection (VMI)

This feature consists of monitoring VMs from the hypervisor level or a privileged VM to in-
spect states and activities of Operating Systems running inside them (called guest OSes). The
VMI is effective to detect malicious behavior in VMs. Lares [388], an in-VM technique, uses
hooks which are injected in kernel components to target VMs. These hooks trap execution
in the untrusted VM. When hook handlers are invoked due to the execution of the moni-
tored activities, they draw information that will be communicated to the hypervisor. In-VM
VMI requires knowledge and modification of the underlying operating system, as usual, VMI
agents are deployed on guest machines to collect data for analysis. Livewire [389] is a VMI
based on an out-of-VM technique that aims to protect the guest VM kernel code and criti-
cal data structures from being modified. The proposed IDS maintain high visibility on the
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monitored VMs. Livewire retrieves information about VM OS data structures, periodically,
using a hypervisor adapted version of crash logs. If inconsistencies are detected between both
views, it determines whether the guest OS has been compromised. Livewire isolates the IDS
from the VMM to reduce the risk of an IDS compromise leading to a compromise of the VMM.

5.6.7 Blockchain Solutions for IoT Security

A blockchain is fundamentally a decentralized, distributed, shared and immutable database
ledger that stores registry of assets and transactions among peer-to-peer networks. It has
chained blocks of data that have been timestamped and validated by miners [390]. The
blockchain uses elliptic curve cryptography (ECC) and SHA-256 hashing to provide strong
cryptographic proof for data integrity and authentication [391]. Fundamentally, the block
data contains a list of all transactions and a hash to the previous block.

Such technology has a full history of all transactions taken and provides across-border global
distributed trust. Centralized authorities and services or Trusted Third Parties (TTP) can
be disrupted, compromised or hacked. They also can misbehave and become corrupted in the
future, even if they are trustworthy now. In the blockchain, each transaction in the shared
public ledger is verified by a majority consensus of miner nodes that are actively involved
in verifying and validating transactions. Blockchain can be built as (1) permission-ed (or
private) network that can be restricted to a certain group of participants, or (2) permission-
less (or public) network that is open for anyone to join in. Permission blockchains provide
more privacy and better access control [391].

Potential blockchain solutions

Despite a number of potential benefits, digital disruptions constitute many challenges related
to information privacy and security. In the context of IoT, blockchain has been foreseen, by
both industry and research communities, as a disruptive technology that is poised to play a
crucial role in controlling, managing and securing smart devices. It can be a key enabling
technology for providing viable security solutions to today’s challenging IoT security issues.

We discuss and summarize some of the intrinsic features of blockchain that can be immensely
useful for IoT in general and IoT security in particular.

- Address Space. Blockchain has a 160-bit address space, as opposed to IPv6 ad-
dress space which has 128-bit address space [391]. A blockchain address is 20 bytes
or a 160-bit hash of the public key generated by the Elliptic Curve Digital Signature
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Algorithm (ECDSA). With a 160-bit address, blockchain can generate and allocate ad-
dresses offline for around 1.46 ∗ 1048 IoT devices. The probability of address collision is
approximately 1048, which is considered sufficiently secure to provide a Global Unique
Identifier (GUI) that requires no registration or uniqueness verification when assigning
and allocating an address to an IoT device. With blockchain, centralized authority and
governance, like that of the Internet Assigned Number Authority (IANA), is eliminated.
Currently, IANA oversees the allocation of global IPv4 and IPv6 addresses. Moreover,
blockchain provides 4.3 billion addresses more than IPv6, hence making blockchain a
more scalable solution for IoT than IPv6. Many IoT devices are constrained in memory
and computation capacity and therefore will be unfit to run an IPv6 stack.

- Data Authentication and Integrity. By design, data transmitted by IoT devices
connected to the blockchain network will always be cryptographically proofed and
signed by the true sender that holds a unique public key and GUID. This ensures
both the authentication and integrity of transmitted data. In addition, all transactions
that are made to or by an IoT device are recorded on the blockchain distributed ledger
and hence can be tracked securely.

- Authentication, Authorization, and Privacy. Blockchain smart contracts have
the ability to provide decentralized authentication rules and logic to provide single and
multi-party authentication to smart devices. They can also provide more effective au-
thorization access rules to connect IoT devices in a less complex way when compared
with traditional authorization protocols, such as OAuth 2.0, Role-Based Access Man-
agement (RBAC), OpenID and Open Mobile Alliance (OMA) Light Weight Machine-
to-Machine (LWM2M). These protocols are widely used nowadays for IoT smart device
authentication, authorization, and management. Furthermore, data privacy can be en-
sured via using smart contracts which set the access rules, conditions and time to allow
a certain individual, group of users and–or machines to own, control or have access to
reside data at rest or that in transit. In addition, the smart contracts can spell out
who has the right to update, upgrade, patch the IoT software or hardware, rest the IoT
device, change ownership and provision or re-provision of the device.

- Identity of Things (IDoT) and Governance. Identity and Access Management
(IAM) in IoT must address a number of challenging issues in an effective, efficient,
secure and trustworthy manner. Ownership of a device changes during the lifetime
of the device from the manufacturer, supplier, retailer, and consumer [392, 393]. The
consumer ownership of a smart device can be changed and–or revoked if the device gets
re-sold, compromised or decommissioned. Attribute management and relationships of
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an IoT device is another challenge; attributes of a device can include manufacturer,
make, type, location, deployment GPS coordinates, serial number, etc. Apart from
attributes, features, and capabilities, IoT devices have relationships that may include
device-to-human, device-to-service or device-to-device. Smart device relationships can
be deployed by, sold by, used by, shipped by, upgraded by, repaired by, etc.

Blockchain has the ability to address all of the above challenges and solve them easily,
securely and efficiently. It has been widely used for providing trustworthy and autho-
rized identity registration, ownership tracking and monitoring of products, goods, and
assets. Approaches like TrustChain [394] are proposed to enable trusted transactions
using blockchain while maintaining the integrity of the transactions in a distributed en-
vironment. Blockchain technology can be used to register and give identity to connected
IoT devices with a set of attributes and complex relationships that can be uploaded
and stored on the blockchain distributed ledger.

In addition, Blockchain also provides trustworthy governance, management and tracking at
every point in the lifecycle and supply chain of IoT devices, as shown in the above figure,
Fig. 5.2. The supply chain includes multiple players, such as vendors, suppliers, factories,
distributors, shippers, installers, owners, repairers, re-installer, etc. As in figure 5.2, keypairs
can be changed and–or re-issued at multiple points within the lifecycle of an IoT device.
Issuance of keypairs can be done initially by the manufacturer, then by the owner, periodically
after the deployments.

• RQ6.3.: Internet of Things Emerging challenges

So far, a comprehensive study of the numerous attacks against the security of things and
individuals, along with the countermeasures to respond to such assaults, has been provided.
However, emerging security challenges have yet to be explained in details due to their novelty
in the field. In the following subsections, we investigate the challenges being envisaged for
effective implementation of security for IoT devices.

5.6.8 Forensics challenges in the IoTs environments

Most aspect of our lives, if not all, will be changed in the near future, thanks to the IoT.
This will be ranging from managing our homes, cars, and cities, etc. It is only a matter of
time before individuals and–or industries sue one another for misusing and–or misconducting
their smart things and appealing on the attackers who compromised any of the smart sensors
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Figure 5.2 Lifecycle of IoT devices in security management

using the widely known security threats and vulnerabilities. Nowadays, the Internet of Ev-
erything (IoE) is developing a haystack that includes a number of valuable forensics artifacts
to identify, collect, preserve and report evidence or attacks, a challenging endeavor in the
environments. [395] identifies the major forensics threats alongside proposing the potential
promising solutions for them to pave the way towards a secure and forensically sound de-
ployment of IoT networks. This area still, however, needs to be matured enough to address
such an aspect in the IoT world.

In addition, IoT forensics represent various IoT-based aspects and infrastructures that have
the potential of being digitally investigated using forensically accepted methods. This has
been represented via three different forensic aspects: device level forensics, Cloud forensics,
and network forensics [396].

- Device level forensics: it involves collecting potential digital evidence from the partici-
pating IoT devices. Evidence can be collected from the physical devices, for example,
audio, video, memory, graphics, Near Field Communication (NFC) as well as other IoT
devices.

- Cloud forensics: conventionally, most of the IoT based devices involved in the IoT
paradigm were integrated to interact over the network via applications by sharing
resources in the virtualized environment. Attacks in IoT based Cloud environments
target data generated therein [397]. This is due to the evolution of the sophisticated
security threats from the diverging set of devices where most data generated is being
moved to the Cloud.

- Network forensics: they represent IoT based environments that bear a different kind
of networks. In those environments, potential attack logs can be extracted and used
to conduct the digital investigation process. This could apply to industrial or home
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networks, LANs, WANs, and MANs. Any potential evidence extracted from such kind
of environments may be used to develop a hypothesis that can be used in a court of
law following an IoT- based investigation.

5.6.9 Unexpected data usage

With the widespread usage of ubiquitous computing, that is enabled by IoT technologies,
deployment of Internet-connected sensors in modern-day living has been noticeably pervasive.
Recently, a few research efforts have attempted to highlight the unexpected usage of different
types of user/environment- related data gathered by Internet-connected sensors [398–401].
For instance, McKenna et al. provided a list of privacy-sensitive information, such as - number
of residents, daily routine and habits that can be inferred from smart homes’ electricity load
data collected by smart meters [398]. In spite of the presence of such previous efforts, the
extent of private information that could be inferred from presumably non-critical data is
either not well-known or well-understood yet.

5.6.10 Resources limitations and computational complexity

IoT devices are resource-constrained devices. Resources, such as memory, computation,
and energy, which are required for ML and DL deployments, are limited and created an
important bottleneck in the adoption of ML and DL for real-time onboard implementations
[402]. Existing current solutions of computational offloading and execution in the Cloud
suffer from high wireless energy overhead. In addition, the availability of applications for
such solutions is based on network conditions. As a consequence, if the network connectivity
is weak, the Cloud offloading will be unattainable and that leads to the unavailability of the
existing applications.

Another solution that may advance the implementation of ML and DL for IoT security is
the development of edge computing GPUs (mobile GPU), however, GPUs on mobile handles
can still consume considerable mobile battery reserves [402]. On the one hand, enhancing
GPU-based solutions and suggesting efficient offloading strategies are truly important in
the advancement and implementation of ML- and DL-based IoT security, this will boost the
performance of IoT DL applications in IoT systems with Cloud and Edge computing [346]. On
the other hand, developing real-time detection and protection systems are crucial to provide
effective security mechanisms for large-scaled IoT systems. Hence, reducing computational
complexity holds practical importance in future research directions.
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5.6.11 Interoperability of security protocols

For standardizing a global security mechanism for IoT, the protocols implemented at dif-
ferent layers need to interoperate by providing conversion mechanisms. Within the global
mechanism, an effective combination of security standards at each layer can then be defined
through consideration of architectural constraints.

5.6.12 Single points of failures

With the heterogeneous networks, architectures, and protocols, the IoT paradigm becomes
more vulnerable to single points of failure than any other paradigm. A significant numbers
of research work yet needs to be carried out to ensure adequate availability of IoT elements,
especially for mission-critical applications. It would require mechanisms and standards to
introduce redundancy while keeping in view the trade-off between costs and the reliability of
the entire infrastructure.

5.6.13 Trusted updates and management

One of the open issues for future research is providing scalable, trusted management and
updates of software to millions of IoT smart devices. Furthermore, the issues related to
secure and trusted governance of IoT devices ownership, supply chain, and data privacy are
open research problems that need to be addressed by the research community to foster a
wide and massive scale adoption for IoT. Blockchain technology can be an enabler for such
IoT security solutions, however, the technology itself poses research challenges to be tackled
with regards to its scalability, regulations/arbitration, and key collision.

5.6.14 Blockchain vulnerabilities

Despite providing robust approaches for securing IoT, the blockchain systems are also vul-
nerable [403]. The consensus mechanism depending upon the miner’s hashing power can be
compromised, thereby allowing attackers to host the blockchain. Similarly, the private keys
with limited randomness can be exploited to compromise the blockchain accounts. Effec-
tive mechanisms yet need to be defined to ensure the privacy of transactions and avoid race
attacks which may result in double-spending during transactions.
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5.6.15 Hardware/firmware vulnerabilities

With the low-cost and low-power devices becoming ubiquitous, the IoT architecture may
become more exposed to hardware vulnerabilities. It is not just the physical malfunctioning,
instead, implementation of security algorithms in hardware, routing, and packet processing
mechanisms also need to be verified before deployments in IoT. Any vulnerabilities exploited
after deployment become difficult to detect and alleviate. A standard verification protocol
is, hence, an essential requisite for harnessing IoT security.

5.6.16 ML and DL Challenge

– Possible misuse of ML and DL algorithms by attackers (breaking cryptographic implemen-
tations by ML and DL methods).

The continuous advances in ML and DL algorithms have enabled them to be used in breaking
cryptographic implementations. For example, previous studies [404, 405] used ML to break
down cryptographic systems using Support Vector Machines (SVMs), which outperformed the
template attack. Furthermore, another study [406] showed that RNNs can learn decryption.
More specifically, an RNN with a 3000-unit long short-term memory (LSTM) can learn the
Enigma machine decryption function by learning effective internal representations of these
ciphers; the results suggested that DL algorithms, such as RNNs, can capture and learn the
algorithmic representation of polyalphabetic ciphers for cryptanalysis.
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5.7 Chapter Summary

The emergence of the IoT paradigm has led and will continue to lead, to a number of
threats and possible breaches against its security. Unfortunately, security risks are not well-
recognized in this domain. In this chapter, we investigated the specific properties of the IoT,
devised a comprehensive security and privacy requirements list, studied several IoT attacks
and their countermeasures at each level to establish a secured IoT framework.

The main goal of this chapter is to open the door to the readership to explore the threats
that could be found within the IoT system and how they can be tackled to ensure a secure
platform for operations. Given the wide applicability of the IoT, the security threats should
be continuously addressed by the academic research communities, the industry, as well as
manufacturers in a very proactive and aggressive way. To the best of our knowledge, this
is the most comprehensive study on the security issues affecting all the layers ranging from
things to the back-end Cloud of IoT systems.

In the next Chapter, we investigate challenges related to developing and deploying IoT apps
given the specificity of Things, edge and Cloud platforms. We investigate the thread-offs of
different technologies to provide concrete guidelines for practitioners.
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CHAPTER 6 DEPLOYMENTS OF SERVERFUL IOT APPS1

6.1 Chapter Overview

Not only IoT architectures provide almost no hints on how applications could be deployed
efficiently, but also practitioners, including developers, are ill equipped when it comes to
choosing the right technology for their IoT development. Thus, in this chapter, we investigate
the deployments of serverful applications on top of open-sourced IoT-platforms, e.g., Eclipse
IoT-Hono, using a number of container setups to provide some viable guidance and principles.

6.2 Context

IoT new pillars, e.g., smart cities, Industry 4.0, etc., require specific platform(s) to allow
different components to communicate. The value of the IoT systems often correlates directly
with the ability of those platforms to connect different devices efficiently and integrate them
into higher-level solutions. The Eclipse IoT-Hono framework allows the provisioning of remote
service interfaces to connect smart things (i.e., devices) to a back-end and interacts uniformly
with them regardless of their types and–or communication protocols. There is a variety of
possibilities for using the framework in production. However, such deployments decisions
have important performance implications that the practitioners, including developers, are
not often aware of. We step up loads in container setups to clear out the performance costs
of their deployment scenarios, with the aim to provide the practitioners with guidelines to
help understand the performance implications of their design and deployment decisions.

On the other hand, resources utilization of IoT-based systems and applications have become
an emerging topic in IoT and software engineering research communities [407, 408]. It has
complex dependencies on the IoT platforms and the various components used by the applica-
tions built on top of them, all contribute in raising the resources footprint; making resource
optimization a vital and challenging problem.

6.3 Research Problem and Contribution

When building, deploying and implementing applications on top of open-sourced IoT frame-
works, e.g. Eclipse IoT-Hono, practitioners must seek a compromise between choosing the

1Part of the content of this chapter "Kubernetes or OpenShift? Which Technology Best Suits Eclipse Hono
IoT Deployments", Mohab Aly, Foutse Khomh, and Soumyaya Yacout, is published in Proceedings of the 11th
Conference on Service-Oriented Computing and Applications (SOCA), DOI:10.1109/SOCA.2018.00024
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right deployments, resources utilization and the platform’s Quality of Service (QoS) so that
the maximum efficiency is acquired. Finding such compromises manually is a very daunt-
ing task; practitioners need guidelines to help them in the selection of efficient design and
deployment strategies.

Currently, there are many possible deployment options for Hono in a production pipeline;
it can be deployed on top of a number of container setups. However, these deployments
decisions have important performance implications that the practitioners should consider
carefully. Moreover, without a good knowledge of the performance deviations across different
deployment platforms, it is a bit challenging to predict the impact of applications migrations
across different IoT environments.

Here, in this chapter, we conduct an empirical study that aims to investigate the performance
implications of deploying Eclipse Hono in two different virtual environments, i.e., containers:
Kubernetes and OpenShift. We perform performance test comparisons while incorporating
EnMasse, i.e., a messaging infrastructure, using the following performance metrics: CPU
cores usage, Memory consumption, and Network I/O usage.

Our objective is to provide evidence to confirm or refute the efficiency of such technologies
and comprehend the interplay between them. We selected Kubernetes and OpenShift for this
study because the latter actually distributes Kubernetes so practitioners, including end-users,
may believe that both technologies offer similar performance.

6.4 Study Design

We depict the design of our study that aims to understand the discrepancy of the container
setups while deploying IoT-Hono on top of them. An overview of our case study setup
is presented in Figure 6.1. We select two container setups (i.e., Kubernetes and OpenShift)
which are described as good deployment practices by the Eclipse Community, and we address
the following research questions:

6.4.1 Research Questions

This chapter answers the following research questions:

• RQ7.1.: Does Eclipse Hono display similar performance(s) when bare-ly
deployed on container technologies?

• RQ7.2.: Does EnMasse display similar performance(s) when added up on
Hono to scale it up?
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Figure 6.1 An overview of the study design setup

• RQ7.3.: Do deployed serverfull applications display similar performance(s)
when being added on top of both EnMasse and container technologies?

• RQ7.4.: To what extent does the relationship between the performance
metrics change across container environments?

To address the above-identified research questions, we carry out a number of different exper-
iments with multiple deployments strategies to test and analyze the aforementioned perfor-
mance metrics and look deeper into their behaviors. We analyzed three different versions of
the selected platform, i.e., Hono, summarized in the following table 6.1. Deployments were
all built from scratch each time a new analysis is performed and the results were collected by
performing a series of stress tests on the platform (fixing the number of the issued requests
and applications built on top of it) and tracing their executions. The same test sets were
used for all experiments to ensure comparable results.

6.4.2 Environmental Setup

The performance evaluation is conducted on a Linux machine, i.e., Ubuntu 17.10, in a lab
environment; this machine has an Intel i7-870 Quad-Core 2.93GHz CPU with 16GB of mem-
ory, 630GB SATA storage, 8MB Cache and is connected to a local gigabyte Ethernet cable.
The hosting machine is configured to have available, Kubernetes and OpenShift, single-node
clusters inside a Virtual Machine (VM). Those clusters are created via the below instances.

- Minikube: tool that helps running a single-node Kubernetes cluster inside a VM locally.
This makes it easier to try Kubernetes or develop with(in) it.

- Minishift: helps running OpenShift locally by running a single-node OpenShift cluster
inside a VM.
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Table 6.1 Kubernetes & OpenShift Setup Designs

Criteria Experimental Designs
Deployments Kubernetes and OpenShift (KO) Version
Basic Version Bare metal deployment of Hono KO-0
EnMasse Adding EnMasse on top of Hono KO-1

EnMasse-App Deploying apps on top of both Hono and EnMasse KO-2

Since our goal is to compare the performance metrics in such created clusters, we set up
the VM instances using enough resources so that the deployment becomes successful, i.e.,
4CPUs, 10GB of Memory and 30GB of disk-size. Default instants’ configurations provide
a small subset of the host machine resources, in turn, it may not be sufficient to allow the
instances to start correctly. That’s why it is recommended to scale up the resources whenever
possible, “the more resources used, the better", based on the physical machine’s capabilities.

6.4.3 Design and Procedure

To assess the benefits and trade-offs of the different deployments considered, the experimen-
tation were orchestrated using two different types of issued requests (REST HTTP and MQTT).
For each type, we simulated the registered devices sending both requests simultaneously in a
telemetry fashion (i.e., not to expect a response in return). Each experiment was performed
five times (with the number of devices being incremented gradually after each simulation:
starting with 10 devices until 100 registered devices – 100 is the limit for this platform by
default) to obtain min, max, and average values of the resources been consumed (i.e., a total
of 450 readings for each simulation were recorded). We chose to repeat each simulation five
times to mitigate the effect of variabilities (that are common in virtual environments) on
our results. Table 6.1 shows the three deployment versions of the platform, the basic version
KO-0 don’t use any additional overhead, just bare metal deployment of Hono on top of both
Kubernetes and OpenShift.

6.4.4 Performance Tests and Evaluations

Minikube and Minishift are released with DOCKER_HOST environment variable to point to
the Docker daemon running inside the virtual instances; such daemon is used to have the
final Docker images available inside the Minikube/Minishift VMs and make them ready for
Hono’s deployment. Both deployments provide access to the platform by means of different
services, the main ones are:
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1. dispatch router: router network for business applications to consume data.

2. mqtt-adapter: protocol adapter for publishing telemetry data and events using the
MQTT protocol.

3. rest-adapter: protocol adapter for publishing telemetry data and events using the HTTP
protocol.

4. service-device-registry: component for registering and managing devices.

To ensure the consistency between the performance tests, we destroy the environments (VMs)
and restart them after every single experiment. This ensures that the formed clusters remain
healthy.

Performance Metrics

We applied heapster2 and Prometheus3 to record the values of the performance metrics. On
one hand, Heapster enables container cluster monitoring as well as performance analysis for
Kubernetes; it collects and interprets various signals, such as compute resources utilization.
Whereas on the other hand, Prometheus, is a service monitoring system. It collects metrics
from configured targets at a given time interval, evaluates, displays the results, and triggers
alerts if some conditions are observed to be true. We ran both monitoring tools on each of
the constructed clusters then performed our statistical analyses on the collected data. In
addition, we recorded the metrics with an interval of “starting the cluster within the VMs
until the destroy phase”.

System Throughput

We used the collected measurements to calculate the minimum, maximum and average values
of the systems’ resources by measuring the number of telemetry messages, HTTP and MQTT, sent
from each registered device while adopting two serverful applications on top of Eclipse Che,
e.g., Java and Nodejs apps, on top of the messaging as a service infrastructure, enMasse.
The Java app is a “Hello World" app just to warm up the pods, and the latter is about
simulating the workload generated from the platforms themselves. The aim is to combine
the performance metrics and system throughput while minimizing their gathering noise. The
combination is based on the time stamp – on a per-minute basis; a similar approach has been
applied to address mining performance metrics challenges in [140].

2https://github.com/kubernetes/heapster
3https://prometheus.io

https://github.com/kubernetes/heapster
https://prometheus.io
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6.4.5 Hypotheses

To answer our research questions, we formulate the following null hypotheses, KO-x (x ∈ {0,
2}), and KO-0 is the basic version of the platform described in Table 6.1:

- HR1
x: there is no difference between the amount of CPU/Memory/Network consumed

by Hono’s design when deployed on top of both Kubernetes and OpenShift.

- HR2
x: there are no differences in the utilized resources consumed by the messaging

infrastructure, i.e., EnMasse when being added on top of Hono.

- HR3
x: there is no difference between the amount of resources consumed by serverful

applications when deployed on top of both Hono and EnMasse’s backend.

6.4.6 Analysis Method

We performed the Wilcoxon test [409] to accept or reject HR1
x, HR2

x and HR3
x. We also

computed the Cliff’s δ effect size [410] to quantify the importance of the differences obtained
between metrics values. All the tests are performed using a 95% confidence level (i.e., p-value
≤ 0.05).

A p-value that is less than or equal to (0.05) indicates that the outputted results are sta-
tistically significant. In this occurrence, we reject the null hypothesis (i.e., two populations
are from the same distribution) and accept the alternative hypothesis that helps to state
whether the performance metrics in the Kubernetes and OpenShift environments have the
same distribution. We chose the Wilcoxon test because such a technique does not make
any assumptions on the distribution of the metrics. When it happens to have a statistically
significant value that is ≤ (or just very close) to the value determined, we depict both its
median and effect size (EF) values to highlight which technology performs best and which one
is the worst for such kind of deployment(s).

Wilcoxon test is a non-parametric statistical test that assesses whether two independent
distributions and–or trends are the same. Cliff’s δ is a non-parametric effect size measure
that represents the degree of overlap between two sample trends [410]. A Wilcoxon test
ranges from -1 (when it happens that all selected values in the first group are larger than
the second one) to +1 (if all selected values in the first group are smaller than that of the
second group). It is zero when the two sample trends are identical [411]. A Cliff’s δ effect
size is considered negligible if it is < 0.147 , small if < 0.33, medium if < 0.474, and large
if ≥ 0.474.
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Table 6.2 p-value of Wilcoxon Test (p-VAL) – (Median Kubernetes, Median OpenShift) – (Cliff δ
Effect Size (ES))
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(a) Median trend of the CPU avg (b) Median trend of the Memory avg

Figure 6.2 Results obtained for CPU and Memory trends

6.5 Study Results

This section presents and discusses the results of our research questions. Table 6.2 summarizes
the results of the Wilcoxon test, median values and Cliff’s δ effect size for each performance
metric. Significant results are marked in bold.

• RQ7.1.: Does Eclipse Hono display similar performance(s) when bare-ly
deployed on container technologies?

Results of Table 6.2 show that there is no statistically significant difference between the overall
CPU cores usage while deploying Hono on top of Kubernetes and OpenShift, hence we
cannot reject HR1

x for KO-x (x ∈ {0..2}) for the CPU usage. However, effect size values and
Figures 6.2a, 6.2b, and 6.3 – (i.e., samples) show that the trend of the CPU, in Kubernetes,
is slightly larger than that of the OpenShift in the simulations conducted for the bare metal
deployments. The trend tends to fall down towards the statistically significant difference value
of 0.05, where Kubernetes is greedy while consuming its CPU to handle Hono’s deployment
on top of it.

In addition to the previous observation, results also show that there is a statistically signifi-
cant difference between the Memory usage for the container technologies. Furthermore, we
obtained statistically significant results with theNetwork consumption, for all Kubernetes
deployments in contrast to OpenShift (i.e., all effect sizes are large). Hence we reject HR1

x

for all KO-x (x ∈ {0..2}) for Memory and Network usages. We explain such phenomenon by
the overhead induced by Kubernetes to be able to cope up with the processes being issued
within the system, i.e., setting up the VM, building DOCKER images, deploying Hono Platform
as well as sending telemetry messages from the participating devices.
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Figure 6.3 Median trend of the Network I/O avg

• RQ7.2.: Does EnMasse display similar performance(s) when added up on
Hono to scale it up?

Results from table 6.2 show that the addition of the messaging infrastructure, EnMasse, on
top of the container technologies does affect the overall CPU cores usage of the platform as
well as the Network consumption. This addition is statistically significant for OpenShift,
therefore we can reject HR2

x for KO-x (x ∈ {0..2}). Effect size values (i.e., large) as well as
Figures 6.2a, 6.2b, and 6.3 show the impact of EnMasse on the performance metrics when
combined with Hono to scale up the platform.

Regarding theMemory usage, we did not obtain a significant difference between Kubernetes
and OpenShift, when performing the deployment of Hono; hence we cannot reject HR2

x in
this case for the memory usage. However, figures, as well as effect size values, show that the
trend of Memory usage, in OpenShift, is larger than that of Kubernetes in the simulations
performed while attempting to add EnMasse on top of Hono. The trend tends to approach
the statistically difference value of 0.05, where OpenShift utilizes more memory to sustain
the messaging infrastructure on top of it.

• RQ7.3.: Do deployed serverful applications display similar performance(s)
when being added on top of both EnMasse and container technologies?

Results from table 6.2 show that the deployment of the two serverful applications on top of
the messaging infrastructure, EnMasse, and the container technologies do affect the overall
CPU cores usage of the platform. Such overhead is statistically significant for OpenShift
as well, therefore we can reject HR3

x for KO-x (x ∈ {0..2}). Also, depicted figures and effect
size values (i.e., large) show the impact that adding applications to EnMasse and Hono has
on the performance metrics.
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Regarding the Memory usage, the trend tends to also lean towards the statistically signifi-
cant difference value 0.05, where OpenShift consumes more memory to allow the deployment
of applications. On the other hand, for the Network consumption, we did not notice any
significant difference between both container technologies, when allowing the deployment of
applications on top of the platform. Hence, in these cases, we cannot reject HR3

x for each of
the memory and network consumptions.

• RQ7.4.: To what extent does the relationship between the performance
metrics change across container environments?

The relationship between performance metrics may significantly change and be different
between environments, which may be a glimpse of system regression or performance issues. As
of [412], combinations of performance metrics are more predictive towards performance issues
than a single metric. A change in such combinations can pose discrepancy of performance and
help practitioners identify the behavioral changes of a system between different environments.
For instance, in one system, the CPU may be correlated to a great extent with network (e.g.,
when network’s operations are high due to the workload being generated, eventually CPU is
high to accommodate such increase); on the other hand, on the same system, the correlation
between CPU and memory may become low. Such change identified may expose performance
issues (i.e., high CPU without memory and–or network I/O operations might be due to a
performance failure). For example, in our experiments, we experienced lots of unready pods
as they had been running for more than five minutes and had not passed their readiness
check, hence, we destroyed the formed clusters and started all over again.

However, if there is a significant difference in correlations simply due to the platform being
used, i.e., Kubernetes vs. OpenShift, then practitioners may need to be warned that a cor-
relation discrepancy may be false. Hence, we examined whether the relationship between
performance metrics has a discrepancy between both container setups.

Approach

We measured the Spearman’s rank correlation coefficient among all performance metrics in
the container setups and studied their behavior and whether they are different. Spearman’s
correlation coefficient is a statistical measure of the strength of a monotonic relationship
between paired data. In a given sample, it is denoted by rs and constrained to -1 ≤ rs ≤1.
It is interpreted as the closer rs to ±1 the stronger the monotonic relationship.

Correlation is an effect size (ES) measure and the strength of the correlation for the rs is
described as:
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Figure 6.4 Correlation changes for Kubernetes-
Hono-EnMasse (CPU–Network) min.

Figure 6.5 Correlation changes for OpenShift-
Hono-EnMasse (CPU–Network) min.

0.00-0.19 “very weak", 0.20-0.39 “weak", 0.40-0.59 “moderate", 0.60-0.79 “strong", and 0.80-
1.0 “very strong".

Discussion

There exist differences in correlation between the performance metrics in Kubernetes and
OpenShift. Tables 7.7, 7.8, and Figures 6.4 and 6.5 (i.e., samples) show the changes in
the correlation coefficient among the resources utilized in both environments. By closely
looking at them, we find that in bare metal deployments, (CPU–Network) in Kubernetes
has stronger correlation than that of OpenShift (i.e., noticeable network’s operations due
to Hono’s deployment workload); whereas (Memory–Network) coefficients in OpenShift are
stronger than in Kubernetes. Furthermore, adding EnMasse results in stronger coefficients
in Kubernetes, but that is not the case in OpenShift where all performance metrics show
strong coefficients to handle such addition on top of Hono (i.e., resources have been utilized
fiercely where EnMasse has its own additional processes to be run on top of Hono).

For the sake of brevity, we do not show the detailed analysis here which can be consulted
in our replication package indicated in the next Chapter, Section 7.6. Box-plots, as well
as Spearman’s correlation trend-lines, are depicted there-in to show the correlation changes
among related metrics.
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Table 6.3 Spearman’s rank correlation summary of performance metrics in Kubernetes

# Devices CPU–Memory CPU–Network Memory–Network
min max avg min max avg min max avg

HONO Bare metal Deployment KO-0
10 –> 100 -0.1025978 -0.1 -0.3077935 0.6 (strong) 0.7 (strong) 0.6 (strong) 0.2051957 0.1 0.2051957

HONO-EnMasse KO-1
10 –> 100 0.1 0.1 0.2 0.6 (strong) 0.6 (strong) -0.1 0 0 -0.1

HONO-EnMasse-App KO-2
10 –> 100 -0.2 -0.3 -0.2 0.7 (strong) 0.7 (strong) 0.6 (strong) 0.2 0.3 0.5

Table 6.4 Spearman’s rank correlation summary of performance metrics in OpenShift

# Devices CPU–Memory CPU–Network Memory–Network
min max avg min max avg min max avg

HONO Bare metal Deployment KO-0
10 –> 100 0.6 (strong) 0.1 0.3 -0.1 0.1 0.1 -0.3 0.8 (v. strong) 0.6 (strong)

HONO-EnMasse KO-1
10 –> 100 1 (v. strong) 0.6 (strong) 0.8 (v. strong) 1 (v. strong) 0.6 (strong) 0.9 (v. strong) 1 (v. strong) 1 (v. strong) 0.9 (v. strong)

HONO-EnMasse-App KO-2
10 –> 100 0.1 0.4 0.5 0.6 (strong) 0.8 (v. strong) 0.6 (strong) 0.3 -0.1 -0.1

6.6 Chapter Summary

Performance assurance activities are critical in enforcing software and systems’ reliability.
The discrepancy between performance testing in Eclipse’s IoT container technologies hasn’t
been attempted to be evaluated yet, hence, we studied whether there are differences between
Kubernetes and OpenShift environments while handling different Hono deployments. In this
chapter, we step up loads to examine the performance costs related to containers deployment
scenarios.

By examining the results, we find that there exists discrepancies between performance met-
rics while considering three different modes: (1) Bare metal deployment of Hono on top of
Kubernetes and OpenShift. (2) Scaling out Hono and incorporating EnMasse (as a messag-
ing as a service) infrastructure to the architecture. (3) Adding serverful applications to the
platform so that we have the complete paradigm of the system.

Such results not only provide important guidelines for building and deploying Eclipse Hono,
EnMasse and developing IoT based applications, but also aim to provide an understanding
of the performance implications of their design so that practitioners, including end-users and
developers, can make right deployment decisions.
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The main contributions of this chapter include:

- This study is one of the first attempts to evaluate the discrepancy in the context of
analyzing performance testing in Eclipse IoT–Hono.

- We found unbalanced relationships among related performance metrics (i.e., ranging
between strong, moderate and weak) between Kubernetes and OpenShift environments.
Therefore, practitioners cannot assume a straightforward overhead from container se-
tups (such as a simple increment of CPU).

- Our findings highlight the need to be aware of and to reduce the discrepancy between
performance testing results in container setups (i.e., especially in open-sourced plat-
form(s)), such as Eclipse-IoT Hono.

In the next Chapter, we continue to investigate the previous conceptual problem related to
the challenges of developing and deploying serverless IoT apps. We study the thread-offs of
different technologies to provide them concrete guidelines.
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CHAPTER 7 DEPLOYMENTS OF SERVERLESS IOT APPS1

7.1 Chapter Overview

Practitioners need to select optimal deployment strategies for their applications in order to
avoid dysfunctional performance hiccups. They ought to know the performance implications
of deploying an IoT applications using a serverless infrastructure in comparison to deploy-
ments performed on an origin server, i.e., as indicated in the previous chapter so that the
behavior is well observed.

7.2 Context

Serverless computing provides a small run-time container to execute lines of codes; relieving
developers from the management of the underlying infrastructure. In a serverless computing
architecture, all administration operations are handled by cloud service providers. Thanks to
its lightweight nature, ease of management, and ability to scale quickly, serverless computing
is becoming a top choice for application development in the IoT community. However,
like every new technology, there are limitations as well as advantages. For example, the
highly-distributed, loosely coupled nature of serverless applications can cause latency issues.
Therefore, the advantages of a serverless architecture may come with a performance cost.

To clear up this suspicion, this chapter examines the performance implications of deploying
an IoT application using a serverless infrastructure. Leveraging the results of our analysis,
we aim to provide guidelines to help practitioners select optimal deployment strategies for
their applications.

7.3 Research Problem and Contribution

Serverless computing makes it easy to patch, fix, or add new features to an application, since
the application is broken up into separate, smaller functions. Using a serverless infrastructure,
developers can run different functions of the applications on different servers located closer to
their users. They can easily scale resources up or down by controlling the number of functions
that are deployed on different nodes. However, the flexibility of the serverless architecture
may come with a performance cost. In fact, because multiple parts of the code are not

1Part of the content of this chapter "On the Performance Implications of Deploying IoT Apps as FaaS",
Mohab Aly, Foutse Khomh, and Soumaya Yacout, is submitted to Special Issue on Cloud Computing in the
IoT Revolution, Internet of Things Journal (IoTJ), Under review as of August 2019.
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Figure 7.1 An overview of our case study setup

constantly running, they may need to ‘boot up’ every time they are invoked. This startup time
may degrade the performance of the application. Furthermore, the highly-distributed, loosely
coupled nature of serverless applications can induce latency issues. Hence, we investigate the
performance implications of deploying an IoT application using a serverless infrastructure.
We also examine the effect that a serverless architecture can have on performance testing
operations.

7.4 Study Design

The aim of our study is to understand the performance implications of different server-
less application deployments scenarios under various container setups. In particular, we are
interested in understanding the impact of a serverless architecture on the performance of
applications deployed on Eclipse Hono using different containers technologies. A load driver
is used to exercise our subjected platform; after collecting and processing the performance
metrics, we analyze and draw the conclusion based on (1) single performance metrics, and (2)
relationship between performance metrics. An overview of our case study setup is depicted
in Figure 7.1. We opted for three container setups (i.e., Kubernetes, OpenShift, and Docker
Swarm) which are recommended for applications deployment in the Eclipse Foundation Com-
munity.

7.4.1 Research Questions

This chapter answers the following research questions:

• RQ8.1.: Does Eclipse Hono display similar performance(s) when deployed
on top of Kubernetes, OpenShift, or Docker Swarm setups?
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• RQ8.2.: o serverless applications deployed using Eclipse Hono display simi-
lar performance(s) in Kubernetes, OpenShift and Docker Swarm setups?

• RQ8.3.: To what extent does the relationship between the performance
metrics change across Kubernetes, OpenShift, and Docker Swarm setups?

To answer these three research questions, we performed a series of experiments with multiple
deployments configurations to collect and analyze differences between performance metrics.
Table 7.1 provides details about our configuration(s); the serverless application has a work-
load generator that can be used to generate a synthetic container workload(s), it attempts
to generate performance records at a relatively steady rate across the specified container
configuration(s). All deployments were built/deployed from scratch each time a new analysis
is conducted, the results were collected by performing a chain of stress tests on the platform
(i.e., fixing the number of issued requests and applications built on top of it) and tracing back
their executions. The same set of configurations and–or tests were used for all experiments
to ensure comparable results. The rest of this section provides more the details about our
experiments.

7.4.2 Environmental Setup

The performance evaluation is conducted on a Linux machine, i.e., Ubuntu 18.04, in a lab
environment; this machine has an Intel i7-870 Quad-Core 2.93GHz CPU with 16GB of mem-
ory, 630GB SATA storage, 8MB Cache and is connected to a local gigabyte Ethernet cable.
These are the same configurations as in the previous chapter 6, but the hosting machine,
this time, is configured to have available Kubernetes, OpenShift, and a cluster of Docker
Engine nodes running in Swarm mode. The main deployment target for the Swarm mode,
in this study, is a multi-node cluster running on Amazon Web Services (AWS). We created
the clusters as follows:

- Amazon Web Services (AWS): platform that helps running Docker Swarm Clusters
on top of the Cloud. Eclipse Hono components are distributed by means of Docker
images which can be deployed to arbitrary environments where Docker is available (i.e.,
Docker Swarm on AWS).

Since our goal is to compare the performance metrics in such created clusters, we set up the
Swarm stack using five Swarm manager nodes and 10 worker nodes; this was the limit for the
free tier we were using. On the other hand, and as previously stated, for both Kubernetes
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Table 7.1 Setup Design on Amazon (AWS)

Criteria Experimental Designs
Deployments Kubernetes, OpenShift–(KO), and Docker Swarm- (DS) Version

Basic Version Bare metal deployment of Hono on Kubernetes, OpenShift, and Docker Swarm KO-0 & DS-0
Hono-Serverless app Deploying serverless apps on top of Kubernetes, OpenShift, and Docker Swarm KO-1 & DS-1

and OpenShift, we setup the VM instances using enough resources so that the deployment
becomes successful, i.e., 4CPUS, 10GB of Memory and 30GB of disk-size.

Container Environments

Alongside the configurations we opted for in the previous chapter for both Kubernetes and
OpenShift (i.e., Minikube and Minishift), we considered this additional setup for Docker
Swarm:

- Docker Community Edition (CE) for Amazon Web Services (AWS) – stable – that
uses existing Virtual Private Cloud (VPC) on our Cloud infrastructure for the Docker
Swarm setup.

7.4.3 Design and Procedure

Table 7.1 shows the three deployment versions of the platform, the basic versions KO-0 &
DS-0 do not use any additional overhead, just the deployment of Hono on top of Kuber-
netes, Openshift, and a cluster of Docker Engine nodes running in Swarm mode with the
aforementioned set up configurations as illustrated in the previous chapter 6.

7.4.4 Performance Tests and Evaluations

System Throughput

We used the collected measurements to calculate the minimum, maximum and average values
of the systems’ resources by measuring the number of telemetry messages, HTTP and MQTT,
sent from each of registered device while adopting the serverless application on top of the
messaging infrastructure, Amazon Web Services (AWS).
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7.4.5 Hypotheses

To answer our research questions, we formulated the following null hypotheses, KO-x & DS-x
(x ∈ {0, 1}), KO-0 & DS-0 are the basic versions of the platform described in Table 7.1:

- HR1−0
x : there is no difference between the values of the performance metrics, CPU

Cores, obtained for Hono’s design when deployed on Kubernetes, OpenShift, and
Docker Swarm setups.

- HR2−0
x : there is no difference between the values of the performance metrics, Mem-

ory Usage, obtained for Hono’s design when deployed on Kubernetes, OpenShift, and
Docker Swarm setups.

- HR3−0
x : there is no difference between the values of the performance metrics, Network

Consumption, obtained for Hono’s design when deployed on Kubernetes, OpenShift,
and Docker Swarm setups.

- HR1−1
x : there are no differences in the utilized resources, CPU Cores, consumed by the

serverless workload generator app deployed on top of Hono’s Kubernetes, OpenShift,
and Docker Swarm setups.

- HR1−2
x : there are no differences in the utilized resources, Memory Usage, consumed by

the serverless workload generator app deployed on top of Hono’s Kubernetes, OpenShift,
and Docker Swarm setups.

- HR1−3
x : there are no differences in the utilized resources, Network Consumption, con-

sumed by the serverless workload generator app deployed on top of Hono’s Kubernetes,
OpenShift, and Docker Swarm setups.

7.4.6 Analysis Method

We performed the Wilcoxon test to accept or rejectHRy−0
x andHRy−1

x , where y ∈ {1,2,3}. We
also computed the Cliff’s δ effect size to quantify the importance of the differences obtained
between metrics values. All the tests were performed using a 95% confidence level (i.e.,
p-value ≤ 0.05).

7.5 Study Results

This section presents and discusses the results of our research questions. Tables 7.2, 7.3, 7.4,
and 7.5 summarize the results of the Wilcoxon test, median values and Cliff’s δ effect size
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values for each performance metric. Significant results are marked in bold.

• RQ8.1.: Does Eclipse Hono display similar performance(s) when deployed
on top of Kubernetes, OpenShift, or Docker Swarm setups?

Motivation In this research question, we want to investigate the performance implications of
scaling the Eclipse Hono framework using different container setups. If there is a significant
performance implication, we will examine how the deployment of serverless applications is
impacted by it.

Approach Since performance metrics are likely to have different value ranges because of
differences in the architecture of the platforms (Kubernetes/OpenShift environment(s) may
have a higher network I/O consumption than Docker Swarm), instead of comparing the values
of each performance metrics across the different environments, we instead study whether the
trends of the metrics are the same.

Results Tables 7.2 and 7.3 show that there are statistically significant differences between
all the CPU cores usages, Memory usages and Network throughput when deploying
Hono on top of both Kubernetes and OpenShift rather than on top of Docker Swarm. We,
therefore, reject HRy−0

x for KO-x & DS-x (x ∈ {0..1}), where y ∈ {1, 2, 3} for all the perfor-
mance metrics identified. Both container setups are greedy while consuming their resources
to (1.) cope up with the processes being issued within the system, i.e., setting up the VMs,
building Docker images, deploying Hono platform, and (2.) sending telemetry messages from
the participating devices.

Observation

In both Kubernetes and OpenShift, containers are not allowed to be used above their CPU
and–or memory limits. If a container, in such setups, allocates more resources than their lim-
its, it becomes a candidate for termination. Thus, if the container continues to seize resources
beyond its limits, it is then terminated to ensure that the environment is properly configured
and formulated. And in our case here, both of the above mentioned setups hit the limits
several times leading to the excessive resources utilization until the complete deployment has
occurred successfully by adding up more resource specs. This was not the case while dealing
with Docker Swarms on Amazon Web Services (AWS), where the Cloud infrastructure is
scaled in–out based on the workloads generated by the platform and deployed application(s).
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Table 7.2 p-value of Wilcoxon Test (p-VAL) – (Median Kubernetes, Median Docker Swarm) – (Cliff
δ Effect Size (ES))

HONO AWS-Swarm Deployment DS-0

# Devices CPU cores usage (p-value) Memory usage (p-value) Network consumption (p-value)
min max avg min max avg min max avg

10 0.1508 0.1508 0.1508 0.8413 0.834 0.6905 0.4206 0.5476 0.6905

20
0.007937

(65, 1.77)
(ES=0.68)

0.1193
0.007937

(58.5, 7.32)
(ES=0.68)

0.3095 0.2222 0.3095 0.1508 0.6905 0.6905

30
0.01167

(67, 8.13)
(ES=0.68)

0.007937
(88, 32.18)
(ES=0.68)

0.007937
(78, 21.22)
(ES=0.68)

0.8413 0.8413 0.8413 0.2222 0.1508
0.03175

(82, 39.06)
(ES=0.68)

40
0.007937

(58, 18.3)
(ES=0.68)

0.007937
(82, 37.28)
(ES=0.68)

0.007937
(70, 28.98)
(ES=0.68)

0.4206 0.2222 0.3095 0.09524 0.1508 0.1508

50
0.01193

(80, 26.02)
(ES=0.68)

0.007937
(93, 45.86)
(ES=0.68)

0.007937
(86.5, 34.98)

(ES=0.68)

0.03615
(68, 46.98)
(ES=0.68)

0.03175
(80, 64.26)
(ES=0.68)

0.03175
(74, 54.84)
(ES=0.68)

0.05556
(76, 40.98)
(ES=0.68)

0.03175
(95, 63.27)
(ES=0.68)

0.03175
(85, 53.72)
(ES=0.68)

60
0.007937

(78, 35.11)
(ES=0.68)

0.03175
(84.18, 53.63)

(ES=0.68)

0.007937
(84.18, 44.01)

(ES=0.68)

0.05556
(75, 3.61)
(ES=0.68)

0.1508 0.1425 0.09369
0.05556

(103, 74.07)
(ES=0.68)

0.09524

70 0.6905 0.5476 0.6905 0.1508
0.05556

(95, 72.65)
(ES=0.68)

0.09524
0.007937

(85.5, 46.26)
(ES=0.68)

0.007937
(98, 62.03)
(ES=0.68)

0.007937
(90.17, 52.75)

(ES=0.68)

80 0.1587 0.1587
0.03175

(86, 71.44)
(ES=0.68)

0.1508 0.2222 0.3095 0.09524
0.03175

(97, 53.55)
(ES=0.68)

0.03175
(90.82, 39.57)

(ES=0.68)

90 0.6905 0.2087 0.3095 0.09524
0.05556

(100, 39.59)
(ES=0.68)

0.05556
(91.17, 25.48)
(ES=0.68)

0.4206 0.2222 0.4206

100 0.4206 0.3095 0.4206 0.1508 0.09524 0.09524
0.05556

(87, 73.37)
(ES=0.68)

0.2222 0.2222

Table 7.3 p-value of Wilcoxon Test (p-VAL) – (Median OpenShift, Median Docker Swarm) – (Cliff
δ Effect Size (ES))

HONO AWS-Swarm Deployment DS-0

# Devices CPU cores usage (p-value) Memory usage (p-value) Network consumption (p-value)
min max avg min max avg min max avg

10
0.007937

(34.682, -5.04)
(ES=0.68)

0.007937
(43.212, 13.38)

(ES=0.68)

0.007937
(38.914, 4.46)

(Es=0.68)
1 0.4206 0.4206 0.402 0.6752 0.6752

20 0.1508 0.1508 0.09524 0.6905 0.6905 0.6905 0.4206 1 1

30 0.1508
0.5556

(66.327, 32.18)
(ES=0.68)

0.05556
(56.849, 31.22)
(ES=0.68)

0.4206 0.3095 0.3095 1 1 0.4206

40
0.007937

(42.991, 18.3)
(ES=0.68)

0.4206 0.3095
0.03175

(2.09, 47.44)
(ES=0.68)

0.01587
(16.62, 63)
(ES=0.68)

0.01587
(9.58, 53.21)

(ES=0.68)
0.6905 0.6905 0.8413

50 0.1587
0.01587

(64.305, 45.86)
(ES=0.68)

0.007937
(59.507, 34.98)

(ES=0.68)
0.6905 0.6905 0.6905 0.8413 1 1

60 0.1508 0.3095 0.1508 0.1508 0.2222 0.2222 1 1 0.8413

70 0.1587 0.09524
0.05556

(72.536, 55.57)
(ES=0.68)

0.6905 0.5476 0.6905 0.1508 0.2222 0.2222

80 1 0.2222 0.8413 0.4206 0.3095 0.3095 0.8413
0.03175

(75.42, 53.55)
(ES=0.84)

0.8413

90 0.5476 0.8413 0.6905 0.4206 0.5476 0.4034 0.5476 0.6905 0.6905
100 0.8413 0.5476 0.6905 1 0.8413 1 0.3095 0.5309 0.5476
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Findings: Performance metrics typically do not follow the same distribution in OpenShift,
Kubernetes, and Docker Swarms environments.
Actionable implications: Practitioners should consider deploying Hono on top of Docker
Swarm for better performance.

• RQ8.2.: Do serverless applications deployed using Eclipse Hono display sim-
ilar performance(s) in Kubernetes, OpenShift and Docker Swarm setups?

Motivation Kubernetes, OpenShift and Docker Swarm are three leading containers tech-
nologies in the Industry nowadays. This research question aims to evaluate and inspect
potential performance differences when serverless applications are deployed in the three dif-
ferent container setups.

Approach After running and collecting the performance metrics, we compare every single
performance metric between the container environments. Since the performance tests are
carried out in different containers’ behavior, intuitively the scales of performance metrics are
not the same. For example, the Kubernetes environment may have higher memory usage
than in OpenShift. Therefore, instead of comparing the values of each performance metric
in each environment, we study whether the distributions of the performance metric follows
the same shape and the same trend across the different container environments. We perform
Wilcoxon tests and compute Effect Size (ES) metrics, to capture differences between the
distributions of different corresponding performance metrics.

Results Tables 7.4 and 7.5 show differences between CPU/memory usages and network
consumption when our serverless application is deployed on top of the scaled out Hono in
the container setups, respectively. There is a statistically significant difference between the
amount of consumed memory for OpenShift. Therefore, we reject HR1−2

x for KO-x & DS-x
(x ∈ {0..1}). We explain this difference in memory consumption as follows. When OpenShift
nodes are memory overcommitted, they run out of resources that successful deployment is
hindered, such situation is called resource pressure. We experienced such behavior several
times while experimenting our scenario. A number of Hono pods2 where stuck being created
leading to the "freeze" state of the whole experiment, hence, we had to destroy such deploy-
ment and start a new creation to heal such phenomenon. When OpenShift node service

2hono-adapter-http-vertx-1-deploy
hono-adapter-kura-1-deploy
hono-service-device-registry-1-deploy
hono-service-messaging-1-deploy
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Table 7.4 p-value of Wilcoxon Test (p-VAL) for Serverless Apps – (Median Kubernetes, Median
OpenShift) – (Cliff δ Effect Size (ES))

HONO-Serverless-App KO-DS

# Devices CPU cores usage (p-value) Memory usage (p-value) Network consumption (p-value)
min max avg min max avg min max avg

10 0.8345 0.6761 1 0.6761 0.8345 1 0.2963 0.2963 0.2101
20 0.2101 0.1437 0.2101 1 0.8345 1 1 1 1
30 0.2963 0.6761 0.5309 0.5309 0.4034 0.5309 0.1437 0.09469 0.09469
40 0.1437 0.09469 0.1437 0.4034 0.5309 0.4034 0.5309 0.8345 0.8345
50 0.1437 0.2101 0.1437 1 1 1 0.2101 0.2101 0.2101
60 0.1437 0.09469 0.09469 0.5309 0.6761 0.5309 1 0.6761 0.8345
70 0.09469 0.2101 0.09469 0.6761 0.6761 0.6761 0.5309 0.345 0.6761
80 0.09469 0.5309 0.4034 0.03671 (19.06, 59.14)–(ES=-0.84) 0.03671 (38.9, 73.29)–(ES=-0.84) 0.03671 (28.26, 66.43)–(ES=-0.84) 0.2963 0.2101 0.2963
90 0.1437 0.09469 0.2101 0.1437 0.09469 0.09469 0.8345 0.6761 0.8345
100 0.8345 0.8345 1 0.8345 0.6761 1 0.6761 0.8345 0.6761

Table 7.5 p-value of Wilcoxon Test (p-VAL) – (Median Kubernetes/OpenShift, Median Docker
Swarm) – (Cliff δ Effect Size (ES))

HONO-DS-AWS-Serverless simulating workload app DS-1

# Devices CPU cores usage (p-value) Memory usage (p-value) Network consumption (p-value)
min max avg min max avg min max avg

10 1 1 1 0.8413 0.8413 0.8413 0.2222 0.1508 0.2222

20 0.6905 0.5476 0.4206 0.8413 0.6905 0.8413
0.01587

(16.9, 47.48)
(ES=0.36)

0.03175
(35.83, 62.02)

(ES=0.36)

0.03175
(20.75, 53.19)

(ES=0.36)

30 0.8413 0.6905 0.6905
0.05556

(76.22, 22.01)
(ES=0.36)

0.1508
0.05556

(88.83, 26.76)
(ES=0.36)

0.8413 0.8413 0.8413

40
0.007937

(64.244, 44.92)
(ES=0.68)

0.09524
0.01587

(73.242, 57.67)
(ES=0.68)

1 0.6905 0.6905 0.1508 0.6905 0.6905

50 0.6905
0.007937

(92.953, 68.76)
(ES=0.68)

0.007937
(83.413, 63.33)

(ES=0.68)
1 1 0.8413

0.05556
(73.71, 24.14)
(ES=0.36)

0.05556
(87.64, 36.31)
(ES=0.36)

0.09524

60 0.6905 0.6905 0.6905 0.6905 0.8413 0.6905 0.3095 0.4206 0.4206

70 0.1508 0.1508 0.1508
0.05556

(72.62, 41.93)
(ES=0.36)

0.03175
(96.27, 56.95)

(ES=0.36)

0.03175
(84.59, 47.45)

(ES=0.36)
0.8413 0.4206 0.8413

80 0.3095 0.3095 0.3095 0.3095 0.3095 0.3095 0.2222 0.3095 0.2222
90 0.6905 0.1508 0.6905 0.6905 1 1 0.8413 1 1

100
0.007937

(64.775, 90.19)
(ES=0.68)

0.007937
(108.31, 82.725)

(ES=0.68)

0.007937
(74.732, 100.92)

(ES=0.68)
0.8413 0.8413 0.8413 0.2222 0.5476 0.3095
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realizes that it is under resource pressure, it then stops accepting new pods formulations
requests to try complete what is already there, in terms of processes.

In the case of CPU cores usage and Network consumption, we did not notice any significant
difference between Kubernetes and OpenShift. Hence, in these cases, we cannot reject HR1−1

x

and HR1−3
x for the CPU cores usage and network consumption for such environments. A

similar behaviour was also observed in our previous study, chapter 6, for OpenShift; it also
consumed more memory than Kubernetes, when regular applications were deployed on top
of the scaled Hono.

In addition to the previous observation, the trend of the Memory usage, in both container se-
tups, are slightly larger than that of the Docker Swarm environment. The trends tend to fall
down, yet maintaining a statistically significant difference with the distribution of memory
consumed by the Docker Swarm environment. Both Kubernetes and OpenShift need larger
amounts of memory to allow the proper deployments of the serverless application.

Findings: Performance metrics typically do not follow the same distribution in container
environments when deploying serverless applications on top of the framework and after scaling
it out using the Eclipse Hono messaging infrastructure.
Actionable implications: Developers should be aware of the performance implications
of choosing Kubernetes/OpenShift containers to deploy their IoT serverless applications.
They should ensure that enough memory is available for proper deployments. Moreover,
they should consider deploying their IoT serverless applications on top of Docker Swarm, for
better performance.

• RQ8.3.: To what extent does the relationship between the performance
metrics change across Kubernetes, OpenShift, and Docker Swarm setups?

Motivation The relationship between performance metrics may significantly change and be
different between environments, which may be a glimpse of system regression or performance
issues. According to [412], combinations of performance metrics are more predictive of per-
formance issues than a single metric. A change in correlation values between a group of
performance metrics often reveals performance issues in an application and–or discrepancies
between its performance across different platforms. Practitioners often rely on correlation
analysis of performance indicators to identify the behavioral changes of a system between
different environments. For instance, in one system, the CPU may be correlated to a great
extent with network usage (e.g., when network’s operations are high due to the workload
being generated, eventually CPU is high to accommodate such increase); on the other hand,
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in the same system, the correlation between CPU and memory may become low. Such change
identified may expose performance issues (i.e., high CPU without memory and–or network
I/O operations might be due to a performance failure).

Also, if there is a significant difference in the correlations simply because of the platform
being used, i.e., Kubernetes vs. OpenShift vs. Docker Swarm, then practitioners may need
to be warned about the potential implications of selecting one platform over another.

In this research question, we examine whether the relationship between performance metrics
varies across our three studied environments, i.e., Kubernetes, OpenShift, and Docker Swarm.

Approach We calculated the Spearman’s rank correlation coefficient between all perfor-
mance metrics, i.e., in the container setups and Docker Swarm stack, and studied whether
they are different. For instance, in one environment, the CPU cores usage may be highly
correlated with the network I/O; whereas in another environment, such correlation could be
low. In such a case, we consider that there is a discrepancy in the correlation coefficient
between the CPU and the network I/O.

Spearman’s Correlation is an effect size (ES) measure and the strength of the correlation
for the rs is described as: 0.00-0.19 “very weak", 0.20-0.39 “weak", 0.40-0.59 “moderate",
0.60-0.79 “strong", and 0.80-1.0 “very strong".

We chose the Spearman’s rank correlation coefficient because it does not require any as-
sumptions about the distribution of the variables. This is necessary because load test data
contains traces that do not follow a normal distribution.

Results There exists differences in correlation between the performance metrics in each of
Kubernetes, OpenShift and Docker Swarm. Tables 7.6, 7.7, and 7.8 show the changes in the
correlation coefficient among the resources utilized in each environment. By closely looking
at them, we find that (CPU–Network) in Kubernetes and Docker Swarm have a stronger
correlation than that of OpenShift (i.e., noticeable network’s operations due to Hono’s de-
ployment workload); whereas (Memory–Network) coefficients in OpenShift are stronger than
the other two environments3.

When the serverless application was added on top of Kubernetes, the (Memory–Network)
3A detailed statistical analysis for Hono’s bare deployment and other serverful applications on top of both

Kubernetes and OpenShift has been carefully studied in the previous chapter 6.
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Table 7.6 Spearman’s rank correlation summary of performance metrics in Docker Swarm on top
of Amazon (AWS)

# Devices CPU–Memory CPU–Network Memory–Network
min max avg min max avg min max avg

HONO AWS-Swarm Deployment DS-0
10 –> 100 0.1 0.5 0.2 0.1 0.6 (strong) -0.3 0.2 0.3 0.3

HONO-DS-serverless app DS-1
10 –> 100 0.9 (v. strong) -0.4 0.4 -0.6 0.6 (strong) -0.9 -0.7 -0.2 -0.7

Table 7.7 Spearman’s rank correlation summary of serverless performance metrics in Kubernetes
deployments

# Devices CPU–Memory CPU–Network Memory–Network
min max avg min max avg min max avg

HONO Bare metal Deployment
10 –> 100 -0.1025978 -0.1 -0.3077935 0.6 (strong) 0.7 (strong) 0.6 (strong) 0.2051957 0.1 0.2051957

HONO-Serverless-App KO
10 –> 100 -0.9 -0.7 -0.9 -0.6 -0.4 -0.6 0.8 (v. strong) 0.9 (v. strong) 0.8 (v. strong)

coefficient has showed a very strong bond rather than the other two setups. Whereas, while
deploying the serverless application on top of the Docker Swarm platform on AWS, both the
(CPU–Memory) and (CPU-Network) have shown very strong and strong relationships, re-
spectively. This is becuase the workload simulator serverless app is used to determine system
performance and response time to evaluate network design, and to simulate the actions of a
number of different events. OpenShift was neutral and has not shown any bond between it’s
metrics. For the sake of brevity, we do not show the detailed analysis here, but it is available
in our replication package indicated in the next section, i.e., Section 7.6. Box-plots, as well
as Spearman’s correlation trend-lines, are depicted therein to show the correlation changes
among related metrics.

Findings: The correlations between performance metrics may change considerably between
container environments when serverless apps are deployed on top of them using Eclipse Hono.
Actionable implications: Practitioners should pay attention to these performance devi-
ations across the three studied platforms when planning the migration of their IoT apps.
They should also avoid reusing blindly any performance benchmarking result obtained in a
different environment.
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7.6 Threats to Validity

This section discusses the threats to the validity of our two conducted studies, in chapters 6
and 7, taking into account the guidelines suggested by Wohlin et al. [413].

Construct validity threats concern the relation between both theory and observations,
such as the measurements errors. We instrumented the different versions of deployments,
described in Section 7.4, to generate execution readings from which we computed min, max
and average values of the performance metrics. We repeated every single experiment five
times and computed the median values to mitigate the potential biases that could be in-
duced by perturbations on the network, hardware and our tracing. We are confident that
such repeated measurements increased the quality of our calibration and measurements. We
monitored the performance of the containers since their creation until their destruction and
combined the performance metrics for every minute together as a median value.

Internal validity threats concern our analysis method. Our empirical study is based on
the performance testing results obtained from the studied subject systems. The way of
conducting the performance tests and its quality may introduce threats to the validity of our
findings. In particular, our approach is based on the recorded performance metrics, and their
quality can have an impact on the internal validity of our conducted study. Our performance
evaluations lasted for a duration of, roughly, six → eight months, while the length of the
evaluations may impact the findings of the conducted case study, we believe that we have
observed and analyzed performance readings over a realistic amount of time. The statistical
analysis that is carried out is considered to be another internal validity threat. To mitigate
it, we paid attention not to violate the assumptions of the statistical tests. Specifically, we
applied non-parametric tests that do not require making assumptions on the distribution of
our dataset.

External validity threats concern the possibility of generalizing our findings. Further vali-
dation with different configurations is desirable to broaden our understanding of the impact of
Eclipse Hono deployment strategies on the resources utilization and to provide guidelines to
practitioners about the usage of such platform when developing and deploying IoT serverless
applications.

Reliability validity threats concern the possibility to replicate this study. We attempt to
provide all the necessary information and details to replicate our studies. All the data used
in the two conducted studies, in chapters 6 and 7, are available online in our replication
package4.

4Complete results, box plots, data and scripts are shared online on osf.io scientific data repository: http:

http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
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Table 7.8 Spearman’s rank correlation summary of serverless performance metrics in OpenShift
deployments

# Devices CPU–Memory CPU–Network Memory–Network
min max avg min max avg min max avg

HONO Bare metal Deployment
10 –> 100 0.6 (strong) 0.1 0.3 -0.1 0.1 0.1 -0.3 0.8 (v. strong) 0.6 (strong)

HONO-Serverless-App KO
10 –> 100 0.3 0.3 0.3 -0.9 -0.7 -0.6 -0.4 -0.3 -0.1

Last but not least, the conclusion validity threats which refer to the relation between the
treatment and the outcome do not affect this study since we paid attention to avoid violating
the assumptions of the statistical tests used in our analysis. Nevertheless, replications of
this study on more complex clusters using different applications are desirable to make our
findings more generic.

7.7 Chapter Summary

Performance assurance activities are crucial in ensuring platform–software reliability. Virtual
environments nowadays are used to conduct performance tests. However, the discrepancy
between testing results between different virtual environments, including container setups,
are still under evaluated. We aimed at investigating whether a discrepancy present between
different container environments will impact the studies and tests carried out in the IoT do-
main. In this chapter, we tested and evaluated such discrepancy by conducting performance
tests on the open-sourced IoT platform, Eclipse IoT, in different container/stack environ-
ments. By examining the performance testing results, we find that there exists discrepancies
between performance testing results in each of the environment involved when examining sin-
gle performance metric, the relationship, and building statistical performance models among
different performance metrics.

//bit.ly/benchmarking-hono-FaaS-deployments

http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
http://bit.ly/benchmarking-hono-FaaS-deployments
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The main contributions of this chapter include:

- This empirical study is one of the first research works that attempts to evaluate the
discrepancy in the context of analyzing the performance testing results in container
environments.

- We find that relationships among related performance metrics have large differences
between different setups. Practitioners, including developers, cannot always assume
a straightforward overhead from deploying an open-sourced IoT platform, specifically
IoT–Hono, with serverless applications on top of different container/Cloud technologies.

- We evaluated serverless computing environment invoking functions in parallel to demon-
strate the performance and throughput of serverless computing for open-sourced frame-
work. We compared their performance regarding CPU, memory and network I/O be-
tween a sequential and a concurrence invocations that helps understanding performance
and function behaviors on serverless computing environment.

- We distributed the deployment of the Hono platform on top of AWS Cloud infrastruc-
ture and assessed such performance implications while adding an additional layer of a
serverless app on top of it.

Our results stress the need to be aware of and to reduce the discrepancy between performance
testing results in container environments, for both practitioners and researchers.
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CHAPTER 8 CONCLUSION AND RECOMMENDATIONS

8.1 Summary

Newly discovered pillars within the Internet of Things (IoT) paradigm, such as smart cities,
Industry 4.0, Industrial IoT (IIoT), etc., require specific platform(s) to allow different com-
ponents to integrate and communicate. The value of IoT systems often correlates directly
with the ability of those platforms to connect different devices efficiently and integrate them
into higher-level solutions. The paradigm aims at bringing connectivity to almost everyday
objects found in the physical and ambient spaces. Industry nowadays incorporates different
technologies and mechanisms to help organizations improve their efficiency and reduce costs
whenever possible. Nonetheless, architecting, designing, and implementing an IoT network
can still be a challenging task nowadays.

Since its inception, IoT services and applications have been developed to be adapted in a ver-
tical service model, i.e., in which every layer has been designed by a company or organization.
Interoperability and fragmentation among various service domains are a major challenge. As
a consequence, the latest trends of IoT technologies are to adapt horizontal service domain
to achieve interoperability between participating things. Various standards and protocols
have been proposed by a number of IoT consortia to tackle the integration issues. However,
current IoT technologies do not fully make an inter-operation between various devices in
different networks. Thus, we investigated the integration, interoperability and fragmentation
issues in IoT and proposed viable solutions as countermeasures.

In addition, the emergence of the paradigm itself has led and will continue to lead, to a
number of threats and possible breaches against its security. Unfortunately, security risks
are not well-recognized in this domain until now. Therefore, we studied the specific properties
of the IoT, devised a detailed security and privacy requirements list, summarized several IoT
attacks and their countermeasures at each level to establish a secured IoT framework. Given
the wide applicability of the IoT, security threats should be continuously addressed by the
academic research communities, industry, as well as manufacturers in a very proactive way.

Last but not least, performance assurance activities are crucial in ensuring platform–software
reliability. Virtual environments today are used to conduct performance tests. However,
the discrepancy between testing results between different virtual environments, including
container setups, are still under evaluated. We aimed at investigating whether a discrepancy
exist between different container environments will impact the studies and tests carried out
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in the IoT domain – specifically when a number of applications, varied between serverful
and serverless, have been deployed on top of the architecture. We tested and evaluated such
discrepancy by conducting performance tests on the open-sourced IoT platform, Eclipse IoT,
in different container/stack environments. By examining the performance testing results,
we find that there exists discrepancies between performance testing results in the different
setups involved when examining single performance metric, the relationship, and building
statistical performance models among different performance metrics. Our results emphasize
the need to be aware of and to reduce the discrepancy between performance testing results
in container environments, for both practitioners and researchers.

8.2 Limitations of this Thesis

Beyond the empirical aspects on the various IoT directions, such as the identification of
the challenges faced by IoT developers, interoperability, security and application deployment
issues in the industrial IoT frameworks, in this thesis:

• A part of our discussions identification on online Stack Exchange forums relies on
manual labelling for the different topics extracted. Future automated identification
using larger discussion sizes along with more volunteering coders would be needed; not
only for more consistent identified topic and accuracy, but also to make real consensus
more deterministic.

• We only used container technologies as subjective systems for the open-source IoT
platform we dealt with. Although the aforementioned utilized containers are large-
scale systems that allow practitioners to access its docker images repositories to build
environments, we cannot guarantee that our findings are generalizable to other types of
containerized DevOps tools, e.g., Jaeger Tracing and Azure Kubernetes Service (AKS).

• We only analyzed the performance of three utilized resources at the container levels
(i.e., CPU cores usage, memory usage, and network I/O throughput) for the Telemetry
messages sent from the participating devices. This is a concern for system optimization
practitioners and research into the impact of the whole performance of the ecosystem.
Hence, additional consideration for the "Command&Control" messages (i.e., full inter-
action between the Hono Sandbox and devices) should be considered alongside with
various utilized resources should be taken into consideration so that the comprehension
of the whole performance is more generalized.
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8.3 Future Work and Research

We plan to study IoT/Industry 4.0-related questions by filtering more information of their
corresponding answers on Stack Exchange communities. In addition, we will consider and
investigate IoT/Industry 4.0-related posts on other software Q&A websites. Moreover, we
will further develop our conducted studies and–or reviews in two directions: (1) including
more papers to cover more IoT devices, protocols, and standards, in particular networking
protocols. (2) defining and assessing various aspects of IoT devices, in particular security,
energy consumption, and usability in addition to interoperability. This can also include
developing means for users and developers of IoT devices to assess possible integration issues
before using/releasing the devices into action.

Also, as an extension to such a study, we intend to investigate practitioners’ perspective
of IoT applications in industry 4.0 by exploring website data. This would enable us to
determine how compatible academic research is with state-of-the-art in industry. We believe
this is a small but important step towards understanding what research has to be undertaken
to transform the delivery and quality of industry 4.0 through IoTs.

Conventionally, this dissertation is the first step to lay a concrete ground for a deeper un-
derstanding of the discrepancy between performance test results in different container setups
while adopting open-sourced IoT platforms, deploying serverful and serverless apps on top
of them, and the impact of detecting performance issues with such kind of discrepancies.
Having such knowledge of the discrepancies, we can better comprehend the existence and
magnitude of impact on detecting real-world performance degradation in the future. But
still, we need to focus our research efforts on generating comparable performance testing re-
sults from different setups with different workloads as well as to discuss when to go for either
deployments, i.e., serverful and serverless, in the context of specific cases of IoT application
deployments. Such guidelines are utterly needed in the industry nowadays.

Beyond the above-mentioned deployment considerations, we further plan to investigate the
uni-kernel application deployments and associate and–or compare it with the empirical eval-
uations conducted earlier to get a complete picture the possible paradigms that could be
considered for IoT applications designs and deployments. It is an another interesting issue
which has not been discussed in the scope of this thesis and it would be beneficial to be
assessed to provide practitioners with all possible deployment environments to choose the
best fit for them.
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