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Abstract. In this paper, we consider a model for the population kinetics of human tumor cells in vitro, differen-

tiated by phases of the cell division cycle and length of time within each phase. Since it is not easy to isolate the

effects of cancer treatment on the cell cycle of human cancer lines, during the process of radiotherapy or chemother-

apy, therefore, we include the spatial effects of cells in each phase and analyse the extended model. The extended

model is not easy to solve analytically, because perturbation by cancer therapy causes the flow cytometric profile

to change in relation to one another. Hence, making it difficult for the resulting model to be solved analytically.

Thus, in [16] it is reported that the non-standard schemes are reliable and propagate sharp fronts accurately, even

when the advection, reaction processes are highly dominant and the initial data are not smooth. As a result, we

construct a fitted operator finite difference method (FOFDM) coupled with non-standard finite difference method

(NSFDM) to solve the extended model. The FOFDM and NSFDM are analyzed for convergence and are seen that

they are unconditionally stable and have the accuracy of O(∆t +(∆x)2), where ∆t and ∆x denote time and space

step-sizes, respectively. Some numerical results confirming theoretical observations are presented.

Keywords: cytometric dynamics; cell cycle; steady states; fitted operator method; stability analysis.

2010 AMS Subject Classification: 65M06.

∗Corresponding author

E-mail address: mkowolax@yahoo.com

Received April 24, 2019
1



2 K.M. OWOLABI, K.C. PATIDAR, A. SHIKONGO

1. INTRODUCTION

It is a well known fact that vascular tumors are a highly diverse group of aberrant growths

and they are relatively abundant in the human population, with infantile hemangiomas being

the most common tumor in children and cavernous hemangiomas affecting approximately one

in every one hundred people see [2] and the references therein. Thus, apart from our previous

work reported in [18, 19, 20, 21] on tumors, we feel that it is essential for us as researchers to

understand that genetic differences between people lead to differences in susceptibility. Since

tumors develop in different organs and tissues of a body, then this should imply that a genetic

heterogeneity among cancer cells, the cellular heterogeneity of the tumor tissue underlie a phe-

notype heterogeneity of the disease and cancer cells in a tumor are not all identical, but form

different clones, defined as sets of cancer cells that share a common genotype [31]. Therefore,

in our views, it is also very important to study dynamics for the kinetics of a population of cells

differentiated by phases of the cell division cycle such as the ones presented by Jackiewicz et

al.,[12] as a way toward avoiding incorrect treatment decisions especially, if a biopsy sample is

not representative of other parts of the tumor.

On the other hand, it is understood that even in the simplified environment of the laboratory

with modern techniques and/or technology, it is not always possible to isolate the effects of

cancer treatment on the cell cycle of human cancer cell lines. Therefore, it is important to

mentioned some of the work done in the direction of understanding cancer cells from the cells

cycle point of view. Thus, we highlight few work done in this direction of the studies. These

are for instance Giotti et al., in [11] mentioned that cell division is central to the physiology and

pathology of all eukaryotic organisms and in [4, 7, 8], have considered the in-vitro model of

cancer therapies that target the cellular mechanisms of growth, division and death in all or some

stages of the cell cycle. Thus, our first aim in this paper is to include the spatial distribution of

each phase for the model derived in [4] and presented in [12]. The model in [12] is given as

follow,
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∂G1(x,t)
∂ t = 4bM(2x, t)− (k1 +µG1)G1(x, t),

∂S(x,t)
∂ t = ε

∂ 2S(x,t)
∂x2 −g ∂S(x,t)

∂x −µSS(x, t)+ k1G1(x, t)− I(x, t,TS)),

∂G2(x,t)
∂ t = I(x, t;TS)− (k2 +µG2)G2(x, t),

∂M(x,t)
∂ t = k2G2(x, t)−bM(x, t)−µMM(x, t),



(1)

where, x,t ≥ 0, TS, G1(x, t), S(x, t), G2(x, t), M(x, t), µG1 , µS , µG2 , and µM denote the dimen-

sionless relative DNA content, time in hours, time in hours, density of cells in G1phase, density

of cells in DNA synthesis or Sphase, density of cells in G2phase and metosis or Mphase, death

rates in G1, S, G2 , and Mphases, respectively. The parameters k1 and k2 denote the transi-

tion probabilities of cells from G1phases to Sphase and from G2phases to Mphase, respectively,

b,0 < ε <<< 1,g >>> 1 denote division rate, dispersion coefficient and average growth rate

of DNA in the Sphase. The 4bM(2x, t) term on the right hand side of the first equation in (1)

arises due to a change of variable in the derivation as cells in an interval [2x,2x+ 2∆x] are

doubled in number and transferred to the interval [x,x+∆x] with half the DNA content [12].

The term I(x, t;TS) denotes cells that have been TS hours in DNA synthesis and are ready to be

transferred to G2phase, which is also referred to as a delay term and its derivation is explained

in [4]. However, I(x, t;TS) denotes the solution of the diffusion equation

∂ I(x, t;τS)

∂τS
+g

∂ I(x, t;τS)

∂x
− ε

∂ 2I(x, t;τS)

∂x2 +µSI(x, t;τS) = 0, 0 < x < ∞, t > τS > 0,

at time τS = TS, where τS is the time denoting the time spent by cells in DNA synthesis or

Sphase. The analytical solution (with appropriate initial conditions and a zero flux boundary

condition) is obtained by using Laplace transform techniques and Greens functions in [12].

Thus, it reads

I(x, t,TS) =



∫
∞

0 k1G1(y, t−TS)γ(TS,x,y)dy, if t ≥ TS,

I(x, t,TS) = 0, if t < TS,

(2)
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where γ(TS,x,y) denotes a weight function given by

γ(TS,x,y) =
exp(−µSτ)

2
√

πετ

(
exp
(
−((x−gτ)− y)2

4ετ

))
(3)

−(1+ v(τ,x,y))exp(−((x+gτ)+ y)2

4ετ
),

with

v(τ,x,y) =
x+ y
gτ

(1+O(τ−1)).

In equation (3) γ denotes a Greens function whereas, ν term arises due to the zero flux boundary

condition.

The system (1) is incomplete without initial and boundary conditions. These conditions,

which are chosen according to experimental evidence [12], take the form of

G1(x,0) =
a0√
2πθ 2

0
exp
(
− (x−1)2

2πθ 2
0

)
, 0 < x < ∞,

S(x,0) = 0, G2(x,0) = 0, M(x,0) = 0, 0 < x < ∞,

(4)

and the boundary condition

ε
∂S(0, t)

∂x
−gS(0, t) = 0, t > 0.(5)

The initial DNA content of cells in the G1phase is chosen as a Gaussian distribution with relative

mean DNA content at x = 1 equal to a0, and variance θ 2
0 . This variance is chosen sufficiently

small so that the extension of G1(x,0) into the in-feasible region x < 0 is of no significance. In

[12] a numerical methods are constructed to solve (1) supplemented by the initial conditions in

equation (4) and the general boundary conditions of the form of

ε
∂S(0,t)

∂x −gS(0, t) = α, t > 0,

S(L,0) = β , t > 0,

(6)

with any real values α and β , where the parameter β was chosen according to the experimental

data provided in [5].
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We can see that the system in equation (1) is a semi-system of integro-delayed partial dif-

ferential equation (IDPDE). Thus, in order to have a complete understanding of the population

kinetics of the human tumor cells, it is very important to include the spatial effects of all the

cells in each phase, rather only consider the spatial effects of one phase and ignore the other

effects of the other three phases. Consequently, mathematical analysis of the extended model is

also vital to justify the understanding of the population kinetics of human tumor cells, when one

present the experimental results. Therefore, our first aim in this paper, is to extend the model in

equation (1) to a system of convection-reaction-diffusion equations, investigate the qualitative

features of the model with the spatial effects of all the phases and determine the location of

the boundary layer. Since, flow cytometry is a technique where the DNA content of individual

cells is measured and binned accordingly, then we can see that our results present clearly the

phases which are perturbed and unperturbed by the therapy. Thus, perturbation by cancer ther-

apy causes these peaks to change in relation to one another as it can be seen in all the figures

presented.

It is a well known fact that explicit methods such as the explicit finite difference methods

(EFDMs), solve differential equations with low computational cost, within very small stability

regions, which in turn implies severe restrictions on meshes sizes, which are required in order

to achieve the desired results. Therefore, implicit finite difference methods (IFDMs) are more

favored to solve differential equations, because of their wider stability regions as compared to

the EFDMS [9]. Thus, our second aim in this paper, is to solve the extended model. Thus,

we develop an efficient numerical method for solving the extended model with respect to the

qualitative features of the original model.

Thus, extending the IDPDE in equation (1), we have

∂G1(x,t)
∂ t = DG1

∂ 2G1(x,t)
∂x2 +4bM(2x, t)− (k1 +µG1)G1(x, t),

∂S(x,t)
∂ t = ε

∂ 2S(x,t)
∂x2 −g ∂S(x,t)

∂x −µSS(x, t)+ k1G1(x, t)− I(x, t;TS),

∂G2(x,t)
∂ t = DG2

∂ 2G2(x,t)
∂x2 + I(x, t;TS)− (k2 +µG2)G2(x, t),

∂M(x,t)
∂ t = DM

∂ 2M(x,t)
∂x2 + k2G2(x, t)−bM(x, t)−µMM(x, t),



(7)
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where, DG1,DG2,DM denote the dispersion coefficient of G1,G2 and M cells in each phase, 0 <

x < L and t > 0, subject to the initial data as given in equation (4) and the boundary conditions

are

∂G1
∂ν

(0, t) = ∂G2
∂ν

(0, t) = ∂M
∂ν

(0, t) = χ1,

∂G1
∂ν

(L, t) = ∂G2
∂ν

(L, t) = ∂M
∂ν

(L, t) = χ2,

ε
∂S(0,t)

∂x −gS(0, t) = α, t > 0,

S(L,0) = β , t > 0,



(8)

where, ν ,χk,(k = 1,2) denote an outward normal vector, and positive constants, whereas the

initial functions (G1)0(x, t),S0(x, t),(G2)0(x, t),M0(x, t) are assumed to satisfy the compatibility

conditions [26],

∂G1
∂ν

(0,0) = ∂G2
∂ν

(0,0) = ∂M
∂ν

(0,0) = χ1,

∂G1
∂ν

(L,0) = ∂G2
∂ν

(L,0) = ∂M
∂ν

(L,0) = χ2,

ε
∂S(0,0)

∂x −gS(0,0) = α, t > 0,

S(L,0) = β ,

∂G1(0,0)
∂ t = DG1

∂ 2G1(0,0)
∂x2 +4bM(0,0)− (k1 +µG1)G1(0,0),

∂S(0,0)
∂ t = ε

∂ 2S(0,0)
∂x2 −g∂S(0,0)

∂x −µSS(0,0)+ k1G1(0,0)− I(0,0;0),

∂G2(0,0)
∂ t = DG2

∂ 2G2(0,0)
∂x2 + I(0,0;0)− (k2 +µG2)G2(0,0),

∂M(0,0)
∂ t = DM

∂ 2M(0,0)
∂x2 + k2G2(0,0)−bM(0,0)−µMM(0,0),



(9)
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and

∂G1
∂ν

(L,0) = ∂G2
∂ν

(L,0) = ∂M
∂ν

(L,0) = χ1,

∂G1
∂ν

(L,0) = ∂G2
∂ν

(L,0) = ∂M
∂ν

(L,0) = χ2,

ε
∂S(L,0)

∂x −gS(L,0) = α, t > 0,

S(L,0) = β ,

∂G1(L,0)
∂ t = DG1

∂ 2G1(L,0)
∂x2 +4bM(L,0)− (k1 +µG1)G1(L,0),

∂S(L,0)
∂ t = ε

∂ 2S(L,0)
∂x2 −g ∂S(L,0)

∂x −µSS(L,0)+ k1G1(L,0)− I(L,0;0),

∂G2(L,0)
∂ t = DG2

∂ 2G2(L,0)
∂x2 + I(L,0;0)− (k2 +µG2)G2(L,0),

∂M(L,0)
∂ t = DM

∂ 2M(L,0)
∂x2 + k2G2(L,0)−bM(L,0)−µMM(L,0).



(10)

Under the assumptions in (9-10) the extended model in equation (7) with the initial and bound-

ary conditions in (8) has a unique solution [3].

The rest of the paper is arranged as follow. In Section 2, we carry out mathematical analysis

of the model, whereas in Section 3, we derive and analyse the numerical method. Section 4

deals with the implementation of our numerical method, presentation of our numerical results

and we conclude the paper with Section 5.

2. MATHEMATICAL ANALYSIS OF THE MODEL

At the steady states the model in equation (7) becomes

DG1
∂ 2G1(x,t)

∂x2 − (k1 +µG1)G1(x, t) =−4bM(2x, t),

ε
∂ 2S(x,t)

∂x2 −g ∂S(x,t)
∂x −µSS(x, t) = I(x, t;TS)− k1G1(x, t),

DG2
∂ 2G2(x,t)

∂x2 − (k2 +µG2)G2(x, t) = I(x, t;TS),

DM
∂ 2M(x,t)

∂x2 − (b+µM)M(x, t) =−k2G2(x, t).


(11)
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From the first, third and fourth equations in (11) we obtain the following solutions for the

corresponding homogeneous part

G∗1(x) = cg11 + cg12 exp
(

DG1

k1 +µG1

x
)
,

G∗2(x) = cg21 + cg22 exp
(

DG2

k2 +µG2

x
)
,

M∗(x) = cm1 + cm2 exp
(

DM

b+µM
x
)
,(12)

where, cg11,cg12,cg21,cg22,cm1,cm2 are non-negative constants. However, for the DNA synthe-

sis or Sphase steady state, we see that the null space is given by

S′′− g
ε

S′− µS

ε
S = 0,(13)

of which the auxiliary equation to the equation (13) is

r2− g
ε

r− µS

ε
= 0,(14)

which implies that the solution to the auxiliary equation in (14) is

r− =
1
2

(
g
ε
−
√(g

ε

)2
+4

µS

ε

)
, and r+ =

1
2

(
g
ε
+

√(g
ε

)2
+4

µS

ε

)
,(15)

which in turn, implies that the solution to the second order differential equation in (13) is

S∗ = Aexp(r−x)+Bexp(r+x),(16)

where, from the given general boundary conditions in (8), we find that

A+B = S0, and S′0 = Ar−+Br+,(17)
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so that

εS′0 +gS0 = α,

S′0 +
g
ε

S0 =
α

ε
,

Ar−+Br++
g
ε
(A+B) =

α

ε
,(18)

A(r−+
g
ε
)+B(r++

g
ε
) =

α

ε
,

A =
α

ε
−B(r++ g

ε
)

(r−+ g
ε
)

.

At x = L, the DNA synthesis or Sphase is prescribed as

β = Aexp(r−L)+Bexp(r+L),

β =
α

ε
−B(r++ g

ε
)

(r−+ g
ε
)

exp(r−L)+Bexp(r+L),

β (r−+
g
ε
) =

α

ε
−B(r++

g
ε
)exp(r−L)+Bexp(r+L)(r−+

g
ε
),

β (r−+
g
ε
)− α

ε
=

(
exp(r+L)(r−+

g
ε
)− (r++

g
ε
)exp(r−L)

)
B,

B =
β (r−+ g

ε
)− α

ε(
exp(r+L)(r−+ g

ε
)− (r++ g

ε
)exp(r−L)

) .(19)

Substituting the value of B in (19) into equation (19) we obtain

A =
α

ε

(r−+ g
ε
)
−

(β (r−+ g
ε
)− α

ε
)(r++ g

ε
)(

exp(r+L)(r−+ g
ε
)− (r++ g

ε
)exp(r−L)

)
(r−+ g

ε
)
.(20)
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This implies that the solution of the DNA synthesis or Sphase steady state, through the equation

in (16) is

S∗(x,ε,g) =
α

ε

(r−+ g
ε
)
−

(β (r−+ g
ε
)− α

ε
)(r++ g

ε
)(

exp(r+L)(r−+ g
ε
)− (r++ g

ε
)exp(r−L)

)
(r−+ g

ε
)

exp(r−x)

+
β (r−+ g

ε
)− α

ε(
exp(r+L)(r−+ g

ε
)− (r++ g

ε
)exp(r−L)

) exp(r+x).(21)

Combining the equation in (21) with the steady-state solutions in equation (12), we have the

local stability point E = (G∗1,S
∗,G∗2,M

∗), where,

G∗1(x) = cg11 + cg12 exp
(

DG1
k1+µG1

x
)
,

S∗(x,ε,g) =
α

ε

(r−+ g
ε
)
− (β (r−+ g

ε
)−α

ε
)(r++ g

ε
)

(exp(r+L)(r−+ g
ε
)−(r++ g

ε
)exp(r−L))(r−+ g

ε
)

exp(r−x)

+
β (r−+ g

ε
)−α

ε

(exp(r+L)(r−+ g
ε
)−(r++ g

ε
)exp(r−L))

exp(r+x),

G∗2(x) = cg21 + cg22 exp
(

DG2
k2+µG2

x
)
,

M∗(x) = cm1 + cm2 exp
(

DM
b+µM

x
)
.



(22)

The steady point E , enables us to present the behavior of the density of cells in each phase.

Moreover, the steady state for the DNA synthesis or Sphase enables us to locate the boundary

layer which is a result of perturbation by cancer therapy [12]. Thus, since the singularly per-

turbation occurs only during the DNA synthesis or Sphase, then it suffices to locate the layer

by considering the solution to the steady state of the DNA synthesis or Sphase in equation (21).

Thus, following [24] and the references there in, we see that

lim
x→0

lim
ε→0

S∗(x,ε,g) = lim
ε→0

lim
x→0

S∗(x,ε,g) and lim
x→L

lim
ε→0

S∗(x,ε,g) 6= lim
ε→0

lim
x→L

S∗(x,ε,g),(23)

then, the layer is located on the right-end of the interval, near x = L. This implies that, we are

now in the position of deriving our numerical method.
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3. DERIVATION AND ANALYSIS OF THE NUMERICAL METHOD

In this section, we describe the derivation of the fitted operator finite difference numeri-

cal method (FOFDM) for solving the G1phase, G2phase and metosis or Mphase in equation

(7) and non-standard finite difference method (NSFDM) for solving the DNA synthesis or

Sphase in equation (7). We first determine an approximation to the derivatives of the functions

G1(t,x),G2(x, t) and M(t,x) with respect to the spatial variable x.

Let Nx be a positive integer. Discretize the interval [0,L] through the points

x0 = 0 < x1 < x2 < · · ·< xNx = L,

where the step-size ∆x = x j+1− x j = L/Nx, j = 0,1, . . . ,xNx . Let (G1) j(t),(G2) j(t),M j(t) de-

note the numerical approximations of G1(t, j),G2(t, j),M(t, j), then we approximate the second

order spatial derivative by

∂G1

∂x2 (t,x j) ≈
(G1) j+1−2(G1) j +(G1) j−1

(φG1)
2
j

,
∂G2

∂x2 (t,x j)≈
(G2) j+1−2(G2) j +(G2) j−1

(φG2)
2
j

,

∂M
∂x2 (t,x j) ≈

M j+1−2M j +M j−1

φ 2
j

,

(24)

where,

(φG1) j =
(1− exp

(
(σG1) j∆x

)
(σG1) j

, (φG2) j =
(1− exp

(
(σG2) j∆x

)
(σG2) j

,

(φM) j =
(1− exp

(
(σM) j∆x

)
(σM) j

,(25)

and

(σG1) j =

√
k1 +µG1

DG1

, (σG2) j =

√
k2 +µG2

DG2

, (σI) j =

√
µM +b

DM
.

We see that φG1 → ∆x as ∆x→ 0, φG2 → ∆x as ∆x→ 0 and φM→ ∆x as ∆x→ 0.

Let Nt be a positive integer and ∆T = T/Nt where 0 < t < T . Discretizing the time interval

[0,T ] through the points

0 = t0 < t1 < · · ·< tNt = T,
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where,

tn+1− tn = ∆t, n = 0,1, . . . ,(tNt −1).

We approximate the time derivative at tn by

d(G1) j(tn)
dt

≈
(G1)

n+1
j − (G1)

n
j

ψG1

,
d(G2) j(tn)

dt
≈

(G2)
n+1
j − (G2)

n
j

ψG2

,

dM j(tn)
dt

≈
M n+1

j −M n
j

ψM
,(26)

where,

ψG1 = (exp((k1 +µG1)∆t)−1)/(k1 +µG1), ψG2 = (exp((k2 +µG2)∆t)−1)/(k2 +µG2),

ψM = (exp((b+µM)∆t)−1)/(b+µM),

where we see that ψG1 → ∆t as ∆t→ 0, ψG2 → ∆t as ∆t→ 0 and ψM→ ∆t as ∆t→ 0.

Next we develop the numerical method to solve the DNA synthesis or Sphase in equation (7).

Since the FOFDM and SFDM fail to capture the hyperbolic nature of the advection-diffusion-

reaction PDEs, below we follow the development in [16] to derive the NSFDM for the equation

modeling the DNA synthesis or Sphase in equation (7). We proceed as follow. Let S j(t) denote

the numerical approximations of S(t, j), then using the following sub-equations of the equation

modeling the DNA synthesis or Sphase in equation (7)

∂S(x,t)
∂ t +g∂S(x,t)

∂x =−µSS(x, t), a PDE,

g∂S(x,t)
∂x = ε

∂ 2S(x,t)
∂x2 , an ODE,

(27)

then the exact finite difference schemes for the two sub-equations in equation (27) are

S n+1
j −S n

j
(φ1)S(∆t) +g

S n+1
j+1 −S n+1

j

g(φ1)S(
∆x
g )

=−µSS
n
j , a scheme for a PDE

S j+1−S j
∆x = ε

S j+1−2S j+S j−1
ε∆x

g (φ2)S(∆x)
, a scheme for an ODE,

(28)

where (φ1)S(∆t) = (1− exp(−µS∆t))/µS and (φ2)S(∆x) = (1− exp(−g∆x
ε
)). Combining the

exact finite difference schemes in equation (28) and avoid the condition g∆t = ∆x, we obtain
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the NSFDM for the DNA phase as

S n+1
j −S n

j

(φ1)S(∆t)
+g

S n+1
j+1 −S n+1

j

g(φ1)S(
∆x
g )

= ε
S n+1

j+1 −2S n+1
j +S n+1

j−1

ϕ(∆x)
−µSS

n
j(29)

+k1(G1)
n
j − I(x, t;TS).

where ϕ(∆x) = gφS(
∆x
g ) ε∆x

g (φ2)S(∆x). We see that φS→ ∆x as ∆x→ 0. Similarly for ϕ(∆x).

The denominator functions in equations (24), (26) and (28) are used explicitly to remove the

inherent stiffness in the central finite derivatives parts and can be derived by using the theory of

nonstandard finite difference methods, see, e.g., [15, 22, 23] and references therein.

Combining the equation (24) for the spatial derivatives with the equation (26) for time deriva-

tives and with equation in (29), we obtain the system of FOFDM-NSFDM as

(G1)
n+1
j −(G1)

n
j

φG1
= DG1

(G1)
n+1
j+1−2(G1)

n+1
j +(G1)

n+1
j−1

(φG1 )
2
j

+4bM n
2 j− (k1 +µG1)(G1)

n
j ,

S n+1
j −S n

j
(φ1)S(∆t) +g

S n+1
j+1 −S n+1

j

(φ1)S(
∆x
g )

= ε
S n+1

j+1 −2S n+1
j +S n+1

j−1
ϕ(∆x) −µSS n

j + k1(G1)
n
j − I(x, t;TS),

(G2)
n+1
j −(G2)

n
j

φG2
= DG2

(G2)
n+1
j+1−2(G2)

n+1
j +(G2)

n+1
j−1

(φG2 )
2
j

+ I(x, t;TS)− (k2 +µG2)(G2)
n
j ,

M n+1
j −M n

j
φM

= DM
M n+1

j+1 −2M n+1
j +M n+1

j−1

(φM)2
j

+ k2(G2)
n
j − (b+µM)M n

j ,

(G1)
n
1 = (G1)

n
−1, (G2)

n
1 = (G2)

n
−1, S

n
1 = S n

−1, M
n
1 = M n

−1

(G1)
n
xNx

= (G1)
n
xNx−1

, (G2)
n
xNx

= (G2)
n
xNx−1

, S n
xNx

= S n
xNx−1

, M n
xNx

= M n
xNx−1

,

(G1)
0
j =

a0√
2πθ 2

0
exp
(
− (x j−1)2

2πθ 2
0

)
, (G2)

0
j = 0, S 0

j = 0, M 0
j = 0.



(30)

The system in equation (30) can further be simplified as

− DG1
(φG1 )

2
j
(G1)

n+1
j−1 +

(
1

φG1
+

2DG1
(φT )2

j

)
(G1)

n+1
j − DG1

(φG1 )
2
j
(G1)

n+1
j+1

=
(

1
φG1
− (k1 +µG1)

)
(G1)

n
j +4bM n

2 j,

− ε

ϕ(∆x)S
n+1
j−1 +

(
1

(φ1)S(∆t) −
g

(φ1)S(
∆x
g )

+ 2ε

ϕ(∆x)

)
S n+1

j +

(
g

(φ1)S(
∆x
g )
− ε

ϕ(∆x)

)
S n+1

j+1

=
(

1
(φ1)S(∆t) −µS

)
S n

j + k1(G1)
n
j − I(x, t;TS),

− DG2
(φG2 )

2
j
(G2)

n+1
j−1 +

(
1

φG2
+

DG2
(φG2 )

2
j

)
(G2)

n+1
j − DG2

(φG2 )
2
j
(G2)

n+1
j+1

=
(

1
φG2
− (k2 +µG2)

)
(G2)

n
j + I(x, t;TS),

− DM
(φM)2

j
M n+1

j−1 +

(
1

φM
+ DM

(φM)2
j

)
M n+1

j − DM
(φM)2

j
M n+1

j+1

=
(

1
φM
− (b+µM)

)
M n

j + k2(G2)
n
j .



(31)
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The system in equation (31) can be written as a tridiagonal system given by

AG1(G1) = FG1,

ASS = FS,

AG2(G2) = FG2 ,

AMM = FM,



(32)

where, j = 1, . . . ,xNx−1, n = 0, . . . , tNt −1 and

AG1 = Tri
(
− DG1

(φG1)
2
j
, 1

φG1
+

2DG1
(φT )

2
j
,− DG1

(φG1)
2
j

)
,

AS = Tri
(
− ε

ϕ(∆x) ,
1

(φ1)S(∆t) −
g

(φ1)S(
∆x
g )

+ 2ε

ϕ(∆x) ,−
ε

ϕ(∆x)

)
,

AG2 = Tri
(
− DG2

(φG2)
2
j
, 1

φG2
+

DG2
(φG2)

2
j
,− DG2

(φG2)
2
j

)
,

AM = Tri
(
− DM

(φM)2
j
, 1

φM
+ DM

(φM)2
j
,− DM

(φM)2
j

)
,


and

(FG1)
n
j =
(

1
φG1
− (k1 +µG1)

)
(G1)

n
j +4bM n

2 j,

(FS)
n
j =
(

1
φS(k)
−µS

)
S n

j + k1(G1)
n
j − I(x, t;TS),

(FG2)
n
j =
(

1
φG2
− (k2 +µG2)

)
(G2)

n
j + I(x, t;TS),

(FM)n
j =
(

1
φM
− (b+µM)

)
M n

j + k2(G2)
n
j .
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Thus, in view of equation (32), we see that the local truncation errors ((ςG1)
n
j ,(ςS)

n
j ,(ςG2)

n
j ,(ςM)n

j

are given by

(ςG1)
n
j = (AG1G1)

n
j − (FG1)

n
j = (AG1(G1−G1))

n
j ,

(ςS)
n
j = (ASS)n

j − (FS)
n
j = (AS(S−S ))n

j ,

(ςG2)
n
j = (AG2G2)

n
j − (FG2)

n
j = (AG2(G2−G2))

n
j ,

(ςS)
n
j = (AMM )n

j − (FM)n
j = (AM(M−M ))n

j .



(33)

Thus,

max1≤n≤T,1≤ j≤L |(G1)
n
j − (G1)

n
j | ≤ ||(AG1)

−1|||(ςG1)
n
j |,

max1≤n≤T,1≤ j≤L |Sn
j −S n

j | ≤ ||(AS)
−1|||(ςS)

n
j |,

max1≤n≤T,1≤ j≤L |(G2)
n
j − (G2)

n
j | ≤ ||(AG2)

−1|||(ςG2)
n
j |,

max1≤n≤T,1≤ j≤L |Mn
j −M n

j | ≤ ||(AM)−1|||(ςM)n
j |,



(34)

where

max1≤n−1≤T,1≤ j≤L−1 |(ςG1)
n
j | ≤

∆t
2 |(G1)tt(ζ )|+DG1

(∆x)2

12 |(G1)xxxx(ξ )|,

max1≤n−1≤T,1≤ j≤L−1 |(ςS)
n
j | ≤

∆t
2 |Stt(ζ )|+g∆x

2 |Sxx(ξ )|+ ε
(∆x)2

12 |Sxxxx(ξ )|,

max1≤n−1≤T,1≤ j≤L−1 |(ςG2)
n
j | ≤

∆t
2 |(G2)tt(ζ )|+DG2

(∆x)2

12 |(G2)xxxx(ξ )|,

max1≤n−1≤T,1≤ j≤L−1 |(ςM)n
j | ≤

∆t
2 |Mtt(ζ )|−DM

(∆x)2

12 |Mxxxx(ξ )|,



(35)

where tn−1 ≤ ζ ≤ tn+1, x j−1 ≤ ξ ≤ x j+1 and by [27] we have

||(AG1)
−1|| ≤ ΞG1, ||(AS)

−1|| ≤ ΞS, ||(AG2)
−1|| ≤ ΞG2 , ||(AM)−1|| ≤ ΞM.(36)



16 K.M. OWOLABI, K.C. PATIDAR, A. SHIKONGO

Using (35) and (36) in (34), we obtain

max1≤n≤T,1≤ j≤L |(G1)
n
j − (G1)

n
j | ≤ |ΞG1|[

∆t
2 |(G1)tt(ζ )|+DG1

(∆x)2

12 |(G1)xxxx(ξ )|],

max1≤n≤T,1≤ j≤L |Sn
j −S n

j | ≤ |ΞS|[∆t
2 |Stt(ζ )|+g∆x

2 |Sxx(ξ )|+ ε
(∆x)2

12 |Sxxxx(ξ )|],

max1≤n≤T,1≤ j≤L |(G2)
n
j − (G2)

n
j | ≤ |ΞG2|[

∆t
2 |(G2)tt(ζ )|+DG2

(∆x)2

12 |(G2)xxxx(ξ )|],

max1≤n≤T,1≤ j≤L |Mn
j −M n

j | ≤ |ΞM|[∆t
2 |Mtt(ζ )|−DM

(∆x)2

12 |Mxxxx(ξ )|].



(37)

Hence, we obtain the following results.

Theorem 3.1. Let FG1(x, t),FS(x, t),FG2(x, t),FM(x, t) be sufficiently smooth functions so that

G1(x, t),S(x, t),G2(x, t),M(x, t)∈C1,2([1,L]×[1,T ]). Let (G1)
n
j ,S

n
j ,(G2)

n
j ,M

n
j , j = 1,2, . . .L,n=

1,2, . . .T be the approximate solutions to (7), obtained using the FOFDM-NSFDM with (G1)
0
j =

(G1)
0
j ,S

0
j = S0

j ,(G2)
0
j = (G2)

0
j ,M

0
j = M0

j . Then there exists ΞG1,ΞS,ΞG2,ΞM independent of

g,ε , the step sizes ∆t and ∆x such that

sup0<ε≤1,g>>1 max1≤n≤T,1≤ j≤L |(G1)
n
j − (G1)

n
j | ≤ |ΞG1|[

∆t
2 |(G1)tt(ζ )|+DG1

(∆x)2

12 |(G1)xxxx(ξ )|],

sup0<ε≤1,g>>1 max1≤n≤T,1≤ j≤L |Sn
j −S n

j | ≤ |ΞS|[∆t
2 |Stt(ζ )|+g∆x

2 |Sxx(ξ )|+ ε
(∆x)2

12 |Sxxxx(ξ )|],

sup0<ε≤1,g>>1 max1≤n≤T,1≤ j≤L |(G2)
n
j − (G2)

n
j | ≤ |ΞG2|[

∆t
2 |(G2)tt(ζ )|+DG2

(∆x)2

12 |(G2)xxxx(ξ )|],

sup0<ε≤1,g>>1 max1≤n≤T,1≤ j≤L |Mn
j −M n

j | ≤ |ΞM[∆t
2 |Mtt(ζ )|−DM

(∆x)2

12 |Mxxxx(ξ )|].


This shows that our FOFDM-NSFDM are unconditionally stable.

4. NUMERICAL RESULTS AND DISCUSSIONS

Setting DG1 = 10−4,DG2 = 10−4,DM = 10−7,L = 5,T = 1,xNx = tNt = 20 and , we present

our numerical solutions in Figure 1 (for ε = 0.001), Figure 2 (for ε = 0.01), Figure 3 (for

ε = 0.1) using the parameter values [4] in Table 1.



HUMAN CANCER LINES 17

TABLE 1. Parameter values [4]

k1 = 0.8 µG1 = 0.9 α = 2.4 g = 30.9

θ0 = 0.6 µS = 0.8 β = 0.1 k2 = 0.0193

µG2 = 2 b = 1.9296 µM = 0.01 a0 = 100.0

In Figure 1(a), we see that as time grows the density of cells are increasing within the range

of approximately of x∈ (0,1.5), then for the values of x∈ (1.5,5), the profile presents that there

are no more cells available for G1phase.

In Figure 1(b), we see that as time grows the density of cells form a peak which is increasing

within the range of approximately of the values of x∈ (0,1.5), then for the values of x∈ (1.5,5)

the density of cells converges to its low positive steady state.

In Figure 1(c), we see the contrary to the profiles of the two previous profiles. That, as time

grows the density of cells grows exponentially for x ∈ (0,1.5), till they reach a positive steady

state for x ∈ (1.5,5). The profile of this phase presents that all cells are well and active for next

interactions.

In Figure 1(d), we see similar development compare to the interactions in the Mphase, that as

time grows the density of cells grows exponentially for the values of x ∈ (0,1.5), till they reach

a positive steady state for x ∈ (1.5,5). The profile of this phase presents that all cells are well

and active for the next interaction.

The remaining two figures, Figure 2 and Figure 3, we have the same profiles as in Figure 1,

for different values of ε ∈ (0,1).

5. CONCLUSION

In this paper, we extended the model for population kinetics of human tumor in vitro, with the

aim to contribute toward the understanding of cells cycle in each phase. This is very essential

toward healing cancer as a dreadful disease, since in [12] categorically mentioned that even in

the simplified environment of the laboratory with modern technology it is not always possible

to isolate the effects of cancer treatment on the cell cycle of human cancer lines. Thus, in view

of our numerical results, we see that for the values of 0 < ε <<< 1 and g >>> 1 our numerical
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solutions are the same, despite the fact that cells population behave differently in each phase. As

time goes, we see that during G1phase, that the cells grow sharply to a very high height as time

increases, but for certain different positions only. During the DNA synthesis or Sphase, we see

different peaks for certain different positions only as time increases, unlike for the G2phase and

the metosis Mphase, where we see that the cells grow sharply to their respective uniform steady

states. These growths are due to the steady states presented in (22). When we decrease the value

for the division rate parameter (b), then the behavior of the metosis or Mphase changes to a

linear growth rate, whereas increasing the division rate (b), changes the growth rate a parabolic

growth rate (results not shown). Other changes in the parameter values does not bring new

phenomena, except for the fact that µS 6= 0, because we believe a small amount cells should

at least be exiting the phase, during this phase too. We also see an important feature in our

numerical results that notable interactions takes place at certain positions only in all the phases.

This, we believe can contribute quite a great deal toward understanding of cells cycle in each

phase, which in turn can be taken up for further cancer research on the cell cycle of human

cancer lines. Thus, our approach in this work should serve as a first attempt to incorporate the

detailed effects of population kinetics of human tumor. Hence, our future direction is to carry

out comparison with the latest reported method(s) in the subsequent recent years’ papers.
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FIGURE 1. FOFDM-NSFDM numerical solution of the system in (30) for ε = 0.001.
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FIGURE 2. FOFDM-NSFDM numerical solution of the system in (30) for ε = 0.01.
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FIGURE 3. FOFDM-NSFDM numerical solution of the system in (30) for ε = 0.1.
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