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ABSTRACT 

The future 5G mobile network technology is expected to offer significantly better perfor-

mance than its predecessors. Improved data rates in conjunction with low latency is be-

lieved to enable technological revolutions such as self-driving cars. To achieve faster data 

rates, MIMO systems can be utilized. These systems enable the use of spatial filtering 

technique known as beamforming. Beamforming that is based on the pre-acquired chan-

nel matrix is computationally very demanding causing challenges in achieving low la-

tency. By acquiring the channel matrix as efficiently as possible, we can facilitate this 

challenge.  

In this thesis we examined the implementation of channel estimation algorithm for 

beamforming with a digital signal processor specialized in vector computation. We pre-

sent implementations for different antenna configurations based on three different ap-

proaches. The results show that the best performance is achieved by applying the algo-

rithm according to the limitations given by the system and the processor architecture. 

Although the exploitation of the parallel architecture was proved to be challenging, the 

implementation of the algorithm would have benefitted from the greater amount of par-

allelism. The current parallel resources will be a challenge especially in the future as the 

size of antenna configurations is expected to grow. 
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TIIVISTELMÄ 

Tulevan viidennen sukupolven mobiiliverkkoteknologian odotetaan tarjoavan merkittä-

västi edeltäjäänsä parempaa suorituskykyä. Tämän suorituskyvyn tarjoamat suuret da-

tanopeudet yhdistettynä pieneen latenssiin uskotaan mahdollistavan esimerkiksi itsestään 

ajavat autot. Suurempien datanopeuksien saavuttamiseksi voidaan hyödyntää monitieka-

navassa käytettävää MIMO-systeemiä, joka mahdollistaa keilanmuodostuksena tunnetun 

spatiaalisen suodatusmenetelmän käytön. Etukäteen hankittuun kanavatilatietoon perus-

tuva keilanmuodostus on laskennallisesti erittäin kallista. Tämä aiheuttaa haasteita ver-

kon pienen latenssivaatimuksen saavuttamisessa. 

Tässä työssä tutkittiin keilanmuodostukselle tarkoitetun kanavaestimointialgoritmin 

tehokasta toteutusta hyödyntäen vektorilaskentaan erikoistunutta prosessoriarkkiteh-

tuuria. Työssä esitellään kolmea eri lähestymistapaa hyödyntävät toteutukset eri kokoi-

sille antennikonfiguraatioille. Tuloksista nähdään, että paras suorituskyky saavutetaan 

sovittamalla algoritmi järjestelmän ja arkkitehtuurin asettamien rajoitusten mukaisesti.   

Vaikka rinnakkaisarkkitehtuurin hyödyntäminen asetti omat haasteensa, olisi algoritmin 

toteutus hyötynyt suuremmasta rinnakkaisuuden määrästä. Nykyinen rinnakkaisuuden 

määrä tulee olemaan haaste erityisesti tulevaisuudessa, sillä antennikonfiguraatioiden 

koon odotetaan kasvavan.  

  

Avainsanat: tietoliikennetekniikka, 5G, MIMO, rinnakkaisarkkitehtuuri. 
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1 INTRODUCTION 

The evolution of mobile network generations has been steady from the introduction of 1G in 

the early 1980s until today. A new mobile network generation has been released every ten years 

and the fifth-generation mobile network should be deployed during this decade.  

The increase in data rates as measured in bits per second has been exponential within suc-

cessive generations. The growth of the data rates during the evolution of mobile networks is 

approximated in Figure 1 [1]. In the early days of the 2G network it was possible to achieve a 

data transfer rate approximately 15kbps using GSM technology. The introduction of EDGE 

technology made it possible to reach data rates up to 600kbps. Therefore, data rates experienced 

a forty-fold increase during a single mobile network generation. 

3G network continued this trend by increasing the data rates up to 2Mbps with a new tech-

nology called WCDMA. Having the latest enhancements for the 3G network, it was possible to 

reach data rates around 40Mbps. Once again, tremendous increase in data rates was experienced 

within one generation. This trend continued with the 4G network whose latest enhancements 

increased data rates to gigabits per second [2]. The upcoming 5G network is not going to end 

this trend [1]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 1. Approximate growth of data rates in logarithmic scale. 

 

This massive growth in data rates has not been achieved just by increasing the transmission 

bandwidths. The latest mobile network generations (LTE and 5G), utilize advanced signal pro-

cessing techniques to increase the spectral efficiency in conjunction with multiple input multi-

ple output (MIMO) technology.  

In theory, these techniques can increase data rates. However, utilizing these methods requires 

a great deal of heavy computation. Combining computationally demanding techniques with 

very low latency requirement is challenging. In order to meet the latency requirements, these 
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methods must be implemented with an architecture specialized in signal processing. Further-

more, one needs to implement these tasks of significance as efficiently as possible in order to 

achieve the expected latency [3].  

One of these methods is known as beamforming. Beamforming is based on a channel matrix 

that contains the channel state information for each antenna pair. Channel state information can 

be obtained by estimating the channel based on the known pilot symbols. These estimates are 

used later in the calculation of the beamforming coefficients. Since this process has to be per-

formed beforehand, it has a great impact on the total system load caused by the beamforming.  

Channel estimation can be performed in countless ways. By favouring a channel estimation 

scheme with low complexity and adequate accuracy, excess signal processing workload could 

be reduced. Current antenna configurations consist of numerous antenna elements which makes 

the channel estimation demanding. The size of the antenna configuration directly determines 

the size of the channel matrix. Because each element of the channel matrix must be estimated, 

large antenna configurations poses challenges to channel estimation. Although processing of 

very large matrices is cumbersome it can be facilitated by using a parallel architecture. To en-

sure good performance, one should evaluate the feasibility of used parallel architecture on a 

regular basis due to rapidly growing number of antenna elements. In this thesis, we review 

couple of beamforming techniques and discuss the topic of channel estimation in wireless com-

munications. The discussion emphasis is in efficient implementation of the channel estimation 

for beamforming.  

This thesis is organized as follows. In Chapter 2 an overview of 5G is provided by introduc-

ing the preliminary requirements and usage scenarios specified for 5G. In addition, a brief in-

troduction to multipath propagation is provided. At the beginning of Chapter 3, the multipath 

channel is linked to the multiantenna systems by introducing conventional methods to increase 

the channel capacity via spatial diversity schemes. This is followed by discussion of beamform-

ing techniques and spatial multiplexing. In Chapter 4, we discuss channel estimation in single 

and multi-antenna systems. The architecture exploration is provided in Chapter 5. In Chapter 

6, we go through the implementations and present the results. Then, in Chapter 7, we discuss 

our findings and speculate on the future of the subject. Finally, in Chapter 8 we provide a brief 

summary of this thesis. 
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2 MOBILE COMMUNICATION EVOLUTION 

In this chapter the requirements and expectations towards the upcoming fifth mobile network 
generation are introduced. According to the specifications set by 3GPP, 5G will continue the 
trend of remarkable data rate growth seen between the previous successive generations [4]. In 
addition to significantly higher data rates, the network is expected to operate at ultra-low la-
tency, even in challenging conditions such as when providing a solid and reliable experience 
for high mobility users. Initially, these visions and usage scenarios are reviewed. Since 5G is 
targeted to operate in much higher frequencies than the previous mobile network generations, 
we take a glance at the feasibility of the millimetre waves.     

It is shown that the higher frequencies targeted for 5G offer significantly more bandwidth 
than ever before. Higher frequencies allow greater number of users to enter the network than 
previously. In crowded areas, current frequency resources are so heavily utilized that they can-
not provide necessary capacity anymore so new frequency resources are required. Finally, to 
provide some preliminary knowledge for the future chapters, we take a look at the properties of 
the multipath channel.  
 
 

 Visions and Requirements 

Continuous increase in the usage of the mobile networks has led to the development of a new 
mobile network generation. This mobile network generation is the fifth of its kind, hence the 
name 5G. 5G is also known as new radio, commonly abbreviated as NR. The standardization 
work of 5G is carried out by an organization called 3GPP. 3GPP is a collaboration of seven 
independent telecommunication standardization organizations [5]. One could view the role of 
3GPP in 5G development as an author who maintains and develops the global rules and stand-
ards required for the future network. In the 3GPP specification release 15 the requirements for 
the 5G usage scenarios are the following [6][4]: 

 
• Enhanced Mobile Broadband (eMBB) The requirement for eMBB is to provide 

better data rates for larger user density and mobility than 4G/LTE. Specification for 
the user densities and the data rates in both uplink and downlink are provided for 
different types of scenarios. One type use case is broadband access in a crowd.  A 
rock concert could be a real-life example of this scenario. A specification is also 
provided for high speed vehicles and even for connectivity in airplanes. 

• Critical Communications (CC) and the Ultra Reliable and Low Latency Com-
munications (URLLC) This scenario corresponds to the situation where very low 
latency with very high service availability is required. From the radio access point of 
view the total latency can be reduced by improving the data processing in the radio 
and the baseband parts. Real scenarios could be for instance a process automation or 
a remote control such as self-driving cars. 

• Massive Internet of Things (mIoT) Scenarios require support for very high density 
of devices.  

• Flexible Network Operation Allows network to be configured in a more flexible 
way. This covers for example a network slicing, which gives the operator an ability 
to customize the network appropriate to the situation. 
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International Telecommunication Unions sector for radiocommunication (ITU-R) summarizes 

similar type of usage scenarios according to their importance in their document “IMT Vision – 

Framework and overall objectives of the future development of IMT for 2020 and beyond”. 

These features are partially illustrated in Figure 2.1 [7] with numerical specifications for the 

possible future 5G network. [7]  

In Figure 2.1 IMT-2020 and IMT-advanced are the specifications set by ITU for 5G and 4G, 

respectively. Furthermore, this figure visualizes the requirements for eMBB in compact form. 

Features such as mobility, connection density, traffic capacity and data rates can be compared 

to the corresponding values provided by 3GPP in table 7.1-1 in [4]. Although the values intro-

duced in Figure 2.1 are said to be only target values for the research, it should be noted that the 

numbers given by the 3GPP specification predict very promising enhancements for the data 

transmission rates and the network capacity. Both features are promised also for high velocity 

users, e.g. train passengers.  

As shown in the listing of 3GPP 5G-scenarios, as well as in Figure 2.1, the latency require-

ment is heavily emphasized. Reliable low latency network is naturally a mandatory requirement 

for self-driving cars, as one example. Low latency requirement addresses challenges towards 

the system design, which will be pointed out in the subsequent chapters.   

In the following chapters it is noticed that the higher data rates are not achieved just by 

increasing the bandwidth. It is shown that a great deal of signal processing is required in order 

to achieve the expected specifications and to tackle the challenges set by the mobile environ-

ment. In order to meet the specifications, new technology must be developed and utilized. 

     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.1. Comparison of fourth and fifth mobile network generations. © [2015] ITU 

 

Several papers and publications provide summaries of the key enabling technologies for 5G 

[8][1][9]. Since new frequencies are considered essential, their feasibility for wireless commu-

nication is discussed in the next section.  
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 Towards New Frequencies 

Fundamentally, wireless communication is implemented using electromagnetic waves. These 
waves are divided into different frequency ranges which together form the electromagnetic 
spectrum. The spectrum of electromagnetic radiation is shown in Figure 2.2 [10]. Parts from 
long wave radio towards higher frequencies are traditionally used in wireless communications 
as shown in Figure 2.2.  
 
   

 
 
 
 
 
 
 
 
 
 
 

 
Figure 2.2. Spectrum of electromagnetic radiation.  

 
Useable parts of the spectrum are allocated for the different wireless technologies. Today, the 
situation is that the lower parts of the frequency range are heavily occupied. The frequencies 
are from approximately hundreds of MHz up to a few GHz. For example, these frequencies are 
used by older mobile network generations. When all the frequency resources are utilized, in 
order to allocate bandwidth for new users, number of frequency resources must be increased. 
Since lower frequencies are already heavily occupied, new frequencies are found from the 
higher frequencies. 

The new high frequency range envisioned for the use of 5G communications is often referred 
as millimetre waves. These millimetre waves correspond to the frequency range from 3GHz 
(some context 6GHz+) up to 300GHz [8]. Using the millimetre wave frequency range offers 
several evident enhancements for the network. High frequency carrier waves enable allocation 
of larger bandwidths for the same number of users compared to their lower frequency counter-
parts [1]. 

Above-mentioned property is also easily recognized by observing the famous theorem for 
channel capacity provided by C.E. Shannon. The theorem for additive white Gaussian (AWGN) 
channel where channel output corresponds to the input corrupted by noise is given by:    
 
 𝐶𝐶 = 𝐵𝐵 log2 (1 +  𝑃𝑃

𝑁𝑁) (2.1) 

In Equation (2.1), 𝐶𝐶 is the channel capacity in bits/s, 𝐵𝐵 is the bandwidth in Hz, 𝑃𝑃 and 𝑁𝑁 are the 
signal power and the noise, respectively [11]. Given theorem states that the channel capacity 
increases linearly with respect to the transmission bandwidth, when signal-to-noise ratio (SNR) 
is assumed constant. Although we will see slightly different type of expressions for the channel 
capacity in the subsequent chapters, it should be noted that the same key findings considering 
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bandwidth and SNR still apply. Actually, the emphasis on the subsequent chapters is to enhance 

the capacity without increasing the bandwidth.  

It is predicted in [8] that in terms of frequency these new wave lengths could increase the 

capacity by 10GHz or more. All the previous network generations operated only within couple 

of GHz. Compared to the previous generations, frequency resources envisioned for 5G are tre-

mendous. With this approximation, 5G alone would consume many times more frequency re-

sources than all the previous generations together. However, the question arises are these fre-

quencies feasible for wireless communication in cellular networks? 

Free space propagation in line-of-sight (LOS) is often modelled using the Friis transmission 

equation. Generally adopted idea that the higher frequencies tend to have a lesser free space 

propagation follows from too narrow inspection of the previously mentioned equation. Friis 

formula can be written as [12] 

 𝑃𝑟 = 𝑃𝑡 + 𝐺𝑡 + 𝐺𝑟 + 20 log (
𝑐

4𝜋𝑅𝑓
) [𝑑𝐵𝑚] , (2.2) 

 

where 𝑃𝑡 and 𝐺𝑡 are the transmit power and the transmit antenna gain, 𝑃𝑟 and 𝐺𝑟 are the equiv-

alent receive antenna quantities. 𝑓, 𝑅 and 𝑐 are the frequency, distance between the receiver 

and the transmitter and the speed of light, respectively.  

By observing the rightmost term, it certainly seems that the high frequencies seem to have a 

greater attenuation compared to the lower ones. In fact, the received power would attenuate 

according to the formula, if the antenna gains 𝐺𝑡 and 𝐺𝑟 are assumed to be constant as well as 

less than or equal to unity [12]. Actually, this property holds for the omnidirectional isotropic 

antennas whose 𝐺 terms equal to one. However, when we are dealing with the directional trans-

mit antenna, the gain of the receiving antenna is given by [13]  

 

 
𝐺𝑡 =

4𝜋𝐴𝑡

𝜆2
 ,     (2.3)  

 

where 𝐴𝑡 is the area of the antenna aperture and the wavelength is given by 𝜆. Since the wave-

length gets shorter as the frequency increases, it seems that the antenna gain is frequency de-

pendent and it increases with the frequency.  

The behaviour of both 3GHz and 30GHz signals in LOS was investigated in [12]. The prop-

agation loss for the both frequencies is given as a function of a distance in Figure 2.3 [12]. From 

the figure we see that the both frequencies behave similarly, and the signals have attenuated by 

approximately the same amount [12]. According to these results, path loss is not a problem for 

short range LOS communications.  

 

 

 

 

 

 

 

 

 

 

Figure 2.3. Signal attenuation in LOS scenario. © [2014] IEEE  
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However, it is pointed out in [9] that the millimetre waves handle physical obstacles poorly. If 
the signal is not under a line of sight, its attenuation doubles per decade. In addition to this, 
blocking loss of 15-40 dB is also introduced. Similar results are also highlighted in [14] and it 
is said that these high attenuations from the building materials can completely surpass the signal 
and prevent its access from outdoor radios to indoor devices. The signal’s poor ability to pene-
trate certain construction materials can be ignored if separate networks are built indoors and 
outdoors. According to [14], heavy rain significantly attenuates the millimetre waves. The sig-
nal can experience a massive attenuation of 1-10dB/km depending on the rate of the rain. This 
challenge is tackled in [15] by pointing out that the current cell sizes are so small that this does 
not become a problem. This clearly suggests that rain is a negligible nuisance to dense networks.  

Based on this quick review, the new frequencies envisioned for 5G seem to be potential but 
not problematic. To overcome the challenges related to the millimetre wave propagation many 
articles have suggested to take advantage of the short wavelengths and to use beamforming with 
(massive) MIMO antenna elements.   

 
 

 Multipath Propagation and OFDM 

When a signal is transmitted across the wireless channel, it experiences several challenges that 
makes reliable communication harder. When the signal propagates through the free space, its 
power tends to attenuate as a function of distance. Adding obstacles such as buildings will in-
troduce the signal to shadowing, which also attenuates the signal. These effects are known as 
large-scale propagation effects. There are also small-scale effects in the multipath channel, 
which are discussed in this section. [16] 

In multipath environment the received signal consists of one line of sight component and 
several multipath components, as shown in Figure 2.4. To put it simply, if a single pulse is 
transmitted, several delayed and distorted copies of this pulse are received.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

         
 

Figure 2.4. Multipath environment. 
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If the transmitted signal 𝑠(𝑡) is presented as 𝑠(𝑡) = 𝑅𝑒{𝑢(𝑡)𝑒𝑗2𝜋𝑓𝑐𝑡}, where 𝑢(𝑡), 𝑓𝑐 and 𝑡 are 

the equivalent low-pass representation for the transmitted signal, the frequency of the carrier 

wave and time, respectively. The received signal can be expressed as 

 

 

𝑟(𝑡) = 𝑅𝑒 {∑ 𝛼𝑛(𝑡) 𝑢(𝑡 − 𝜏𝑛(𝑡))𝑒𝑗(2𝜋𝑓𝑐(𝑡−𝜏𝑛(𝑡))+𝜙𝐷𝑛)

𝑁(𝑡)

𝑛=0

}, (2.4) 

 

where 𝑁(𝑡) gives the number of the multipath components at time 𝑡, 𝑛 = 0 corresponds to the 

LOS component and 𝜏𝑛(𝑡), 𝜙𝐷𝑛
 and 𝛼𝑛(𝑡) are the delay, Doppler phase shift, and the amplitude 

of the 𝑛𝑡ℎ multipath component, respectively [16]. Notice that the transmitted signal is not the 

only time-dependent variable in Equation (2.4). The variables that represent the properties of 

the multipath channel are time dependent as well. As shown in Figure 2.5 [16], the other party 

moving, the physical structure of the channel changes, and the channel is described with a new 

set of parameters.     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.5. Time-varying nature of the multipath channel. 

 

Rearranging Equation (2.4), the received signal 𝑟(𝑡) can be written as a convolution with the 

channel impulse response 𝑐(𝜏, 𝑡) [16] 

 

 
𝑟(𝑡) = 𝑅𝑒 {(∫ 𝑐(𝜏, 𝑡)𝑢(𝑡 − 𝜏)

∞

−∞

) 𝑒𝑗2𝜋𝑓𝑐𝑡}, (2.5) 

 

where 𝑐(𝜏, 𝑡) is given by [16] 

 

 

𝑐(𝜏, 𝑡) =  ∑ 𝛼𝑛(𝑡)𝑒−𝑗𝜙𝑛(𝑡)𝛿(𝑡 − 𝜏𝑛(𝑡)),

𝑁(𝑡)

𝑛=0

 (2.6) 

 

where 𝜙𝑛(𝑡) holds all the frequency and phase components. The Dirac delta function is denoted 

by 𝛿. [16] Channel impulse response-based modelling has also been used in the methods dis-

cussed in the following chapters. Another important property of the multipath transmission is 
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the distinction between narrowband and wideband signals. A well-known distinction between 

the wideband and the narrowband signals is done using a measure called coherence bandwidth. 

The coherence bandwidth is determined being approximately the inverse of the delay spread, 

i.e. the inverse of the time difference between the first and last multipath component 𝐵𝑐 ≈
1

𝑇𝐷
 

[16]. 

Narrowband signals tend to have a bandwidth significantly smaller than the coherence band-

width. In this situation the fading of the signal is highly correlated, and the frequency response 

is ideally flat, thus it is called flat fading. Incidentally, when the signal bandwidth exceeds the 

coherence bandwidth it is considered as a wideband signal which experiences frequency selec-

tive fading. Wideband signals are also more vulnerable to a phenomenon called inter symbol 

interference (ISI). ISI is a type of interference where the consecutive symbols slightly overlap 

in time distorting the transmitted symbols [16]. Several techniques introduced in the later chap-

ters will assume a narrowband model.    

One way to reduce ISI and achieve narrowband signals is a modulation technique called 

orthogonal frequency division multiplexing (OFDM). OFDM is a modulation technique which 

is used in both LTE and 5G systems and is one of the key technologies used in the modern 

wireless systems [17]. Instead of producing a one high data rate stream with large bandwidth, 

OFDM divides the frequency in several orthogonal subcarriers that overlap in the frequency 

domain as illustrated in Figure 2.6 [18]. Although subcarriers are allowed to overlap, it can be 

seen that when one subcarrier reaches maximum, the rest are zero. As a result, we have many 

slowly modulated parallel narrowband channels that can be used to transmit the same infor-

mation as the high data rate stream using one carrier wave [19]. In addition, since several MIMO 

techniques assume narrowband transmission, OFDM creates a robust basis for sophisticated 

MIMO communication systems. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.6. Orthogonal frequency division multiplexing. 
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3 MULTIANTENNA SYSTEMS 

In Chapter 1 we went through the evolution of mobile networks and witnessed a tremendous 

increase in data rates. In the previous chapter we learned that it is possible to enhance the data 

rates by increasing the transmission bandwidths. However, the increased data rates have not 

been accomplished just by continuously increasing the bandwidth. It is also possible to boost 

up the transmission rate by increasing the spectral efficiency. One way to enhance the data rates 

in terms of the spectral efficiency is to use multiple antennas for the transmission or the recep-

tion of the signal. Multiple antennas in conjunction with diversity or beamforming techniques 

can provide auspicious enhancements for the channel capacity and the data rates. 

In this chapter, we discuss multiantenna systems. To begin with, we describe how the con-

ventional transmit diversity methods affect the channel capacity. These methods take advantage 

of multiple antennas in either transmitting or receiving ends, hence they can be classified as 

single in multiple out (SIMO) or multiple in single out (MISO) systems. When multiple anten-

nas are deployed in the both ends of the wireless channel, the system is naturally called a mul-

tiple in multiple out (MIMO) system. When MIMO system is used in a heavy multipath envi-

ronment it is possible to enhance the channel capacity significantly more than with traditional 

methods.  

Different type of antenna configurations seen in wireless communications are illustrated in 

Figure 3.1. MIMO techniques introduced in this chapter are referred as beamforming tech-

niques due to the physical form of the radiation pattern that originates from the antenna ele-

ments [20]. Beamforming techniques are advanced precoding methods. They are used to in-

crease the channel capacity by intelligently exploiting the diversity and multiplexing gains pro-

vided by MIMO. In addition, multiantenna systems can be utilized to generate a highly direc-

tional transmission using phased array technique. This provides a highly directional gain, which 

helps to reduce the inter-user interference and delay spread which helps fighting ISI [16]. 

In this thesis a channel estimation algorithm for beamforming was implemented. This chap-

ter emphasizes the importance of the channel estimation in multiantenna systems. The majority 

of the schemes introduced in this chapter are based on the channel coefficients making the 

channel estimation mandatory. We see that beamforming techniques are computationally de-

manding. Because adapting heavy computation to low latency is challenging, this further em-

phasizes the importance of the efficient implementation of channel estimation.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1. Different type of antenna systems. 
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 Space Diversity 

Diversity techniques can be used to mitigate the effect of fading. As the signal attenuates, sig-
nal-to-noise ratio (SNR) declines, and this affects to the performance of the channel. By using 
multiple antennas for the transmission or the reception, several signal paths are formed between 
the TX and the RX-antenna pairs. Therefore, the same information can be sent through several 
independent paths improving the reliability of the transmission. [21] This type of diversity is 
called space diversity, antenna diversity or spatial diversity.  

In order to exploit space diversity, attention must be paid to the separation of the antenna 
elements. When the antenna elements are separated by a sufficient spacing, it is expected that 
their signalling paths are statistically independent and do not experience deep fades simultane-
ously. Sufficient distance between the adjacent antenna elements depends on several things. 
However, since the antenna spacing is clearly more limited in the mobile devices due to their 

small size, low fading correlation can already be achieved with distance of  
𝜆𝜆
4, where 𝜆𝜆 is the 

wavelength of the signal. [22] High frequencies make the antenna spacing very practical. Since 
the wavelength shrinks as the frequency increases, multiple antenna elements can be integrated 
to a small area without losing the sufficient distancing. Diversity techniques can also be applied 
in terms of frequency or time diversity, where the signal replicas are transmitted using inde-
pendent time or frequency resources [16]. However, these two techniques will require an ex-
pansion in bandwidth and are out of the scope of this thesis [16].  

System with receiver diversity is a multi-antenna system with one transmit antenna and sev-
eral receive antennas, which is essentially a SIMO system. The idea behind the receiver diver-
sity is to bring robustness to the transmission by introducing several independent signalling 
paths between the RX-TX-antenna pairs. The performance gained from the receiver diversity 
depends on the technique which is used for combining the signals from the different antennas. 
Maximal-ratio combining (MRC) is a technique which combines all the received signals by co-
phasing the individual components and weighting them with an appropriate scaling factor in 
order to reach the maximal SNR. Most combining techniques including MRC are linear com-
biners which is illustrated in Figure 3.2 [16]. [16] 

In MRC, the signal in every branch is multiplied by a coefficient 𝛼𝛼𝑖𝑖 = 𝑎𝑎𝑖𝑖𝑒𝑒−𝑗𝑗𝜃𝜃𝑖𝑖 , where 𝜃𝜃𝑖𝑖 is 
the phase of the signal on 𝑖𝑖𝑖𝑖ℎ branch. 𝜃𝜃𝑖𝑖 cancels the phase of every signal branch enabling 
coherent addition. If we assume an identical noise power spectral density (PSD) in every branch 
the total or the output SNR of the combiner 𝛾𝛾Σ can be expressed as follows [16] 

 
 

𝛾𝛾Σ = 𝑟𝑟2

𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡
= 1

𝑁𝑁0

(∑ 𝑎𝑎𝑖𝑖𝑟𝑟𝑖𝑖  𝑀𝑀
𝑖𝑖=𝑙𝑙 )2

∑ 𝑎𝑎𝑖𝑖
2  𝑀𝑀

𝑖𝑖=𝑙𝑙
, (3.1) 

 
where 𝑎𝑎𝑖𝑖, 𝑟𝑟𝑖𝑖 and 𝑁𝑁0 are the scaling coefficient, the received signal on the 𝑖𝑖𝑖𝑖ℎ branch and the 
noise, respectively. Because MRC wanted to maximize SNR, coefficient 𝑎𝑎𝑖𝑖 should be chosen 
accordingly. For example, it is possible to show using the Cauchy-Schwartz inequality that by 
weighing the signals by respective amplitudes will lead to the optimal SNR. Output SNR will 
correspond to the sum of the SNR of every branch. [16] When an equal average SNR is assumed 
on each individual branch with i.i.d. Rayleigh fading, the expected SNR achieved using the 
maximal-ratio combining is given by [16] 
 
 𝛾̅𝛾Σ = 𝑀𝑀𝛾̅𝛾,  (3.2) 
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where 𝛾̅ denotes for the average branch SNR and 𝑀 is the number of the RX-antennas. As seen 

from (3.2), using 𝑀 receiving antennas, an M-fold increase in SNR was achieved on average. 

[16]  

A much more straightforward combining method is called selection combining (SC). In se-

lection combining the branch with the highest SNR would be chosen as the received signal. 

This approach eliminates the need for phase compensation leading to a reduced complexity. If 

we assume equivalent fading and noise with (3.2), the average SNR using the selection com-

bining is given by: [16] 

 

 
𝛾̅Σ =  𝛾̅ ∑

1

𝑖

𝑀

𝑖=1

  (3.3) 

 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2. Illustration of the linear combiner.  

 

The best efficiency from the selection combining is clearly achieved with two receiving anten-

nas. Although MRC offered higher gain, SC offers a low complexity alternative making it also 

an interesting alternative for some purposes [16]. 

Space diversity can be exploited in the transmitting end as well. These setups can be classi-

fied as MISO type of antenna systems shown in Figure 3.1. If the channel is known to the 

transmitter in advance, i.e. the complex channel gain for the 𝑖𝑡ℎ transmit antenna 𝑟𝑖𝑒
𝑗𝜃𝑖 is 

known, the transmitted signal 𝑠(𝑡) is multiplied with a complex gain 𝛼𝑖 = 𝑎𝑖𝑒
−𝑗𝜃𝑖 before the 

transmission. It is immediately seen that the phase term 𝜃𝑖 of the complex gain term 𝛼𝑖 corre-

sponds to the conjugate of the corresponding channel gain. If all paths are co-phased according 

to their channel gain, a constructive interference should happen at the receive position. This 

sort of prefiltering is applied to all transmit antennas. As all the signals are pre-distorted ac-

cording to their channel gains, channel acts as a matched filter and the received signal is a 

coherent combination of the transmitted signals. This method can provide similar SNR gain as 

its receiver counterpart. [16] 
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If the channel is not known to the transmitter, the previous method is inapplicable. Just by 
equally dividing the transmit power along the antennas no gain would be obtained in this situ-
ation [16]. However, using the well-known space-time coding method known as the Alamouti 
scheme it is possible to obtain transmit diversity to some extent [16]. When the Alamouti 
scheme is used with two transmit antennas, SNR at the receiver is given by [16] 

 
 

𝛾𝛾𝑖𝑖 =
(|ℎ12| + |ℎ22|)𝐸𝐸𝑠𝑠

2𝑁𝑁0
, (3.4) 

 
where ℎ1 and ℎ2 are the channel gains.  In this section, we saw that by using multiple transmitter 
or receiver antennas, it was possible to achieve a better signal-to-noise ratio. Recalling Equation 
(2.1), by increasing the signal-to-noise ratio we also increase the channel capacity. Although, 
the increase is only logarithmic, the capacity still increases. This is especially important when 
the signal-to-noise ratio is very low. The increase in SNR is called array gain. Better SNR also 
increases the reliability of the transmission which in turn is called diversity gain [16]. By com-
paring the introduced transmit diversity schemes, we noticed that the schemes which utilized 
the channel information for filtering the transmitted signals achieved the best array gain. In 
addition, SNR at the receiver was maximized with the price of system complexity. We have 
already witnessed that the channel estimation plays an important role only by reviewing some 
of the conventional multiantenna techniques.  

 
 

 Spatial Multiplexing 

When we are dealing with a multiantenna system that contains multiple transmitting and mul-
tiple receiving antennas, there exists a different type of technique to improve channel capacity. 
This technique is called spatial multiplexing. In order to use spatial multiplexing, we have to 
employ multiple antennas in both ends. This type of antenna configuration corresponds to the 
MIMO system shown in Figure 2.1. In principle, spatial multiplexing differs from the transmit 
diversity in that it sends different information via multiple spatial stream instead of sending the 
same symbol all over again. Each of these streams are capable of transmitting information in-
dependently, hence the name multiplexing.  

The primary goal with the transmit and the receive diversity methods was to increase the 
channel capacity by fighting against fading. This led to an increased SNR, thus achieving a 
somewhat logarithmic increase in the channel capacity. Spatial multiplexing takes completely 
different approach in some sense. In a fading multipath environment, there is also the possibility 
of independent fading between different transmitting and receiving antennas. This makes com-
munication via independent spatial stream possible [21]. For a system with 𝑛𝑛 RX antennas and 
𝑚𝑚 TX antennas, it is shown that with a high SNR under i.i.d. Rayleigh-fading the channel ca-
pacity can be written as: [21] 

 
 𝐶𝐶 = min{𝑛𝑛,𝑚𝑚} log2(𝑆𝑆𝑁𝑁𝑅𝑅) (3.5) 

 
Although the capacity given by Equation (3.5) also requires certain other conditions to be ful-
filled than high SNR, multiplicative increase in the channel capacity sounds promising.  

More specifically, the number of antennas alone does not determine the increase in capacity. 
The key parameter is actually the number of spatial streams which is heavily dependent on the 
channel. A narrowband MIMO-system can be expressed as [16] 
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[

𝑦𝑦1
⋮

𝑦𝑦𝑀𝑀𝑟𝑟

] = [ 
ℎ11 … ℎ1𝑀𝑀𝑡𝑡

⋮ ⋱ ⋮
ℎ𝑀𝑀𝑟𝑟1 … ℎ𝑀𝑀𝑟𝑟𝑀𝑀𝑡𝑡

] [
𝑥𝑥1
⋮

𝑥𝑥𝑀𝑀𝑡𝑡

] +  [
𝑛𝑛1
⋮

𝑛𝑛𝑀𝑀𝑟𝑟

], (3.6) 

 
which can be simplified as 𝐲𝐲 = 𝐇𝐇𝐇𝐇 + 𝐧𝐧. In the previous equation 𝒚𝒚 represents the 𝑀𝑀𝑟𝑟-dimen-
sional vector of received symbols, 𝐇𝐇 is the channel matrix of size 𝑀𝑀𝑟𝑟 × 𝑀𝑀𝑡𝑡 wherein each ele-
ment represents the complex channel gain of the antenna pair determined by the subscript. 𝐱𝐱 is 
the 𝑀𝑀𝑡𝑡-dimensional vector of the transmitted symbols and 𝐧𝐧 is the noise vector. From Equation 
(3.6) we see that the received symbol 𝑦𝑦𝑚𝑚 in the 𝑚𝑚𝑚𝑚ℎ receive antenna is a linear combination of 
all transmitted symbols multiplied with the corresponding channel coefficients. If we imagine 
that the channel matrix 𝐇𝐇 was a diagonal matrix, then each received symbol would correspond 
to only one transmitted symbol. If this was the case, the symbols would be completely inde-
pendent and resolvable. [16] 

It is possible to present the channel matrix 𝐇𝐇 as a product of three matrix by conducting the 
singular value decomposition (SVD) [16] 

 
 𝐇𝐇 = 𝐔𝐔𝐔𝐔𝐕𝐕H, (3.7) 

 
where the matrices 𝐔𝐔 and 𝐕𝐕 are unitary matrices of size 𝑀𝑀𝑟𝑟 × 𝑀𝑀𝑟𝑟 and 𝑀𝑀𝑡𝑡  × 𝑀𝑀𝑡𝑡, respectively, 
and 𝚺𝚺 is a diagonal matrix of size 𝑀𝑀𝑟𝑟 × 𝑀𝑀𝑡𝑡. Furthermore, the columns of the matrix 𝐔𝐔 are called 
the left singular vectors of the matrix 𝐇𝐇 and the columns of the matrix 𝐕𝐕 are called right singular 
vectors of the matrix 𝐇𝐇. The values 𝜎𝜎𝑖𝑖 that are on the diagonal of the matrix 𝚺𝚺 are called the 
singular values of the matrix 𝐇𝐇. [16] 

The singular values on the diagonal of the matrix 𝚺𝚺 can be either zero or non-zero. The 
number of non-zero singular values can be determined from the rank of the channel matrix 𝐇𝐇. 
When the channel retains a highly scattering environment, it is possible that 𝐇𝐇 can achieve full 
rank. The other extreme would happen when the channel gains have very high correlation be-
tween each other. If the channel coefficients are highly correlated the rank of the channel matrix 
is one meaning that 𝐇𝐇 has only one non-zero singular value. [16]   

In fact, the number of non-zero diagonal elements, i.e. non-zero singular values, of the matrix 
𝚺𝚺 determine the maximum number of spatial streams. Since the rank of the channel matrix 
cannot exceed min (𝑀𝑀𝑟𝑟, 𝑀𝑀𝑡𝑡), the number of spatial streams is also limited by the number of 
antennas. Therefore, the number of spatial streams is determined by the size of the antenna 
configuration and the nature of the multipath channel. By conducting SVD on the channel ma-
trix we were able to represent it as a diagonal matrix multiplied with two other matrices. This 
suggests that if the transmission could be precoded so that it sees the channel matrix as diagonal, 
it could be possible to receive independent symbols.   

 
 

 Single-User Beamforming 

We have seen that by coherently combining the signals transmitted or received using multiple 
antennas provided array and diversity gains that enhanced the performance of the channel. The 
remaining topics in this chapter deal with increasing channel capacity in MIMO systems. In 
this section a beamforming technique called eigen-beamforming is discussed. When the eigen-
beamforming is used to transmit a single spatial stream, it is evident that it has a lot in common 
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with the previously introduced spatial diversity techniques. If multiple spatial streams are used, 

eigen-beamforming has shown to be the optimal precoding strategy for single-user MIMO [20]. 

Both eigen-beamforming techniques using single and multiple spatial streams are introduced in 

this section.  

In the case of single spatial stream both ends perform precoding and decoding on the trans-

mitted and the received symbols. The transmitted symbol is precoded using the vector 𝐯 and 

the received symbol is decoded using vector 𝐮, where |𝐮| = |𝐯| = 1. This results in a received 

signal: [20] 

 

 y = 𝐮H𝐇𝐯𝑥 + 𝐮H𝐧 (3.9) 

 

It is shown in [20] that the channel can be seen as an AWGN SISO channel when this technique 

is used. Therefore, the channel capacity for single spatial stream case is given by: [20] 

 

 
𝐶 = log2 (1 +

𝑃𝑡

𝜎2
|𝐮H𝐇𝐯|2) (3.10) 

 

The vectors 𝐮 and 𝐯 should be chosen so that the signal-to-noise ratio is maximized. Further-

more, it is shown in [20] that the vectors 𝐮 and 𝐯 should be chosen as the first left and the first 

right singular vectors of the channel matrix 𝐇. We saw in the context of spatial multiplexing 

that it was possible to identify the independent signalling paths using SVD. Eigen-beamform-

ing-based transmission suggests that the path with the strongest gain should be used for the 

transmission. This technique can provide a 𝜎𝑚𝑎𝑥
2 -fold increase in SNR, where 𝜎𝑚𝑎𝑥  corre-

sponds to the largest singular value of the channel matrix 𝐇 [16]. When the channel matrix is 

zero mean spatially white, the array gain, i.e. the increase in SNR is in the range between 

max(𝑀𝑡, Mr) and 𝑀𝑡𝑀𝑟 [16]. In contrast to the maximal-ratio combining where multiple an-

tennas were deployed only on one side, SNR increased approximately with the numbers of 

antennas in the multiple antenna side. Under the above assumptions, eigen-beamforming using 

a single spatial stream can further improve the signal-to-noise ratio. Since this approach pro-

vided a better SNR, we achieved diversity and array gains. If we use eigen-beamforming uti-

lizing several spatial streams, it is also possible to obtain multiplexing gains which can lead to 

even better capacity.  

If multiple spatial streams are used, it is shown that the transmit precoding coefficients 

should be chosen as the right singular vectors of the channel matrix 𝐇 [20]. This seems to 

suggest that all possible spatial streams should be used. In addition, if the receiver uses the left 

singular vectors for decoding the transmission, the channel model eventually simplifies and is 

written as: [20] 

 

 𝐲 = 𝚺𝐱 + 𝐔H𝐧 (3.11) 

 

When reminding that 𝚺 is a diagonal matrix whose number of non-zero elements is given by 

the rank of 𝐇, Equation (3.11) explicitly shows the independent nature of the spatial streams. 

Channel capacity 𝐶 for a system utilizing the eigen-beamforming with multiple spatial 

streams is given by [20] 

 

 

𝐶 = ∑ log2 (1 +
𝜆𝑖

2𝑃𝑖

𝜎2
) ,

𝑀

𝑖=1

 (3.12) 
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where 𝑃𝑃𝑖𝑖 is the transmit power of the 𝑖𝑖𝑖𝑖ℎ stream and 𝜆𝜆𝑖𝑖 is the 𝑖𝑖𝑖𝑖ℎ eigenvalue of 𝐇𝐇𝐇𝐇H. Earlier it 
was stated that the channel gain associated with the 𝑖𝑖𝑖𝑖ℎ spatial stream was given by the 𝑖𝑖𝑖𝑖ℎ 

singular value. Eigenvalues of 𝐇𝐇𝐇𝐇H are related to the singular values of 𝐇𝐇 as follows 𝜎𝜎𝑖𝑖 = √𝜆𝜆𝑖𝑖 
and are adopted due to practical reasons. [20]  

From Equation (3.12) it can be seen that the capacity increases with respect to the number 
of spatial streams. In theory, if the gain of all spatial streams were one and their SNR were 
identical, Equation (3.12) would clearly correspond to the capacity of AWGN SISO channel 
given by Shannon’s theorem (2.1) multiplied by the number of streams. Under these rather 
surrealistic assumptions, a multiplicative increase in the channel capacity would have been 
achieved without increasing the bandwidth. In reality, the channel gain is neither unity nor 
identical between the individual antenna elements. Therefore, the channel capacity is optimised 
by adjusting the transmit powers according to water-filling principle [20].     

Overall it is clear that these methods offer significant increase in the channel capacity. How-
ever, the capacity is improved with the price of increased computation. Introduced beamform-
ing techniques consists of computationally demanding operations such as matrix multiplica-
tions and decompositions. In order to meet the latency requirements, these features must be 
implemented as efficiently as possible. In this thesis we aim to ease the workload caused by the 
beamforming by investigating the properties of the mandatory channel estimation for beam-
forming and implementing it efficiently using a suitable architecture. This topic is discussed in 
the following chapters.    

The computational efforts of beamforming can be further reduced by using limited feedback 
precoding, which consists of a codebook provided by the 3GPP specifications. This codebook 
is composed in order to reduce the computational load. The idea behind the codebook-based 
beamforming is to look up the parameters from the codebook instead of calculating them di-
rectly. [23]  
 
 

 Multi-User Beamforming 

Beamforming can also be applied in multi-user scenarios. The key difference between the multi-
user and the single user beamforming is that all spatial streams are not addressed to the same 
user. Therefore, these undesirable signals must be considered in the precoding strategy [20].  

In [24] it is shown that if the channel is subject to some additional interference and the dis-
tribution of the interference is known, using a proper precoding method it is possible to adapt 
the transmission to this interference. In addition, it has been shown that using this method the 
channel capacity would correspond to the capacity without the interference. This method is 
known as the dirty paper coding (DPC) and it has been suggested to be the theoretically optimal 
multi-user precoding strategy. However, it has been pointed out that this method is very hard 
to implement in reality which makes it impractical [20].  

One popular multi-user beamforming technique is a linear precoding scheme called zero-
forcing (ZF) beamforming. ZF has attracted attention due to its more feasibility. ZF is a com-
putationally lighter option than DPC which does not lose too much relevant information. It is 
shown by Weasel et.al that ZF type of precoding is the optimal coding strategy under a total 
power constraint in MU-MIMO situation. Zero forcing precoding matrix 𝐖𝐖Z  under a total 
power constraint is given by [25]     

 
 𝐖𝐖Z = 𝐇𝐇H(𝐇𝐇𝐇𝐇H)−1, (3.13) 
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where, 𝐇𝐇 ∈ ℂ𝑁𝑁𝑁𝑁𝑁𝑁 is the channel matrix. 𝑀𝑀 corresponds to the number of transmit antennas, 𝑁𝑁 
is the number of users and 𝐇𝐇H denotes the conjugate transpose of the channel matrix 𝐇𝐇. ZF 
solution is said to transform the multiuser channel into the several independent subchannels 
which is done by finding the inverse channel of the given channel matrix 𝐇𝐇. It is evident that 
the zero forcing method also relies heavily on the channel information. Multi-user beamforming 
is discussed in more detail in [20]. 

Beamforming techniques introduced in this chapter offered a method to improve the channel 
capacity via complex spatial signal processing tasks. As discussed earlier, this sets challenges 
towards the system design due to the strict latency requirements of the 5G network. This em-
phasizes the importance of the efficient implementation of these techniques. Naturally, it is very 
important to optimize the chosen beamforming technique itself like it was done with the eigen-
beamforming. By using the eigenvalues of the channel covariance matrix instead of the singular 
values of the channel matrix additional computation is avoided and better efficiency is achieved 
[20].  

 
 

 Summary 

We found that the beamforming techniques presented in this chapter improved the channel ca-
pacity. However, these methods are computationally demanding and completely dependent on 
the channel matrix. By acquiring the channel coefficients that form the channel matrix effi-
ciently, we can facilitate the attainment of the desired latency requirements on our part. This 
subject is addressed in the subsequent chapters.    
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4 CHANNEL ESTIMATION 

We have seen that the multiantenna systems, especially MIMO systems can provide enhanced 
channel capacity via advanced beamforming schemes. However, these schemes were dependent 
on the channel matrix. Furthermore, since the multipath channel shifts the phase and scales the 
amplitude of the signal, in order to utilize high order modulations such as quadrature amplitude 
modulation (QAM), coherent detection of the signal also requires the channel parameters [26]. 
If the channel parameters were unknown, we would be limited to using differential modulation 
methods. This would significantly reduce the number of bits per symbol and decrease the sig-
nal-to-noise ratio [27]. In summary, channel state information also plays an important role in 
other parts of the system than beamforming. The parameters describing the channel are obtained 
from a process called channel estimation. 

The channel between the UE and BS can change rapidly. Channel estimation should be per-
formed within a short period of time in order to prevent the channel from becoming substan-
tially different during the estimation. Because the estimation must be performed quickly and 
frequently, its efficient implementation is crucial. Recalling we are implementing a channel 
estimation algorithm for beamforming. The importance of the efficiency is emphasized by the 
fact that the estimation is part of an already computationally demanding entity. In this chapter 
we discuss channel estimation by getting to know its basics and presenting solutions to reduce 
complexity.  

 
 

 Overview  

In [28], channel estimation in OFDM systems is categorized into four different approaches: 
iterative channel estimation, parametric model-based estimation, channel frequency response 
based and estimation for MIMO-systems whereas frequency response-based estimation is re-
ferred as the traditional approach. In this chapter emphasis is on the latter two. 

Channel frequency response-based channel estimation in OFDM is commonly further di-
vided into two different categories. These categories are decision-directed estimation and pilot-
assisted estimation. The graphical distinction between these schemes is provided in Figure 4.1 
[28]. In the decision-directed approach the whole bandwidth is loaded with training symbols 
and they are utilized for the detection of subsequent data symbol. In pilot-assisted method, the 
pilot signals are inserted in either comb-type or block-type and the frequency responses on 
different data symbols can be obtained using different interpolation techniques [28]. 

 
 
 
 
 
 
 
 

 
 
 

 
         Figure 4.1. Comb-type PA and DD.  



 

 

28

Commonly, channel estimation methods assume a system model based on the time-varying 
channel impulse response introduced in the second chapter. When the general assumptions of 
the OFDM system are considered, the received signal at the 𝑘𝑘𝑘𝑘ℎ subcarrier of the 𝑛𝑛𝑛𝑛ℎ symbol 
𝑌𝑌𝑛𝑛,𝑘𝑘 is obtained from the channel frequency response as follows 
 
 𝑌𝑌𝑛𝑛,𝑘𝑘 = 𝐻𝐻𝑛𝑛,𝑘𝑘𝑋𝑋𝑛𝑛,𝑘𝑘 + 𝑊𝑊𝑛𝑛,𝑘𝑘,  (4.1) 

   
where 𝑋𝑋𝑛𝑛,𝑘𝑘 denote the transmitted symbol e.g. pilot symbol and 𝑊𝑊𝑛𝑛,𝑘𝑘 stands for the additive 
Gaussian noise with zero mean. 𝐻𝐻𝑛𝑛,𝑘𝑘 is the corresponding channel frequency response. [28] 

 
 

 Channel Estimation in Single Antenna Systems 

Since the received signal is corrupted by the noise and distorted by the time variant multipath 
channel, the acquisition of channel parameters is done by estimating them. A frequently en-
countered estimation approach is known as the least squares (LS) method. In LS, the goal is to 
find the parameters that minimizes the squared error of |𝐀𝐀x̅ − 𝐛𝐛|2, where 𝐀𝐀 is 𝑁𝑁 × 𝑀𝑀 matrix, 
x̅ and 𝐛𝐛 are vectors of size 𝑀𝑀 × 1 and 𝑁𝑁 × 𝑀𝑀, respectively. Least squares method is used to 
find an approximate solution to the systems that are overdetermined. This means that there are 
𝑁𝑁 equations, 𝑀𝑀 unknowns and 𝑁𝑁 > 𝑀𝑀. The solution is found to be a vector 𝑥̅𝑥𝐿𝐿𝐿𝐿  for which 𝐀𝐀𝑥̅𝑥𝐿𝐿𝐿𝐿  
is the orthogonal projection of the vector 𝒃𝒃. The general solution for the linear least squares is 
given by [23]: 
 
 𝑥𝑥𝐿𝐿𝐿𝐿 = (𝐀𝐀H𝐀𝐀)−1𝐀𝐀H𝐛𝐛 (4.2) 

    
The least squares approach is used especially when no statistical information regarding the 
channel is available, or it is ignored due to some other reason. When Equation (4.1) is presented 
in a vector form, the task to minimize the squared distance between 𝐘𝐘 and 𝐗𝐗𝐗𝐗 for the 𝑛𝑛𝑛𝑛ℎ 
symbol is given by 
 
 𝐇̂𝐇𝐿𝐿𝐿𝐿 = arg min

{H}
|𝐘𝐘 − 𝐗𝐗𝐗𝐗|2,  (4.3) 

 
where 𝐇𝐇 and 𝐘𝐘 are the vectors containing the channel frequency responses and the received 
signals and are given as follows  
 
 𝐘𝐘 = [𝑌𝑌0, 𝑌𝑌1, … , 𝑌𝑌𝐾𝐾−1]𝑇𝑇, 

𝐇𝐇 = [𝐻𝐻0, 𝐻𝐻1, … , 𝐻𝐻𝐾𝐾−1]𝑇𝑇,  

 
where 𝐾𝐾 denote the number of subcarriers. The transmitted signal 𝐗𝐗 is a 𝐾𝐾 × 𝐾𝐾 diagonal matrix, 
where the transmitted symbols 𝑋𝑋𝑘𝑘 lie on the diagonal according to their subscript. [28] In this 
situation the least squares estimate is given simply as [27]:  
 
 𝐇̂𝐇𝐿𝐿𝐿𝐿 = 𝐗𝐗−1𝐘𝐘 (4.4) 
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The least squares estimate given by Equation (4.4) corresponds to the temporal estimate over 

one OFDM symbol. It is often pointed out in the papers that when the noise is additive white 

Gaussian noise, Equation (4.4) is equivalent to the maximum-likelihood estimation [28]. Alt-

hough matrix inversion is considered a computationally demanding operation, in Equation (4.4) 

it is not a problem. Since 𝐗 is a diagonal matrix its inversion only requires the inversion of the 

diagonal elements. Computationally, least squares-based approach in single antenna OFDM 

systems seems intriguing method since it only corresponds to elementwise multiplication of 

complex vectors. 

In addition to least squares estimation, minimum mean square estimation i.e. MMSE, was 

also considered in [27]. Computationally, MMSE differs significantly from the LS estimate. 

MMSE assumes that the statistical distribution of the frequency responses is known, and it aims 

to minimize the error of the expected value of the squared error. MMSE estimate can be calcu-

lated as follows 

 

 
𝐇̂𝐿𝑀𝑀𝑆𝐸 = 𝐑𝐻 (𝐑𝐻 +

1

𝛾
𝐈)

−1

𝐇̂𝐿𝑆, (4.5) 

 

where 𝐑𝐻 = 𝐸(𝐇𝐇𝐻) denote for the channel correlation matrix, and 𝛾 stands for SNR. In the 

equation for MMSE estimator a matrix inversion is required, which significantly increases the 

computational complexity of the method compared to LS. However, it is expected that the in-

creased computational complexity would provide more accurate estimates. [28] 

It is possible to reduce the significant gap in the computational complexity between LS and 

MMSE methods. Modified LS and MMSE estimators were suggested in [27]. These modifica-

tions exploited the properties of the channel impulse response.  It was noticed that high energy 

channel taps were found from the first elements of the impulse response. Therefore, it was 

suggested that in order to reduce the complexity of MMSE estimator, it was decided to exclude 

the low energy taps from the estimation and rely on the information given by the taps with the 

higher energy. Additionally, they applied this exact same method to LS estimator structure even 

it was not necessary from the computational complexity point of view. 

Since it was noticed that the first channel taps tend to have a bigger impact due to their 

relatively higher energy content, it is intuitively beneficial to exclude the lower energy taps 

from the LS calculation. Since the noise spectrum of AWGN is considered flat over the whole 

frequency range, by ignoring the low energy taps, presence of the noise could potentially be 

reduced. [27] 

Transmission reliability results for the modified and conventional LS and MMSE estimators 

in a system using 16-QAM modulation are provided in Figure 4.2 [27]. Especially the modified 

LS estimator gained much better results in the low SNR region. However, this was achieved 

with at the expense of computational complexity, since after the exclusion of the non-significant 

channel taps, the method no longer corresponds to the simple form given in Equation (4.4). 
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Figure 4.2. Comparison of channel estimation schemes. © [1995] IEEE 

 
According to the discussion above, channel estimation seems to be possible with very low com-
plexity. The least squares estimate given in (3.4) would be a very pleasing method for efficient 
implementation since it involves only a highly parallelisable multiplication. Although the above 
results favour complex methods in terms of transmission reliability, the situation is a bit differ-
ent for beamforming.  

In [20] it is pointed out that whether the channel covariance matrix is calculated using a 
channel matrix with exact values versus one with a slightly erroneous values, the effect on the 
system performance should be negligible. However, it should be noted that the errors caused 
by the channel aging are considered harmful [20]. Channel estimation should be performed very 
frequently so that the aging does not cause problems. Since small inaccuracies are not consid-
ered harmful, a low complexity method would provide a good starting point for the efficient 
implementation of channel estimation. The conventional least squares method offered an in-
credibly simple estimation scheme. However, beamforming requires a MIMO system. This 
raises the question whether this simple method could also be utilized in the MIMO systems?  
 
 

 Estimation in Multiantenna Systems 

The previous section introduced the basics of channel estimation in single antenna OFDM sys-
tems. It was noticed that it is possible to obtain reasonable estimates using the linear least 
squares method which offered very low complexity. Since our interest in channel estimation 
arose from the beamforming techniques, in this chapter, channel estimation in MIMO systems 
is discussed. At first, by providing a basic picture of the problem, a sort of general approach for 
the channel estimation in multiantenna system is introduced. In addition to this, we discuss 
techniques that aim to reduce the complexity of channel estimation.  

A narrowband MIMO system is illustrated in Figure 4.3 [16]. There are 𝑀𝑀𝑡𝑡 transmit anten-
nas, 𝑀𝑀𝑟𝑟 receive antennas and the corresponding channel coefficient ℎ𝑡𝑡𝑡𝑡 for the each transmit 
and receive antenna pairs. This model is often represented using the Equations (3.6) and (3.7) 
from the previous chapter. 
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Figure 4.3. Narrowband MIMO system. 

 

The situation has changed quite a bit compared to the conventional single antenna system. If 

the received symbol 𝑌𝑛,𝑘
𝑗

 at the 𝑗𝑡ℎ receive antenna is observed, it seems to be a superposition 

of the transmitted signals from all transmit antennas and it is given by: [28] 

 

 

𝑌𝑛,𝑘
𝑗

= ∑ 𝐻𝑛,𝑘
𝑗,𝑖

𝑋𝑛,𝑘
𝑖 + 𝑊𝑛,𝑘

𝑗

𝑀𝑡

𝑖=1

 (4.6) 

 

Since the received signal is now exposed to several channel parameters, the LS method cannot 

be directly utilized as in the previous section. A straightforward solution would be to perform 

the channel estimation individually for every transmit antenna by keeping all but one antenna 

silent. Then during the training period 𝑀𝑡 = 1 and Equation (4.6) would correspond to the sin-

gle antenna case in (4.1). This simple solution does not sound promising since it would make 

the estimation very slow and reduce the spectral efficiency. Clearly the estimation should be 

performed on all antennas at the same time. [28] 

A sort of basic approach for MIMO-OFDM channel estimation is described in [29]. As 

shown in Equation (4.6), the received symbol at the 𝑗𝑡ℎ receive antenna can be expressed using 

the channel frequency response. The channel frequency response for the 𝑖𝑡ℎ transmit antenna 

at the 𝑘𝑡ℎ subcarrier of the 𝑛𝑡ℎ symbol can be obtained by taking the discrete Fourier transform 

(DFT) from the channel impulse response as follows [29] 

 

 
𝐻𝑖[𝑛, 𝑘] =  ∑ ℎ𝑖[𝑛, 𝑙]𝑊𝐾

𝑘𝑙

𝐿−1

𝑙=0

, (4.7) 

where 𝐿 denotes the number of non-zero channel taps and 𝑊𝐾 = 𝑒−𝑗(
2𝜋

𝐾
)
.  Therefore, the task 

is to find ℎ𝑖’s which minimize the following function: [29] 
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∑ |𝑌𝑛,𝑘
𝑗

− ∑ ∑ 𝑋𝑛,𝑘
𝑖 ℎ𝑛,𝑙

𝑗,𝑖
𝑒−𝑗(

2𝜋𝑘𝑙
𝐾

)

𝐿−1

𝑙=0

𝑁𝑡

𝑖=0

 | 

𝐾−1

𝑘=0

 (4.8) 

 

 

Direct calculation using the above expression will require an inversion of matrix of size 

𝑀𝑡𝐿 × 𝑀𝑡𝐿 [29]. So, by formulating the problem directly for the MIMO system, the computa-

tional complexity appears to be considerable.  

Similarly, as with the single antenna systems a method that would ignore the small energy 

channel taps was suggested for this method as well. This would naturally reduce the size of the 

matrix, but as the matrix inversion is still required, the complexity is still very high. [28] The 

complexity of the method can be significantly reduced by careful pilot sequence design. It is 

shown in [26] that with proper pilot sequence the complexity of the scheme is significantly 

reduced. It is possible to select a pilot sequence so that the matrix to be inverted is reduced to a 

diagonal matrix which is much more feasible to work with.  

The least squares estimate of channel matrix 𝐇 for a narrowband MIMO system can be ob-

tained as follows [23] 

 

 𝐇̂𝐿𝑆 = 𝐘𝐗H(𝐗𝐗H)−1, (4.9) 

 

where 𝐗 is an 𝑀𝑡 × 𝑁𝑡𝑟 and 𝐘 is an 𝑀𝑟 × 𝑁𝑡𝑟 matrix. 𝑁𝑡𝑟 is the length of the training sequence. 

Calculating the LS estimate directly from Equation (4.9) would be very cumbersome due to 

matrix inversion. If the transmitted pilot sequences are chosen to be orthogonal to each other,  

the product between the training symbol matrix and its Hermitian becomes  𝐗𝐗H = Ntr𝐈 where 

𝐈 is identity matrix of size 𝑀𝑟 × 𝑁𝑡𝑟. Once again, by avoiding the matrix inversion the com-

plexity of the estimation scheme reduced significantly. [23] As a result, the matrix inversion 

only corresponds to a division by the length of the pilot sequence and (4.9) is reduced to 

 

 
𝐇̂𝐿𝑆 =

1

𝑁𝑡𝑟
𝐘𝐗H, (4.10) 

 

which is a matrix multiplication problem.  

So far, we have seen a few techniques to facilitate the channel estimation in MIMO systems. 

Although orthogonal pilot sequences reduced the complexity of the channel estimation, one 

challenge has been ignored. The size of the matrices given in (4.10) are dependent of the size 

of the antenna configuration. Since it is expected that the number of antenna elements keeps 

growing in the future, this sets a prominent challenge towards the implementation. If Equation 

(4.10) is approached as a traditional matrix multiplication it can be broken down into two op-

erations, multiplications and additions of complex numbers. It seems that calculating 𝐘𝐗H re-

quires 𝑁𝑡𝑁𝑟𝑁𝑇𝑟 complex multiplications and 𝑁𝑡𝑁𝑟(𝑁𝑇𝑟 − 1) complex additions. Furthermore, 

a complex multiplication would require four real multiplication with two real additions.  

The number of required operations for different antenna configurations is illustrated in Fig-

ure 4.4. Although the number of pilot symbols used in this illustration is relatively small, it is 

clear when the size of the antenna pair doubles, the number of operations quadruples. While 

graphically, the number of operations seems to increase linearly, it should be noted that the 

scale is logarithmic, thus the number of operations increases exponentially. Although the result 
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is not surprising, it causes significant challenges towards the signal processing platforms be-

cause both the channel estimation and the beamforming depend on the size of the antenna con-

figuration. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.4. Number of operations with respect to antenna elements on logarithmic scale. 

 

There are matrix multiplication algorithms which promise to reduce the computational com-

plexity compared to the conventional approaches. For example, the Strassen’s algorithm pro-

vides a reduction in the total number of multiplications compared to the conventional method.  

Strassen’s algorithm alongside the other published matrix multiplication algorithms are usually 

considered useful for very large matrices. Naturally, the practicality of all advanced matrix 

multiplication algorithms depends on the platform on which they are implemented. For exam-

ple, the elementary steps in the Strassen’s algorithm require very much specific indexing oper-

ations. Therefore, fitting it to some specific system architecture can be very challenging and the 

reduced number of multiplications does not directly translate into better performance. 

However, a very straightforward way to increase the efficiency of the estimation is to use a 

parallel architecture. Already an assumption was made that the complex arithmetic operations 

were considered as a single operation. This is a totally valid assumption when the algorithm is 

implemented using an architecture which offers complex arithmetic operations as elementary 

instructions.  

If the algorithm could be implemented by performing multiple operations in parallel, it 

would significantly reduce the number of required operations to certain extent. How parallel-

isation of the algorithm affects to the number of operations is illustrated in Figure 4.5. The 

curve appears to be identical for all degrees of parallelism (DOP). However, the larger DOP 

postpones the inevitable growth in the number of operations by shifting the curve towards the 

right side of the figure. Figure 4.5 clearly suggests that by increasing the degree of parallelism 

the time performance of the system could be enhanced. When the size of the antenna configu-

ration increases the degree of parallelism should also be increased in order to keep the number 

of operations restrained.  
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Figure 4.5. Effect of parallelisation to number of operations. 
 
Overall, several generalizations about the LS method exists for channel estimation in MIMO 
systems. In this chapter the topic was introduced by exploring the basic methods that trade 
performance to complexity and vice versa. Channel estimation in wireless communications is 
a very broad topic and we were mainly focused on the basics. For example, the training se-
quence also affects several other properties than complexity. Careful training sequence design 
also improves the estimation accuracy [23]. 3GPP specifications for 5G specify an orthogonal 
pilot sequence called Zadoff-Chu sequence. As pilot sequences play very important role in 
channel estimation, SRS transmission alongside Zadoff-Chu sequences are discussed in the 
next subsection.  
 
 

 SRS Transmission in LTE and 5G 

Data transmission in LTE and 5G systems is performed using a grid type of structure which 
divides the time and frequency resources into fixed size components as shown in Figure 4.6. 
The time and frequency resources are organized into frames, which in turn consists of slots and 
subframes. The radio frame can be configured according to several numerologies which are 
specified in the 3GPP specifications [30]. Numerology parameter determines for example the 
length of the subcarrier spacing and the number of slots within the frame. The frame structure 
illustrated in Figure 4.6 corresponds to the configuration 𝜇𝜇 = 0 from the specifications in [30]. 
The smallest allocable resource unit is called a resource element (RE). In Figure 4.6 [31] re-
source element corresponds to a one small square. Resource elements consists of one OFDM 
subcarrier during one symbol period. Resource elements can be used to carry information by 
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modulating the subcarrier with some digital modulation scheme such as QPSK or different sized 

QAM.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.6. Resource grid illustration with SRS transmission. 

 

3GPP specifies a different type of reference signals for NR and LTE which can be used as a 

pilot signal. One of the specified reference signals is called sounding reference signal (SRS). 

SRS is a comb type of pilot signal, which means that it is sent on every other subcarrier during 

one OFDM symbol as shown in Figure 4.6. In addition to this, a transmission using four combs 

is also specified. This would just simply just increase the number of sequences within the same 

frequency band thus shortening the length of the sequence. The resource elements highlighted 

in different shades of blue in Figure 4.6, can correspond to the different physical channels. In 

uplink these could be for example: PUSCH, PUCCH, PRACH, DM-RS and PT-RS.  

SRS is constructed from constant amplitude zero autocorrelation (CAZAC) type of se-

quences called Zadoff-Chu sequences. These sequences feature an interesting property which 

allows code division multiplexing (CDM) [32]. Zadoff-Chu sequences are exploited by deter-

mining the common root sequence which is modified to form cyclically shifted versions of the 

same base sequence. Since these cyclically shifted versions of the base sequence are orthogonal 

with each other, it is possible to multiplex several users for the same frequency resources using 

the same root sequence [33]. The formula for the base ZC-sequence and the cyclic shifts is 

given in Section 5.5.3.1 in [34]. If the base sequence is 𝑋 = (𝑋0, 𝑋1, … , 𝑋𝑁−1) the modified 

sequences for up to eight transmit antennas in frequency domain for 𝑢𝑡ℎ user on 𝑘𝑡ℎ subcarrier 

are calculated as follows: [33] 

 

 
𝑋𝑢,𝑘 = 𝑋𝑘𝑒

𝑗2𝜋𝑘𝑚𝑢
8 , 𝑚𝑢  ∈ {0, … 7} (4.11) 

 

The time domain cyclic shift corresponds to the phase shift in frequency domain, denoted by 

exponential term in (4.11). Furthermore, the length of the generated SRS sequence is equal to 
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the number of subcarriers used for the transmission i.e. one SRS symbol is mapped to one RE. 
Since SRS is transmitted in a comb type of pattern it could be viewed as a capacity of 16 trans-
mit antennas per SRS instead [33].  

SRS is an application of particular interest since it is used as the pilot signal for acquiring 
the channel state information in this thesis. On the other hand, also some other specified signal 
could be used for the acquisition of CSI such as demodulation reference symbol (DMRS). In 
TDD systems, sounding reference signals sent in uplink can be used to estimate the channel in 
downlink due to the reciprocal nature of the channel [35]. In addition, since the Zadoff-Chu 
sequences are orthogonal, they serve as an excellent pilot sequence for complexity reduction 
purposes.  
 
 

 Summary 

In this chapter we discussed channel estimation. Our interest towards the channel estimation 
arose from the fact that the beamforming techniques that were used to improve the channel 
capacity and performance were completely dependent on the channel parameters. We found out 
that there exists a trade-off between the complexity and the accuracy of the estimation scheme. 
In addition to this we found out that using orthogonal pilot sequence the complexity of the 
estimation method was further reduced.  

Since channel estimation for beamforming purposes has to be conducted very frequently due 
to channel aging, using low complexity scheme would help to ensure the system performance. 
Fortunately, we learned that beamforming does not require an exact estimate which made the 
low complexity schemes such as the least squares very feasible for beamforming purposes. 

Despite the reduced complexity, the number of operations grew exponentially with respect 
to the number of antennas. This made the estimation very demanding for the large antenna 
configurations. However, we saw that using parallel computing it was possible to postpone the 
inevitable growth in the number of operations. Due to this, signal processing architectures are 
discussed in the next chapter in order to find out how well the benefits from the parallelism can 
be utilized in action.  
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5 ALGORITHM ARCHITECTURE MATCHING 

In the previous chapter we learned that the mandatory channel estimation for beamforming 
introduced some additional computationally demanding operations. Although we found that the 
complexity could be reduced with certain solutions, even the complexity of simple methods 
was dependent of the size of the antenna configuration. This made estimating large antenna 
configurations challenging. In this chapter we explore the properties of the different architecture 
options for the implementation of the channel estimation algorithm. Because parallel computing 
was found to be an effective way to combat the performance degradation caused by the large 
antenna configurations, we focus on the efficient parallel architectures and speculate their fea-
sibility for given problem. Although it is said that high performance is possible to achieve with 
efficient hardware, which exploits high level of parallelism [36], we will learn that exploiting 
parallelism can prove to be challenging. 

We begin this chapter by briefly inspecting the efficiency and basic properties of the com-
mon implementation technologies. Since we are interested in efficient parallel architecture, the 
nature of the hardware accelerator-based solutions is speculated. The implementation was con-
ducted using a digital signal processor specialized to vector processing. Inspired by this, we 
review the common ways to exploit parallelism in processor architectures from pipelining to 
the instruction and data level parallelism. We end this chapter with a quick discussion about 
exposed data path architectures. In a way, these architectures embody the methods to improve 
efficiency presented in the context of the both implementation technologies and architectures 
making them intriguing options for more detailed future investigation.  
 
 

 Implementation Technologies 

Implementation technology can significantly affect the efficiency of the solution. By imple-
menting the same architecture or functionality using different implementation technologies, the 
resulting efficiency can differ between these two implementations. Sometimes the properties of 
the implementation technology can have so significant impacts that they have to be considered 
during the system design. Since efficient implementation was the objective of this thesis, only 
differences in the efficiency of the different technologies are discussed. The main emphasis is 
on the comparison of application specific integrated circuit (ASIC) and field programmable 
gate array (FPGA). A well-known distinction between these implementation technologies lies 
in the programmability of the hardware. FPGA features reprogrammable hardware units 
whereas the hardware in ASIC is static. Deriving differences between ASIC and FPGA is not 
too complicated task, but producing comparable results is more challenging.  

A comprehensive research on the subject was conducted in [37]. Authors tried to offer a fair 
comparison between the mediums by identifying the unjust aspects from the previous re-
searches. The research was conducted by implementing several benchmark designs using both 
FPGA and standard cell. The authors compared the delay, area and power consumption of the 
benchmark designs. Evaluation metrics were geometric means from the results of different 
benchmark designs. In order to provide more detailed results, separate evaluations were con-
ducted according to the hardware blocks that the designs used.  

The area consumption of FPGA benchmark circuits was considerably higher than ASICs. If 
FPGA circuit used only generic logic components its area consumption was on average 35-fold 
higher than equivalent ASIC. However, the significance of the hardware components of higher 
granularity was noticed. If the benchmark design was able to utilize hardware blocks such as 
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multipliers and accumulators the gap was reduced to less than 10-fold. According to the delay 

measurements, FPGA entailed three times worse critical path delay, thus offering slower max-

imum clock frequency. Also, the dynamic power consumption of FPGA-based benchmarks was 

also significantly higher. Although it was mentioned that FPGA could improve its results if its 

resources were used as efficiently as possible, the results speak in favour of the efficiency of 

the ASIC designs [37]. 

 

Table 1. Comparison table for implementation technologies1 

Metric FPGA ASIC 

Area2 27.5 1 

Critical path delay 3.35 1 

Dynamic power consumption3 11.775 1 

Static power consumption4 - - 

 

The results obtained in [37] are summarized in table 1 by averaging over all the geometric 

means obtained for the different hardware block setups. Benchmark specific results with more 

detailed explanation can be found from [37]. Since the original results were given as a ratio 

FPGA/ASIC, they are directly translated to table 2 by assigning value one for ASIC results. 

Although ASICs provided better performance in each area, FPGAs should not be considered 

completely useless. High non-recurring engineering (NRE) costs of ASICs in conjunction with 

their long time to market time makes them expensive and risky [37]. Figure 5.1 [38] summarizes 

the key differences between the two introduced implementation technologies.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.1. FPGA vs ASIC. 

 

 
1 If complete results are reviewed from the original paper it is noticed that in some situations FPGA can offer 

significantly better results than summarized here. This table mainly summarizes the fact that on average ASIC is 

more efficient solution. 
2 Area gap can be considerably smaller with clever choices. E.g., using hard blocks to implement functionality. 
3 Dynamic power consumption of result for FPGA is a bit unfair. FPGAs clock network is designed to much 

larger designs than benchmarks given here, therefore it gives relatively larger values here compared to its intended 

usage scenario [37].  
4 No precise conclusions could be drawn from the static power consumption. [37] 
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We noticed that the flexibility of the FPGA-solution was acquired at the expense of efficiency. 
If the gate-level reconfigurability of FPGA is traded to a reconfigurability at the operation level, 
the efficiency could be improved. Coarse grained reconfigurable arrays (CGRA) use this ap-
proach [39]. When implementing some functionality on an FPGA, one needs to identify the 
Boolean expression of the task, and the expression is built from a cluster of logic ports within 
look-up-tables. CGRA differs from FPGA by offering building blocks of higher granularity 
[39].  

In CGRA, bit-level operations have been replaced by an array of functional units that per-
form word level operations, e.g. multiplication of two 32-bit integers. This modification leads 
to a reduction in area and power consumption as well as reduces the delay significantly. Alt-
hough this has been achieved with reduced flexibility, the reconfigurability of the hardware has 
not been lost. [40] In other words, CGRA suggests that using reconfigurable blocks of higher 
granularity than FPGA, the gap between the metrics presented in the table 2 could be reduced. 
In this section, we noticed the impact of implementation technology on efficiency. There are 
trade-offs between efficiency and flexibility that make implementation technology selection 
challenging.  
 
 

 Hardware Accelerators 

As it was already discussed in the previous chapters, modern cellular communication systems 
utilizing MIMO technology consists of computationally very intensive tasks with strict timing 
constraints. In fact, the complexity of the most intensive algorithms has exceeded the capabili-
ties of digital signal processors already during the third-generation mobile network. This piques 
the interest towards hardware accelerators. [41]  

We saw that efficient implementation of matrix multiplication plays an important role in 
achieving high performance. The benefits of parallel computing were demonstrated in Section 
4.3.  Parallelisation offered a way to postpone the explosive growth in the number of operations. 
In many situations, both processors and accelerators are able to provide sufficient data pro-
cessing capabilities. However, it is said that the abilities to exploit data level parallelism in 
accelerators, implemented on either FPGA or ASIC, exceeds the capabilities of digital signal 
processors [41]. Since we have seen our application to benefit from parallel processing of data, 
the feasibility of hardware accelerators is speculated in this section. 

In addition to parallelism, hardware accelerators can offer better throughput and power effi-
ciency than microprocessors. Previously we discussed the efficiency of the implementation 
technologies. When the efficiency of hardware accelerators is compared to processors, it should 
be kept in mind that the comparison should be conducted on a microprocessor that implements 
the functionality. It is said that if some common functionality is implemented as a micropro-
cessor-solution, it offers 100 million operations per watt. FPGAs offer a tremendous 10 to 20-
fold improvement and ASICs will even increase the efficiency of FPGAs by 10-fold [42]. Ac-
cording to the above, the differences are significant.  
 
 

5.2.1 Hardware-Software Partitioning 

The splitting of workload between processor and hardware accelerator is called hardware/soft-
ware partitioning [41]. Sometimes it is easy to identify the need for a hardware accelerator. 
Since processors can be programmed to perform almost anything, the necessity of hardware 
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accelerator can be identified from the absolute maximum throughput of the processor. If we 

think about the situation where our algorithm is expected to perform 𝑁 multiply-accumulate 

(MAC) operations at time 𝑡. This would mean 
𝑁

𝑡
  operations per second. If the available proces-

sor guarantees a latency of 𝐿 clock cycles for the multiply-accumulate operation it is evident 

that a processor operating at clock frequency 𝐶, cannot perform better than 
𝐶

𝐿
 operations per 

second. Naturally, if 
𝑁

𝑡
>

𝐶

𝐿
 the processor cannot even in theory achieve the desired throughput. 

This raises the question of how a hardware accelerator would handle this? 

An extreme opposite using a hardware accelerator would be a parallel combination of 𝑁 

hardware multiply-accumulate units which consists of combinational logic. In theory, this could 

perform the required operations in a single clock cycle whose length would be tied to the critical 

path delay of the circuit. The differences between the processors and the hardware accelerators 

are illustrated in the tables below. The time taken to process data sets of different sizes is shown 

in table 3. Our made-up processor uses single instruction single data (SISD) type of architec-

ture, thus the total latency grows linearly with respect to the size of the data set. However, the 

hardware accelerator is composed by increasing the number of 32-bit hardware MAC units 

proposed in [43]. Although the accelerator can keep the latency fixed, it requires an expansion 

in the silicon area, which increases the estate and power consumption.  

 

Table 2a. MAC block  

Function Delay Area 

Multiply and accumulate ≈ 5𝑛𝑠 ≈ 2000 µ𝑚2 

 

Table 2b. Processor A 

Instruction Latency Clock Frequency 

Multiply and accumulate 4 clock cycles 1 GHz 

 

Table 3. Comparison of execution times  

Samples MAC block (Time/Area) Processor A (Time/Area) 

1 5ns/2000 µ𝑚2 4ns/Fixed 

50 5ns/100000 µ𝑚2 200ns/Fixed 

100 5ns/200000 µ𝑚2 400ns/Fixed 

 

It must be kept in mind that the above example does not directly translate to a real-world situ-

ation. However, it certainly illustrates the parallel processing capabilities of hardware acceler-

ators. Unfortunately identifying the maximum degree of parallelism of the algorithm and im-

plementing it as a hardware accelerator as it is does not necessarily guarantee the optimal 

throughput in terms of parallelism. When we are dealing with a heterogenous system consisting 

of several different signal processing platforms, memories and connections, there might be nu-

merous issues which complicate the situation. For example, a spatial locality of data, should be 

taken into consideration. If the data is aligned poorly and the data access latency is high, the 

performance of the whole system will eventually be negatively impacted. Even if the operations 

required for the algorithm itself could be computed efficiently. [41]  

In Figure 5.2, a multiplication of three by three matrix is illustrated step by step. Let’s say 

this was accelerated using nine parallel MAC blocks which could calculate the product in three 

clock cycles as shown by the numbering in Figure 5.2. Furthermore, we assume that our accel-

erator was fed with direct memory access (DMA) that is able to transfer a block of data from 

consecutive continuous memory locations.  
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Figure 5.2. Parallel matrix multiplication using MAC operations. 

 

If the matrices were stored in memory row by row, in order to use the introduced system, the 

data would have to be rearranged and duplicated. If we look at the operations during the first 

clock cycle, due to DMA limitations, the operation cannot be performed directly in this way. 

The left side operands of the multiplication during the first cycle are the elements from the first 

column of the matrix A. Since our DMA was able to transfer data row by row this does not 

directly fit to the system. Although the elements from the matrix B seem to reside in the con-

secutive locations, two additional copies of the first row of the matrix B should be obtained. 

Arranging the data in an appropriate order would naturally require extra operations which 

would cause a deterioration in performance. It seems that hardware accelerators can provide 

incredible amount of efficient parallelism. However, the hardware accelerator must be matched 

with the rest of the system which might decrease the performance gain from parallelism.   

 

 

5.2.2 Accelerator Architectures 

Hardware accelerator architectures can be divided into two different categories, for example. 

These categories are coarse-grain architecture and its opposite fine-grain architecture [41]. The 

etymology comes from the level of the granularity of the architectures. An illustration of a 

coarse grain accelerator architecture is given in Figure 5.3 [41]. Idea of this architecture is to 

offload all computationally demanding tasks to a separate accelerator unit next to the host pro-

cessor [41]. As shown in Figure 5.3, the accelerator part is titled to be reconfigurable. This 

allows the system to be reconfigured to accelerate different types of tasks.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.3. Coarse grained accelerator. 
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Fine-grain accelerator architectures take the opposite approach. Instead of providing a sep-
arate unit for acceleration next to the main processor, the fine-grain architecture provides in-
struction level acceleration by offering instructions that are tailored to perform the accelerated 
task. This requires modifying the instruction set architecture which can prove to be very chal-
lenging [41].   

To summarize, hardware acceleration offers an energy efficient option for supporting com-
putationally critical tasks with strict timing constraints. At least the following should be con-
sidered when identifying the feasibility of a hardware accelerator: computational complexity, 
spatial locality of data, data level parallelism as well as task level parallelism [41]. As discussed 
in this section, hardware accelerated calculations can be used to speed up the signal processing 
in some situations. Modern telecommunication system consists of beamforming and many other 
complex signal processing techniques. This requires the integration of multiple hardware ac-
celerator and processor units into a system on a chip (SoC) solution [41]. Naturally this will 
increase the system cost in terms of money, space and power but clever workload partition 
would at least provide a faster system with better energy efficiency [41].  

The channel estimation algorithm investigated in this thesis would clearly benefit from the 
huge parallelisation capabilities provided by the hardware accelerators. Because hardware ac-
celerators suffer from the rigidity caused by the lack of programmability, the last sections of 
this chapter will deal with programmable architectures.  

 
 

 Programmable Architectures 

Hardware accelerators were found to offer an incredible amount of parallelism, but they lacked 
programmability. The programmability of the processors makes them much more versatile than 
hardware accelerators. Since we wanted to find an architecture that offers parallelism, some 
parallel processor architectures are reviewed in this section. First, we take a closer look at how 
processors handle instructions by introducing the instruction pipeline, which is a very funda-
mental technique to exploit parallelism in processors. Later in this chapter, we will provide a 
high-level discussion of a few different parallel architectures that provide either instruction 
level parallelism or data level parallelism. Instead of making a detailed architecture analysis, 
the discussion of the parallel architectures focuses on the issues that are central to the imple-
mentation. This chapter is concluded by a brief discussion of the exposed data path architec-
tures.         
 

5.3.1 Instruction Pipelining 

In Section 5.2 we used a generic SISD processor as an example when we were discussing about 
the properties of the hardware accelerators. In that example, the hardware solution improved its 
performance by deploying more MAC units. For the processor, no enhancements were utilized. 
Since the instruction latency of the processor is reported in clock cycles, the immediate idea to 
increase the throughput would be to make the clock cycle shorter by increasing the clock fre-
quency. Without going into further details on why increasing the clock frequency is not a good 
idea, the execution rate of instructions can also be improved by other means as well [44]. In 
this subsection a very fundamental technique called pipelining is dealt with.  

Previously we discussed the instructions without paying any attention to how they actually 
work and how they are composed. Figure 5.4 [45] illustrates a generic instruction format that 
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many processors use. Instruction is a binary string that is divided into different parts that pro-

vide the information required to perform the given task. Opcode defines the actual operation to 

be performed, e.g. addition of integers and the operands specify the values used for the opera-

tion specified by the opcode. If the opcode would specify an operation that required more than 

two operands, the instruction word would be longer than illustrated in Figure 5.4. Last part of 

the instruction specifies the storage address of the result. [45]  

 

 

 

 

 

 

 

 

 

Figure 5.4. Instruction format. 

 

The execution of a single instruction in a reduced instruction set computer (RISC) type of pro-

cessor is shown in Figure 5.5 [45]. We immediately see that the instruction consists of several 

elementary operations where each stage takes one clock cycle to complete.  

 

 

 

 

 

 

 

 

Figure 5.5. Example pipeline of stages to perform instruction. 

 

The term instruction pipeline or execution pipeline refers to a situation, where the operations 

illustrated in Figure 5.5 are performed in parallel allowing new instruction to enter the pipeline 

every clock cycle [45]. This is possible because the different stages are able to operate inde-

pendently. When only one instruction is allowed to enter the pipeline shown in Figure 5.5, it 

would take five clock cycles to execute the instruction. Since all stages can operate inde-

pendently, when one instruction has finished stage 1 and moved to stage 2, the next instruction 

can enter the first stage of the pipeline.  

The execution of three instructions is illustrated in Figure 5.6 [44], where 𝐼𝑛 denotes the 𝑛𝑡ℎ 

instruction and 𝑆𝑚 stands for the 𝑚𝑡ℎ stage. A completely serial execution is shown at the top 

of the figure and the pipelined execution is illustrated at the bottom part of Figure 5.6. Clearly 

when the instructions are pipelined and issued every clock cycle, a significant improvement in 

the throughput is achieved. 
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Figure 5.6. Instruction pipelining vs sequential execution. 

 

Expression for the throughput as how many instructions can be executed within a given time 

unit can be derived from Figure 5.6. By observing the stages shown in Figure 5.6, it is noticed 

that executing three instruction takes the time taken by one instruction plus two additional clock 

cycles. If this observation is extended for different setups where 𝑚 is the number of executed 

instructions consisting of 𝑛 stages and the time unit to execute one stage is 𝑡 the throughput 

𝑇(𝑛) can be written as [44]: 

 

 𝑇(𝑛) =
𝑚

(𝑛 + 𝑚 − 1)𝑡
  (5.1) 

 

By letting the number of executed instructions 𝑚 increase, we see that the number of instruc-

tions executed toward time unit is given by [44] 

 

 lim
𝑚→∞

𝑚

(𝑛+𝑚−1)𝑡
=

1

𝑡
 ,              (5.2) 

 

therefore, if one stage is processed in one clock cycle, we are able to process one instruction 

per clock cycle. Pipelined and non-pipelined executions are compared in table 4, where the 

pipeline used consists of five stages, each of which takes one clock cycle to complete. It is clear 

that the average execution time towards one instruction approaches to one clock cycle when 

pipelining making it highly recommended.   

 

Table 4. Execution time of all instructions 

Issued instructions Pipelined Non-Pipelined 

10 14 cycles 50 cycles 

50 54 cycles 250 cycles 

100 104 cycles 500 cycles 

500 504 cycles 2500 cycles 
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The hardware implementation of pipeline is built in a manner which does not reflect its pipe-

lined structure to the instructions. This means that there is no explicit reference to the pipeline 

in the instructions. While pipelining provides enhanced throughput with hardware its existence 

is still good to realise since there can be some dependencies between the instructions or data. 

[45] For example if instruction 𝐼2 uses a result from 𝐼1 as an operand, by observing Figures 5.5 

and 5.6, we notice that when 𝐼2 is decoding the instruction and the fetching operands, 𝐼1 has not 

yet stored its results to the place where 𝐼2 is looking for them. This situation causes a stall in 

the pipeline which naturally decreases the performance. Stalls in the pipeline can also occur for 

example when external storage accesses are performed or branch to a new location occurs. [45]  

 

 

5.3.2 Instruction Level Parallelism 

In the previous section dealt with pipelining. Though the execution stages were processed in 

parallel, it was possible to issue only one instruction per clock cycle. If we assume that 𝑡 in 

Equation (5.2) would be less than 1 clock cycle, clearly the throughput would be further im-

proved. However, if we assume that the operation of logic circuitry is synchronized to a clock 

signal it is not valid to make the above assumption and something else needs to be considered.  

If we want to increase the performance even further, we could issue several instructions 

simultaneously during one clock cycle. This sort of parallel execution of instructions is possible 

with the architectures that offer instruction level parallelism (ILP). The operating principle of 

these multi issue processors compared to a conventional scalar processor using pipelining is 

illustrated in Figure 5.7 [44]. In principle, a multi-issue architecture provides a significant im-

provement in the execution rate of instructions. In the previous subsection we were able to reach 

the rate of one cycle per instruction (CPI). If we are able to issue multiple instructions simulta-

neously CPI would reduce in the same proportion. [44] 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

Figure 5.7. Pipelined multi-issue architecture. 

 

Increasing the parallelism by using instruction level parallelism poses some practical chal-

lenges. There can be dependencies between the instructions and the data. These dependencies 
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must be identified in order to make everything operate smoothly. Multi-issue architectures com-

monly exhibit two different scheduling strategies. These strategies are static scheduling and 

dynamic scheduling strategies. [44]   

Static scheduling strategy is used in an architecture called very long instruction word 

(VLIW) architecture. The fundamental idea of VLIW architectures is to let the compiler run the 

instruction dependency analysis for some given source code. During the compilation, the com-

piler analyses the source code and identifies the dependencies between the instructions. The 

compiler groups the instructions to be executed in parallel into one very large instruction word. 

When this very large instruction word is issued, multiple different instructions for different data 

are executed in parallel as was shown in Figure 5.7. [44] The dynamic scheduling strategy is 

found from a different architecture called Superscalar architecture. In practice, Superscalar ar-

chitecture differs from VLIW by handling the instruction scheduling at the hardware level using 

special hardware instead of the compiler [44]. 

Different scheduling strategies will require a different type of hardware implementation. A 

processor implemented with Superscalar architecture performed the scheduling using specific 

hardware. In general, Superscalar processors will have more complex hardware than VLIW 

processors. Since the complexity of the dependency analysis grows quadratically with respect 

to size of the instruction word, one might argue that this might affect to the efficiency of the 

solution [46]. In fact, it is said that the VLIW architecture can offer the same performance as 

the Superscalar. However, this is achieved with a reduced hardware complexity [47]. The key 

differences between the architectures are summarized in table 5. Since the exhaustive schedul-

ing work is performed by the compiler in VLIW architectures, it also means that the compiler 

design is more difficult, and the portability of the code is harder.      

 

Table 5. Multi-issue architecture comparisons 

Metrics Superscalar VLIW 

Issued instructions M M > 1 M > 1 

Hardware complexity High Low 

Compiler complexity Low High 

 

Since it was said that both architectures can provide the same performance, the VLIW architec-

ture sound more intriguing option due to the lower hardware complexity. Despite the bad port-

ability of VLIW code, it would be the architecture of choice due to the efficiency aspect. Since 

the implementation in this thesis is not a commercial application targeted for several different 

types of processors, the code does not need to be very portable in that sense. 

Naturally the feasibility of instruction level parallelism depends very much on how it is been 

implemented. If the architecture allows several complex arithmetic instructions to be grouped 

into one very long instruction word, it would significantly enhance the performance of the al-

gorithm. Since we have a lot of data to process, by combing the previous feature with parallel 

data operations such as load, store and move would be a sign of an appropriate instruction level 

parallelism. In addition to ILP, there are architectures that offer direct data level parallelism 

which will be shortly discussed in the next subsection. In principle, combining the VLIW ar-

chitecture with a data parallel architecture would provide a very feasible architecture for our 

needs. 
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5.3.3 Parallel Processing of Data 

Instruction level parallelism was found to provide a better instruction execution rate. If we look 

at Equation (4.10) in more detail, we notice that it consists of two arithmetic operations, multi-

plication and addition. Therefore, only by focusing on the useful arithmetic operations, ILP 

architecture would require a significant number of parallel arithmetic instructions in order to 

improve the calculation itself. In other words, since the matrix multiplication itself consists only 

of these elementwise elementary operations, we could issue a single instruction e.g. multiplica-

tion, to several data elements instead of issuing several multiplication instructions each for one 

data element. Coincidentally, such an architecture exists, and it is called single instruction mul-

tiple data (SIMD) architecture.  

In SIMD architecture processors, a single instruction is issued for an entire vector of data. 

In typical SIMD architecture, this operation is implemented using a vector computation unit 

with vector wide register files. [48] The practical idea behind SIMD architecture is illustrated 

with an example which extends the MAC operations of table 2a to a SIMD architecture. Let’s 

say we have a SIMD processor with 16 element sized vector register files. The total time taken 

to process a different number of data elements using the aforementioned SIMD processor and 

the familiar SISD processor from the previous examples is shown in table 6.  

While the comparison is again somewhat straightforward, it illustrates the elementary func-

tionality of the SIMD processor quite well. First of all, we immediately see that the time taken 

to process one data element is equal for the both architectures. This illustrates that SIMD archi-

tecture offers no benefit for problems without data level parallelism. Since our algorithm is 

shown to benefit from this type of parallelism, the SIMD architecture seems a promising option. 

It is evident that the SIMD architecture offers a significant improvement for the larger data sets 

as shown in table 6. Although this requires an assumption that all data lanes are utilized to boost 

up the performance of the algorithm. For example, if we processed 32 data elements each of 

which would depend on the result of the previous one, SIMD would offer no benefit due to the 

highly sequential nature of this problem. Although our algorithm was identified to benefit from 

this type of parallelism, exploiting the single instruction multiple data scheme is not as straight-

forward as in this example. 

 

Table 6. Comparison of execution times and fundamental difference between SISD and SIMD 

Data elements SIMD processor Scalar processor 

1 4ns 4ns 

16 4ns 64ns 

32 8ns 128ns 

 

Memory operations in SIMD architecture operate on vectors of data, similarly as the arithmetic 

instructions in the above example. Generally, a load operation is specified using a base address 

from which 𝑛 consecutive elements are loaded into the vector register file. Since the instructions 

are issued for the whole vector register file, exploitation of the parallelism is highly dependent 

from the data alignment and the memory operations. It is highly unlikely that the vector register 

files could be efficiently filled from arbitrary memory locations. In order to align the data to the 

instructions, if the data is not already aligned in a proper vector format, memory usage might 

be inefficient due to necessary padding of data. [48]  

An alternative option is to conduct a data permutation and reordering operations on the pro-

cessor. This solution clearly introduces some overhead and can reduce the performance im-

provement provided by the parallel processing. [48] Previous issues strongly emphasize the fact 
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that the increased degree of parallelism does not directly translate to a better performance. Even 
if the algorithm itself would contain the required amount of data parallelism, the architecture 
might not be able to provide the parallelism in an optimal way. 

Furthermore, although VLIW introduced a challenging instruction scheduling task, this task 
was handled by the compiler. The data vectorization in the SIMD architectures is considered a 
difficult task to offload for the compiler and is thus left to programmer’s responsibility [48]. 
The vectorization can lead to a substantial amount of intrinsic functions. With data parallel 
architectures the programming efforts can be significantly higher than with a conventional sca-
lar processor. The key parameters of the instruction and data parallel properties of the discussed 
architectures are summarized in table 7. In these sections we focused on the fundamental qual-
itative details of the discussed architectures on a general level. We highlighted the features and 
challenges of the architectures that were utilized or faced during the implementation of the 
algorithm. Naturally these architectures exhibit several other details and differences that were 
left out of the discussion. The differences between VLIW and SIMD are discussed in more 
detail in [48].  
   
Table 7. Summary of key characteristics 

Feature Superscalar VLIW SISD SIMD 
Issued Instructions M > 1 M > 1 M = 1 M = 1 

Data per instruction N = 1 N = 1 N = 1 N > 1 
 
In principle, the SIMD architecture was found to provide a suitable kind of parallelism for our 
problem. However, we saw that the efficient utilization of this architecture can be challenging 
due to strict data alignment requirements of the vector register files. In practice, an architecture 
that combines the properties from the both SIMD and VLIW would sound feasible option for 
our algorithm. VLIW could allow instructions to be executed in parallel which in turn could 
help with the other mandatory operations beside the arithmetic. Pipelining the data parallel 
memory operations, data reordering operations and arithmetic operations would most likely 
offer better performance than these schemes alone.    
 
 

 Exposed Data Path Architectures  

Earlier in this chapter we stated that some decisions can improve the energy efficiency of the 
signal processing platform. In Section 5.1 we saw an interesting statement that the poor effi-
ciency of the FPGA-based solutions could be improved by utilizing a building blocks of higher 
granularity. In addition to this, it was said that the efficiency of the VLIW architecture was 
achieved by allocating more responsibility to the compiler. From the high-level perspective, the 
efficiency of the exposed data path architectures has indeed been improved by making use of 
the techniques already mentioned. By taking the hardware efficiency and the compiler workload 
even further, exposed data path architectures aim for remarkable energy efficiency. 

At first, we briefly introduce an architecture called transport triggered architecture (TTA). 
TTA embodies a new programming philosophy based on data moves making it look like a 
programmable hardware accelerator. In research articles and papers TTA based designs have 
been used to implement techniques that are used in wireless communications with promising 
results, such as in [49]. In conclusion, we briefly introduce the Stanford ELM architecture. 
Publications on ELM are particularly interesting because the authors have analysed the energy 
consumption of the processor in more detail.  
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5.4.1 Transport Triggered Architecture 

In [50] the author claims that the ILP architectures especially VLIW suffers from the high com-

plexity which is considered problematic. The author introduces the transport triggered architec-

ture based on the complexity analysis conducted in [50]. It is summarized that the improve-

ments trade the complexity by transferring it from the hardware to software. Interestingly this 

is the same philosophy already seen between the Superscalar and VLIW architectures but only 

taken further. The fundamental difference between VLIW and TTA comes from the connec-

tions between the register files and functional units. In VLIW, every functional unit is directly 

connected to a register file, whereas in TTA, functional units and register files are connected to 

a bypass network which is used as a data transfer media. For example, size and power con-

sumption of register file scales up with the number of ports [48], and one way to reduce com-

plexity in TTA is to reduce the number of register file ports by connecting different elements 

via the bypass network [50].  

A simple TTA processor is illustrated in Figure 5.8 [51]. Different functional units are con-

nected to different components via a bypass network which is represented by the black hori-

zontal lines. Programming of TTA processors happens by issuing a data moves to the different 

ports of the functional units. Each functional unit has three ports which are input, output and 

trigger ports. The triangles represent the direction of the port and the distinction between the 

input and trigger port is done using a cross inside the square. Data moves are performed by the 

instruction fetch unit that is capable of issuing one instruction per lane for each clock cycle. 

[51] 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.8. Simple transport triggered architecture. © [2020] IEEE 

 

Execution happens when data is moved to the triggering port of the corresponding functional 

unit. Assuming our instruction format for the data moves is mov 𝑠𝑟𝑐, 𝑑𝑠𝑡 then, for example, 

adding the result of the multiplication unit to the value from the data memory could be executed 

as follows [51]:  

 

// Executed during one clock cycle 

 

mov LSU.out ADD.in; // Move data to the input port of the adder functional unit 

 

mov MUL.out ADD.trig; // Move data to the trigger port of the adder functional unit  

 

mov ADD.out RF.in; // Move the previous result from the adder to the register file 
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Since the functional units are independent, adding and removing of the units is done very easily. 

Therefore, TTA offers a potential platform to develop application specific instruction set pro-

cessors (ASIP) due to its scalability. [52] In principle, TTA seems to continue the same trend 

introduced with the VLIW architecture, i.e. reduce the hardware complexity and allocate re-

sponsibilities to the compiler. TTA provides an interesting setup for the instruction scheduling 

because it not only schedules the instructions but also the data transfers. This naturally allows 

the compiler to perform a very fine grain tuning. In addition to this, though implementation 

technologies and architectures should not be confused with each other, TTA exhibits some sim-

ilarity to CGRA in terms of the granularity offered by the functional units. This raises the ques-

tion of whether CGRA could be used to implement a highly modular and efficient TTA. 

 

 

5.4.2 Stanford ELM 

Stanford ELM is another exposed processor architecture that also aims for a good energy effi-

ciency. In [53] the authors of ELM analysed the energy consumption of embedded processors 

and found out that 70% of the energy is consumed for supplying the data and issuing the in-

structions, whereas only 6% of the total energy was consumed by the important arithmetic. This 

architecture also provides so called exposed pipeline, i.e. no hidden stages from programmer 

point of view during execution. This makes the instruction pipeline very different compared to 

the conventional RISC pipeline that was introduced at the beginning of this section. This ena-

bles an explicit management of the instructions and data movements. Once again, this creates 

new possibilities to gain control over the execution. [54] A dramatic improvement in energy 

efficiency was achieved when this architecture was compared to a processor which was derived 

from a commercial RISC processor. The proposed ELM architecture achieved a tremendous 

23-fold energy efficiency compared to its RISC competitor. The architecture and the measure-

ments are discussed in more detail in [54] and [53]. 

 

 

5.4.3 Summary 

In this chapter, we saw that parallelism can be achieved in a number of different ways. We 

demonstrated the operation of a hardware accelerator and saw that, at least in principle, by using 

a hardware accelerator it is possible to achieve an immense amount of parallelism. Although 

the hardware accelerators provided efficient parallelism, they generally lack programmability 

which makes them inflexible. In addition, we saw that an enormous degree of parallelism does 

not necessarily improve the performance in the same proportion.   

The programmable architectures introduced in this chapter provided parallelism in two dif-

ferent ways. Because our algorithm seemed to benefit from a large amount of data level paral-

lelism, the SIMD architecture was found to be a particularly interesting option. Although the 

parallelism offered by SIMD was appropriate for our problem, exploiting it was found to be 

challenging. In the SIMD architectures, the instruction was executed on a vector of data located 

in a vector register file (VRF). This made the performance highly dependent on the vector reg-

ister file and data operations. Naturally the size of the VRF sets a limit on the number of data 

elements in the instruction. In addition, the data must appear in the correct order within the 

vector register file. Since the load and store instructions can be very inflexible, SIMD is also 

dependent on the data alignment in the memory. By extending the SIMD architecture with 

VLIW, we could achieve more flexibility by pipelining successive load, store, reordering and 
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arithmetic instructions using instruction level parallelism obtained from VLIW. Although this 

would make things a bit more complex, this sort of architecture would provide useful features, 

above all with programmability. The exposed data path architectures provided an interesting 

alternative to achieve a low complexity highly energy efficient parallel architecture for future 

investigation.  
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6 IMPLEMENTATION AND EVALUATION 

In this chapter we describe the implementation of the channel estimation algorithm for beam-
forming and present the results. Our goals were to provide an implementation that was well 
matched to the used architecture and to investigate the applicability of the used processor for 
the given task. The processor was identified as a VLIW+SIMD type architecture which made 
it a promising candidate for the given task.   

As architectures are always implementation-specific, numerous implementations were made 
to gain a better understanding of the processor architecture. In this chapter we present the im-
plementations based on the three different approaches. All three approaches were used to im-
plement the channel estimation algorithm for different antenna configurations. Each implemen-
tation performs an estimation on the same test data that represents a fixed bandwidth. The ap-
proaches and the results are presented later in this chapter. Since the estimation method has 
been found to be suitable for this purpose, we only focus on the time performance of the imple-
mentation and do not evaluate the accuracy of the estimation scheme.  

The implementations were written and designed using a very highly intrinsic C-program-
ming language. Assembly language-based implementations were left out of the scope. It is rea-
sonable to assume that the processor manufacturer provides a powerful compiler with compre-
hensive intrinsic functions which together are able to provide a high performance. Furthermore, 
we focused the investigation on the hard real-time parts of our algorithm. This adjustment made 
the comparison between the different implementations more feasible and it was considered in 
the discussion on the practicality of the solutions. 
 

  
 Implementation 

In this section we present the different approaches that were used to implement the algorithm. 
The main difference between the different approaches is how they exploit the data level paral-
lelism. As expected, the exploitation of data level parallelism proved to be challenging. In our 
processor, a large proportion of data level parallelism was distributed across the different inde-
pendent cores. This made the already rigid SIMD architecture even more rigid. In addition to 
the previous, memory accesses and consequent data reordering also formed a significant differ-
ence between the approaches. Besides the differences, all approaches tried to utilize the neces-
sary and most powerful architecture-specific instructions. 

The exact architectural details of the processor and approaches will not be exposed in this 
section. The reason for this is that some of these approaches or the used processor could poten-
tially be used in a future Nokia system. Since the efficient exploitation of data level parallelism 
is highly system dependent, to avoid exposing too detailed information about the system the 
discussion on the topic is limited.  

 
 

6.1.1 Approach A 

Approach A implemented the algorithm in two separate functions. Both functions exploited the 
data level parallelism for the matrix multiplication by adapting to the data alignment. By adapt-
ing to the data alignment, we mean that no overhead was introduced due to the data reordering 
that was discussed in the previous chapter. While this method avoided the additional data rear-
rangement operations, the number of useful arithmetic operations was not as small as possible. 
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Approach A performs the matrix multiplication in the same manner as the approach C as show 

in Figure 6.2.  

Due to the system specific and architectural reasons Approach A could not fully utilize the 

SIMD capacity since it was divided into two separate tasks. Because the implementation of the 

algorithm in two separate parts is not necessary, this method introduces excess load and store 

operations compared to the other two approaches. In theory, two separate tasks could be pipe-

lined using multiple units of the given processor. If this was the case, the execution time would 

approach to the cycle count of the slower one.  

 

 

6.1.2 Approach B 

Because the disadvantages of Approach A were the partial usage of the SIMD capacity, excess 

load and store operations and inefficient matrix multiplication, Approach B was designed to 

tackle these issues. When Approach B was designed, we encountered the exact same challenges 

that were discussed in the context of SIMD in the previous chapter. Efficient data accesses 

proved challenging in Approach B. Although the time required to arrange the non-real time data 

was excluded from the operation, operations with the real time data caused issues. 

The matrix multiplication of Approach B is shown in Figure 6.1. We notice that the vectors 

contain copies of the same matrix elements. It is also noticed that none of the vectors consists 

of consecutive matrix elements. Since the data access mechanism of our processor was very 

similar to the one introduced in Section 5.2, this approach required a lot of data rearrangement 

operations which in turn reduced the benefits gained from the efficient matrix multiplication. 

Approach B is a real-world example of the challenges discussed in the previous sections.  

Approach B made full use of the available SIMD capacity thus making the most of the data 

level parallelism. Additionally, it implemented the algorithm within one function, so unneces-

sary load and store operations were avoided. In a nutshell, this approach tried to minimize the 

number of operations required for the matrix multiplication. Although in terms of iterations this 

approach was able to provide a massive reduction of 62.5%, we will see from the results that a 

greedy strategy like this is not the best one. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.1. Illustration of approach B. 
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6.1.3 Approach C 

So far, we have seen two very different approaches. Approach A tried to adapt to the prevailing 
system state, but it did not pay enough attention to the specific features of the architecture. On 
the other hand, Approach B greedily tried to get rid of the inefficiencies of Approach A. We 
will see from the results that the radical idea behind Approach B cannot offer the best perfor-
mance thus Approach C is introduced.  

Approach C can be seen as a fusion of Approaches A and B. It combines the strengths of the 
both approaches. Because the inefficient use of the registers by Approach A had been criticized, 
Approach C was implemented in a single function to avoid the inefficiencies. Since the matrix 
multiplication used in Approach B was proved to be challenging, Approach C utilized the same 
technique as Approach A. As shown in Figure 6.2, an extra operation is introduced compared 
to Approach B, but the data happened to be in more suitable order thus no re-ordering operations 
were required. Although Approach C is using the same matrix multiplication technique as Ap-
proach A, it is still able to utilize the full SIMD capacity due to the other changes. In a nutshell, 
the approach C tries to effectively benefit from the architecture specific properties while still 
considering the limitations imposed by the system.  

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 6.2. Calculation of the first row using approach C. 
 
 

 Evaluation 

In the previous chapters we have emphasized the time-critical nature of the system, therefore 
the evaluation will focus on the cycle count comparison. At first, we compare how well the 
different approaches perform when evaluated against antenna configurations of varying sizes. 
Next, we compare how the performance of individual approaches changes between the different 
antenna configurations. Measurements were performed on antenna configurations consisting of 
eight transmitter antennas and two, four or eight receiving antennas. 

The cycle count readings were obtained using an integrated development environment (IDE) 
that provided a simulation environment with a comprehensive profiling tool. This IDE was 
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provided by the processor manufacturer. The compiler, which was also provided by the proces-

sor manufacturer, offered different optimization levels. If the lowest optimization was used, the 

compiler did not form any VLIW-instructions at all. Therefore, an evaluation of non-optimized 

code was considered meaningless and all the comparisons were conducted using the second 

highest optimization level. In addition to the implementations presented in this chapter, imple-

mentations were made for numerous other antenna configurations as well. These results have 

been omitted because they did not provide any additional findings and the best performance 

can be found among the implementations shown below.  

 

 

6.2.1 Elementary Comparison 

Before we evaluate the different approaches, it is good idea to make sure that the used processor 

is suitable for this problem. The processor was evaluated using Approach B to implement the 

channel estimation algorithm for an antenna configuration of one receive and eight transmitting 

antennas. The cycle count reading obtained from this implementation was compared to a non-

vectorized implementation which was compiled and executed using our processor and some i5 

processor. It should be kept in mind that the purpose of this comparison is to confirm the feasi-

bility of our processor and by no means to prove another as unsuitable. 

Results for the elementary comparison are presented in Figure 6.3. The results are presented 

in relation to the fastest implementation. Results look promising since the vectorized imple-

mentation of Approach B on our processor achieved a 75-fold and 202-fold cycle count perfor-

mance compared to the other ones. It is very likely that this algorithm could achieve a signifi-

cantly higher performance on i5 processor, if it was optimized for it. However, the goal of this 

comparison was to ensure that the processor we used did not perform exceptionally poorly. For 

this purpose, the results seem promising. It is worth mentioning that even i5 could outperform 

the used signal processor, commercial processors introduce undesirable features such as very 

bad energy efficiency and high price.  

 

  

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

Figure 6.3. Performance comparison between different platforms. 
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6.2.2 2RX Comparison 

In this subsection we evaluate the implementations for two receive antennas. The results for 

each approach are given as a cycle count ratio with respect to the fastest implementation as 

shown in Figure 6.4. We see that the implementation using Approach B offered the best per-

formance while the one using Approach A offered the worst one. If Approach A cannot be 

executed in parallel, it clearly offers the worst performance. Even if it was pipelined according 

to the previous assumptions, its performance would still be the worst, not to mention that the 

above style would use twice as much hardware resources.  

Although Approach B required some data re-ordering operations, it seems that they have not 

built up too much overhead with respect to the gains achieved from the fast matrix multiplica-

tion. It is still noteworthy that Approach B is very picky with the non-real time data. For this 

comparison, the non-real time data was provided already in the optimal form. As a result, Ap-

proach B at least partially borrows its performance from elsewhere making it less attractive.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

               Figure 6.4. Cycle count comparison of 2RX implementations. 

 

 

6.2.3 4RX Comparison 

The same measurements as above were also performed for the antenna configuration compris-

ing four receive antennas. Results for these implementations are presented in Figure 6.4. We 

see that the implementation using Approach C has performed better than the one using Ap-

proach B. This is a positive result due to practical reasons since we criticized Approach B for 

its ambiguity. Most likely the main reason for the better performance of Approach C is that it 

does not involve the data rearrangement whereas Approach B requires. The mandatory data 

reordering in Approach B benefitted from the instruction level parallelism. This result indicates 

that the compilers ability to produce efficient VLIW instructions is impaired. Because the num-

ber of operations and data increases as the number of antennas increases, if the reordering op-

erations cannot be efficiently parallelised, performance will begin to decline significantly. 
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   Figure 6.4. Cycle count comparison of 4RX implementations. 

 

6.2.4 8RX Comparison 

The last comparison was conducted for the eight receive antennas. Again, identical measure-

ments were performed as before, and the results are shown in Figure 6.5. Clearly, the order has 

not changed from the previous figure. This is a positive result because Approach C was consid-

ered the most practical solution of all, while Approach B was considered the most impractical. 

Interestingly, the difference between the approaches B and C has increased compared to the 

previous figures. This confirms the assumption made in the previous subsection that Approach 

B does not parallelise as efficiently as the others. Approach B is a good example of the chal-

lenges addressed in the previous chapter. We were able to utilize the parallel resources for the 

efficient matrix multiplication, but these benefits were negated due to time consuming data 

reordering and access operations. These results strongly suggest that it is important to pay at-

tention to the limitations posed by the system and not just focus on identifying the ability of the 

algorithm to benefit from parallelism.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   Figure 6.5. Cycle count comparison of 8RX implementations. 
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6.2.5 Implementation Specific Comparison 

In this subsection we compare how the performance of single approach changes between the 

different antenna configurations. The objective of these measurements was to evaluate how 

well parallelism could be utilized as the number of antennas increased. Since these measure-

ments indicate how the execution time changes with respect to the number of antennas, these 

comparisons will provide useful information about the processors capabilities to handle larger 

antenna configurations. One of the main goals of this thesis was to evaluate the functionality of 

this processor for different antenna configurations. The results given in this subsection provide 

an approach specific behaviour for different antenna configurations which reflects the proces-

sors ability to handle large antenna configurations. In addition to this, the implementation with 

the best performance is also found out. 

The performance of implementations using Approach A is shown in Figure 6.6. Because the 

difference in the number of operations required between adjacent implementations is twofold, 

the results for the implementations using Approach A suggests that the processors resources are 

most efficiently utilized with a configuration of four receive antennas.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.6. Comparison of cycle counts between different antenna sizes in approach A. 

 

A similar comparison for the implementations using Approach B is provided in Figure 6.7. The 

increase in the number of clock cycles is enormous compared to the previous one. Despite the 

best performance for the smallest antenna configuration, its performance is significantly de-

creased for the larger antenna configurations. Approach B is not able to exploit parallelism as 

efficiently as the others. This development was no surprise since the fast degradation in the 

performance of Approach B was already perceived in the earlier comparisons. Executing the 

two-antenna implementation sequentially would achieve an identical cycle count with the four-

antenna configuration. This suggests that the performance degradation using this approach 

starts already after the smallest antenna configuration.  
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Figure 6.7. Comparison of cycle counts between different antenna sizes in approach B. 

 

In conclusion, the results for the last implementations are given in Figure 6.8. The implemen-

tation for the four receive antenna configurations represents the best match with the architec-

ture. Although the number of operations has doubled, the performance has barely changed. The 

transition from the four receive antennas to eight receive antennas implies that the most efficient 

utilization of the processor resources had already been achieved earlier. Approaches A and C 

exhibit very similar behaviour when transitioning from four receive antennas to eight.    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.8 Comparison of cycle counts between different antenna sizes in approach C. 
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 Summary 

In this chapter we presented three different implementation approaches and used these ap-
proaches to implement the channel estimation for different antenna configurations. The results 
show that by greedily minimizing the operations required for the matrix multiplication does not 
lead to the best result. This was because the data were not in the appropriate order for this 
approach. The data reordering operations introduced overhead which began to grow signifi-
cantly with larger antenna configurations. 

The best performance was achieved by fully utilizing the data level parallelism of the pro-
cessor and adapting the implementation according to the availability of data. Although this ap-
proach introduced some additional arithmetic for the matrix multiplication, efficient data ac-
cesses without extra overhead guaranteed the best performance.  

Furthermore, the results provided useful information on the suitability of the processor for 
larger antenna configurations in the future. Results of the approach C show that the best benefit 
from parallelism was obtained with four receive antennas. If the implementation for 16 receive 
antennas was conducted, the difference in the time performance would be significantly higher 
than it was with the previous antenna configurations. Efficiency of the implementation deteri-
orates for larger antenna configurations which poses a challenge for the future systems.  
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7 DISCUSSION 

In Chapter 4 we stated that the time performance of the channel estimation could be improved 

by using a parallel architecture. We explored some parallel architectures in Chapter 5 and came 

to the conclusion that suitable parallel architectures exist but it is very unlikely that they could 

be utilized as efficiently as we demonstrated in the fourth chapter. Due to the challenges dis-

cussed in Chapter 5, several implementations using slightly different approaches were imple-

mented, in order to find out the best way to exploit the architecture specific properties. 

It can be said that the results reflected the prior assumptions quite accurately. We suggested 

that efficient data accesses play an important role in achieving high performance. The best per-

formance was achieved when the implementation considered the system and architecture spe-

cific limitations and properties. If the implementation greedily tried to minimize the number of 

required arithmetic operations for the matrix multiplication itself, the performance degraded 

very quickly for larger antenna configurations. To sum things up, the best performance was 

achieved by exploiting the available data level parallelism by adapting the operations to the 

system specific limitations and condensing the number of required operations by efficiently 

utilizing the architecture specific properties. 

 At this point we can delimit the discussion to Approach C since it clearly offered the best 

performance. It is evident that the best performance was achieved when 4RX-antennas were 

processed. Although it was slightly slower than the 2RX version, the increase in the total cycle 

count with respect to the increase in the number of operations was negligible. The transition 

from four to eight receive antennas introduced significantly larger difference in the time per-

formance than the transition from two antennas to four antennas. In fact, both the number of 

receive antennas and cycle counts doubled. This suggests that the available parallel resources 

of this processor were completely utilized. If this processor is used in conjunction with Ap-

proach C, problems will emerge for large antenna configurations in the future.  

Although we faced some challenges with parallelism using Approach B, it does not mean 

that this algorithm would not benefit from the increased degree of parallelism. Approach C, for 

example, could directly benefit from a three times higher degree of parallelism. In addition to 

this, by increasing the available instruction level parallelism by providing duplicates from the 

already existing instructions would further enhance the time performance of the algorithm. 

As a summary, the proposed platform offers suitable features in conjunction with decent 

amount of data and instruction level parallelism. These features seem to be adequate for the 

scenarios seen in this thesis. However, the results show that the processors capabilities are al-

ready fully utilized. For the future massive MIMO systems, the signal processing platform for 

the given task should be reconsidered. 

If the current scheme is also utilized for the channel estimation in the future where massive 

antenna arrays cause channel matrices to be enormous, several other things could also be re-

considered. If the matrices are large enough, one approach could be to investigate the suitability 

and the system requirements for applying some matrix multiplication algorithm for solving this 

problem. Another option would be to increase the parallelism provided by the architecture. A 

hardware accelerator or a TTA-based processor could also be a viable option for achieving 

parallelism. These options could potentially offer more parallelism and energy efficiency, 

which is also a particularly important parameter in the current and future networks.  

There are digital signal processors on the market that features up to 128 MAC-units. This 

type of processor could be an interesting option for the future. Determining this would, of 

course, require a comprehensive investigation. Furthermore, the whole channel estimation 

method could be reconsidered. Channel estimation could also be a potential topic for a machine 
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learning application. Instead of estimating the channel from inserted pilots it might be possible 

to train a neural network for recognizing the channel conditions from the pilots. Neural network 

applications would also be a very interesting research topic and they could also benefit from 

the type of processor mentioned above.  
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8 SUMMARY 

In the future, the current antenna configurations are expected to be replaced by configurations 

with an even greater number of antenna elements. Rapidly growing number of the antenna ele-

ments will set challenges towards the implementation of channel estimation. The results show 

that the best efficiency was already achieved with the configuration consisting of four receive 

antenna elements. This observation suggests that more parallel resources are required if the 

desire is to process larger antenna configurations efficiently.  

Implementing the current channel estimation algorithm with novel architecture is not a 

straightforward task. Parallel architectures are programmed using highly intrinsic code which 

is most likely not portable between two architectures. Transition to a new architecture would 

naturally require a significant amount of programming work. Alternatively, the current archi-

tecture could be efficiently utilized by dividing the large antenna configurations into smaller 

groups of four antennas. This approach would enable the reuse of the existing code however, 

the number of processors would be higher. If a new architecture is considered, an extensive 

investigation should be conducted between the architectures in order to identify the most effi-

cient solution. In addition, the whole estimation scheme could be reconsidered. The suitability 

of neural networks and other machine learning techniques for channel estimation would be an 

interesting topic for future research. 

We saw that the performance of the channel estimation could be improved by using parallel 

architecture. Although, utilizing parallelization in large signal processing systems can prove to 

be challenging. Nevertheless, the amount of parallel resources must grow in the future if the 

current channel estimation method is desired to be implemented efficiently in large antenna 

configurations. 
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