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ABSTRACT

Early repolarization (ER) pattern was considered a benign finding until 2008,
when it was associated with sudden cardiac arrest (SCA). Since then, the inter-
est in the medical community on the topic has grown, stating the need to develop
methods to detect the pattern and analyze the risk of SCA. This thesis presents
an automatic detection method of ER using supervised classification. The novelty
of the method lies in the features used to construct the classification models. The
features consist of prototypes that are composed by fragments of the ECG signal
where the ER pattern is located. Three different classifiers models were included
and compared: linear discriminant analysis (LDA), k-nearest neighbor (KNN) al-
gorithm, and support vector machine (SVM). The method was tested in a dataset
of 5676 subjects, manually labeled by an experienced analyst who followed the
medical guidelines.

The algorithm for the detection of ER is composed of different stages. First, the
ECG signals are processed to locate characteristic points and remove unwanted
noise. Then, the features are extracted from the signals and the classifiers are
trained. Finally, the results are fused and the detection of ER is evaluated.

Accuracies of the different classifiers showed results over 90%, demonstrating
the discrimitative power of the features between ECG signals with and without
the ER pattern. Additionally, dimensionality reduction of the features was imple-
mented with Isomap and generalized regression neural networks (GRNN) with-
out affecting the performance of the method. Moreover, analysis of critical cases
that are difficult to label was performed based on the distances to the classifier
decision boundary, improving the sensitivity of the detection. Hence, the method
presented here could be used to discriminate between ECG signals with and with-
out the ER pattern.

Keywords: ECG, Early Repolarization, Slur, Notch, Waveform, Prototypes, Fea-
tures, Classifiers, KNN, LDA, SVM, Isomap, GRNN, Boundary
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ABBREVIATIONS

ECG Electrocardiography
SA Sinoatrial
AV Atrioventricular
ERP Early Repolarization Pattern
ER Early Repolarization with terminal QRS slur/notch
SCA Sudden Cardiac Arrest
SCD Sudden Cardiac Death
IVF Idiopathic Ventricular Fibrillation
SNR Signal to Noise Ratio
KNN K-Nearest Neighbors
SVM Support Vector Machines
LDA Linear Discriminant Analysis
ISOMAP Isometric Feature Mapping
GRNN Generalized Regression Neural Networks
TPR True Positive Rate
SPC Specificity
TP True Positives
TN True Negatives
FP False Positives
FN False Negatives
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1. INTRODUCTION

In recent years, there has been a growing interest on the Early Repolarization Pattern
(ERP) in electrocardiographic (ECG) signals. Controversy exist on the term ERP be-
cause it was first used to describe ST-segment elevation in ECG signals, and later to
refer to terminal QRS slurring or notching with or without the presence of ST-segment
elevation. Moreover, ERP caught the attention of the medical community when it
was associated with sudden cardiac arrest (SCA) and idiopathic ventricular fibrilla-
tion (IVF) [1], [2]. Although ERP is a common electrocardiographic finding, IVF is
a rare disease. On the other hand, SCA is often the presenting symptom in IVF [3].
Hence, the recognition of ERP has importance for specialists, general cardiologists and
physicians to distinguish patients at risk for potentially lethal ventricular arrhythmias
[2], [3].In this work, automatic detection of the pattern, focused in subjects with QRS
slurring or notching (ER), is proposed for the identification of subjects at risk of SCA.

Methods to automatically detect the ER pattern had been proposed before [4],[5],
[6]. However, they are based on the measurement and analysis of the QRS down-
slope. In this study, ER is automatically detected by using the signal itself, instead
of the morphological measurements. Research in cognition has shown that humans
categorize objects based on hierarchical comparison using a generic prototype [7].
Therefore, in this approach, a fragment of the ECG signal is then used as a reference
or prototype. Comparison of new data with the prototype-based features allows to
perform the automatic detection of the ER. In this way, the pattern is compared with
several prototypes allowing to adapt to user-specific changes on the signal more easily.

Supervised classification methods had been used before in medical applications with
ECG signals. The pattern recognition systems generally implemented consist of com-
ponents such as preprocessing, feature extraction and classification. In the preprocess-
ing stage, unwanted noise of the signals is removed and some transformations can be
applied, to reduce the influence of external patterns different than the target. Then,
the features from the signals are extracted and usually consist on physiological mea-
surements from the ECG signal. In this study, the boundary between preprocessing
and feature extraction is somewhat arbitrary because there is no feature extractor
whose purpose is to reduce the data by measuring certain features. Our feature ex-
traction process consist on selecting the fragment of the signal that it is going to be
used. Lastly, in the classification stage, the classifiers are trained to evaluate the pres-
ence of the pattern in terms of the features. Some pattern recognition systems also
implement a post-processing stage to decide on the final recommended action.

The implicit hypothesis to build a supervised classifier model is that individuals
belonging to the same class have similar features, thus the multidimensional feature
space is separated in regions according to the classes [8]. Nevertheless, one of the
problems with classification is the overlapping data. When the data is overlapping in
the feature space, the classifier can fail to detect the correct class. Consequently, this
study proposes a method to evaluate critical cases on the detection of the ER, based on
the distance to the separation boundary in the feature space.

The basic structure of this work is the following. Chapter 2, presents the literature
review on the ECG and ER pattern. Following that, Chapter 3, contains the techno-
logical literature review of the supervised classifiers used, how to compare them and
optimize them with dimensionality reduced features. Chapter 4 introduces the meth-
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ods used for signal processing, extraction of the prototype-based features, classification
and the post-processing methods to fused them, compared them and assess their classi-
fication as well as the overlapped cases. The fifth chapter presents the results that were
achieved in the detection of the ER. Chapter 6, contains the discussion on the results
obtained and future work. Finally. the last chapter presents a short conclusion on the
study.
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2. ECG AND EARLY REPOLARIZATION PATTERN

2.1. Anatomy and Physiology of the Heart

The heart can be considered as two separate pumps (right and left) that work indepen-
dently of each other. The right side of the heart contains two chambers, the right atrium
and right ventricle. The left side of the heart is also divided in two chambers, the left
atrium and left ventricle. The atria receive the blood and pump it into the ventricles
which then contract and pump it into the vessels.[9]

The heart muscle (myocardium) is responsible to rhythmically contract and drive the
circulation of blood throughout the body. The myocardium is triggered by a wave of
electrical current that passes through the entire heart and produces the contraction of
the muscle, also know as systole. Diastole occurs when the myocardium relaxes and
the heart fills with blood to prepare for the next contraction. [10]

The cardiac cycle comprises the relaxation and contraction of both the atria and
ventricles. The atria begin to contract (atrial systole) after the atrial depolarization to
release the blood into the ventricles. Then, the ventricles begin to contract (ventricular
systole) which rises the pressure and allows the blood to move into the lungs and the
rest of the body. Following ventricular repolarization, the ventricles begin to relax
(ventricular diastole) and the pressure drops which allows the blood to flow back into
the atria and repeat the cardiac cycle.[11]

Each heartbeat is triggered by an action potential which originates from a rhythmic
pacemaker. Normally, the impulse comes from the sino-atrial (SA) node and spreads
across the atria to the atrioventricular node (AV). It reaches the ventricles by pass-
ing through the Bundle of His and terminate in the Purkinje fibers, which spread the
impulse to the ventricular myocardium and cause the contraction. [12],[13]

This results in a measurable change in potential difference on the body surface of the
subject. The resultant amplified and filtered signal is known as an electrocardiogram
and represents the heart’s electrical activity.

2.2. Basics of ECG

An electrocardiogram (ECG) is obtained by measuring electrical potential between
various points of the body. A lead records the electrical signal of the heart between
one positive and one negative pole. Each lead represents a view of the heart’s electrical
activity. A total of 12 leads, or views, are represented on the modern ECG. The first six
leads represent the frontal plane (or view) of the heart. They are called the limb leads
and are named I, II, III, aVR, aVL, and aVF. The next six leads represent the horizontal
plane (or view) of the heart. They are called precordial (in front of the heart) leads,
and are named V1,V2, V3, V4, V5,and V6.[9]

Conventionally, the ECG leads are also divided accordingly to the views of the four
walls of the left ventricle. Leads II, III and aVF are know as inferior leads because
they correspond to the inferior wall. Leads I, aVL, V5 and V6 to the lateral wall; leads
V1 and V2 to the septal wall and leads V3 and V4 to the anterior wall. [14]
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Each lead generates a characteristic waveform according to the direction of the elec-
trical current. However, there is a common pattern that can be observed in the ECG
signal and is characterized by three main waves (Figure 1)[12]:

• The P wave represents the spread of the impulse from the SA node across the
atria (often referred to as atrial depolarization).

• The QRS complex represents the spread of the impulse to the ventricles through
the Purkinje fibers(ventricular depolarization). The QRS complex generates the
largest deflection in the ECG signal because the ventricles contains the largest
mass of myocardium. in order to have the strength to pump the blood through the
whole body. Because the Purkinje fibers are located in the endocardium (inner
layer), the impulse spreads from endocardium to epicardium (outer layer) [13].

• The T wave represents ventricular recovery (often referred to as repolarization).

Figure 1. ECG signal morphology [15].

In addition to the main three waves, the normal ECG signal also presents the follow-
ing isoelectric lines:[13]

• The PR segment represents the delay that the AV node generates between the
conduction from the atria to the ventricles, and the spread of the impulse in the
His-Purkinje system. Therefore, it does not generate any electrical signal and
appears as an isoelectric or flat line after the P wave.

• The QRS complex is followed by a flat line known as the ST segment. The J
point (J junction) represents the end of the QRS and the beginning of the ST
segment.
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When the ECG signal is in regular rhythm, the interval between P waves is somehow
constant and there is a QRS following each P wave at a somehow constant time, it is
called a sinus rhythm [9]. If the rhythm is not regular, the intervals between two R
peaks are too big or two small, or the typical ECG morphology is lost; it is a called an
arrhythmia.

2.3. Early Repolarization Pattern

The definition of the Early Repolarization Pattern (ERP) has been a controversy over
the last years. The term ERP was originally used to refer to ST-segment elevation
without chest pain, but it was later used to describe terminal QRS slurring or notching
without the presence of ST-segment elevation. In 2016, the American Heart Associa-
tion (AHA) made an statement to clarify the confusion and proposed to include those
two different phenomenon in the ERP term [3]. Figure 2 shows the examples of ERP
with terminal QRS slur/notch, with and without ST segment elevation.

Figure 2. Examples of Early Repolarization pattern.

Early repolarization with terminal QRS slur/notch (ER) was defined by Haïssaguerre
et al. as QRS slurring, when there is a smooth transition from the QRS to the ST
segment; and QRS notching, when there is a positive J deflection inscribed on the S
wave [1]. The American Heart Association proposed to define terminal QRS notch as
a low-frequency deflection at the end of the QRS complex, and terminal QRS slur as
an abrupt change in the slope of the last deflection at the end of the QRS[3]. Another
definition of ER was published in [2] to delineate the electrocardiographic measures of
the pattern. According to the definition, ER is present if:

1. An end-QRS notch is a notch that occurs on the final 50% of the downslope of an
R-wave in the final segment of the QRS complex, and links with the ST-segment.

2. An end-QRS slur is an apparent slowing of the inscription of the waveform in
the final 50% of the R-wave downslope of the QRS complex that merges with
the ST-segment of the complex.

3. The pattern lies above the baseline
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4. J peak (Jp) is ≥ 0.1 mV in 2 or more contiguous leads of the 12-lead ECG,
excluding leads V1 to V3

5. QRS duration is < 120 ms.

The underlying biological mechanisms and pathogenesis of the ERP are also an
area of controversy to whether the electrocardiographic findings represent early re-
polarization, late depolarization, or neither [3]. Repolarization is not a propagating
phenomenon, and because the duration of the action impulse is much shorter at the
epicardium than at the endocardium, the activity appears as if it were propagating
from epicardium towards the endocardium [16]. If the epicardial action potential starts
"early", then notched QRS complex may arise. Not everyone agrees with this ex-
planation and it has been suggested that the pattern may be due to late ventricular
depolarization or genetics [3][17].

ERP was considered a benign finding until 2008 when it was associated with Sudden
Cardiac Arrest (SCA) and idiopathic ventricular fibrillation (IVF)[1][2]. Sudden car-
diac death (SCD) generally refers to an unexpected death from a cardiovascular cause,
whereas SCA describes SCD cases in which the individual survived the cardiac arrest
[18]. SCA remains a major public health problem where only 3 to 10% of patients
who have an out-of-hospital cardiac arrest are successfully resuscitated [1]. SCD is the
manifestation of a fatal heart rhythm disorder due to an unexpected cardiac arrhythmia
leading to a hemodynamic collapse [19]. SCA occurs in persons without structural
heart disease or with well-recognized electrocardiographic abnormalities that affect
ventricular repolarization (e.g., long or short QT intervals or the Brugada syndrome).
However, it can also occur in other cases in which there are no signs during sinus
rhythm and are described as IVF [1].

Haïssaguerre and colleagues suggested an increased prevalence of ER in subjects
with IVF [3],[1]. Another study also revealed that inferolateral ER was more frequent
in 45 patients with IVF. Additional studies have demonstrated an association between
ERP and arrhythmia in patients with known structural heart disease. A study in Finland
found that inferolateral ER was present in 5.8% of the population and was associated
with an increased risk of SCD, particularly in those with inferior ER ≥ 2 mm.[3]

Therefore, the recognition and correct diagnosis of the ECG pattern of ER has im-
portance for specialists, general cardiologists and physicians[2]. The detection of ER
is based on the analysis of the QRS morphology and the measurement of Jp. Auto-
matic methods to detect ER pattern had been proposed and are characterized by the
analysis and quantification of the notch or slur slope [4],[5],[6]. In contrast, electro-
cardiographic machines implemented commonly in clinical practice use interpretation
algorithms to detect ST-segment elevation in addition to elevation of the J point[20],
but do not include the ER notch/slur analysis.

2.3.1. Automatic detection methods of ER

One of the automatic methods to detect ER is to calculate a tangent from the peak
of the R-wave through the following downslope and retain the details of the slope
[5],[2]. Other technique available, is to automatically measured various points on the
notches and slurs. Combined with the logic that detects a delta wave, by looking for
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slope changes in early QRS, and effectively mirrored for the down-slope. It finds a
slur at the end of the QRS complex or a notch, according to the slope variations [6].
A more recent algorithm was based on quantification of the characteristic slurring or
notching slope. A terminal slope is a line fitted using the yield point, that describes the
slurring of the J point (Figure 3), and classifies each lead as notched, discrete, slurred,
indeterminate (cannot be classified) or negative [4].

Figure 3. Automatic detection of ER based on the quantification of the steepest slope,
the yield point and terminal slope.

A notch was detected if the yield point amplitude was >0 mV, notch amplitude was
≥ 0.09 mV, and the peak of the notch occurred within a timeframe defined by the yield
point and QRS offset [4]. A lead was considered slurred if no S wave was present,
yield point was ≥ 0.1 mV and terminal slope was greater than a predefined angle [4].
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3. SUPERVISED LEARNING

The goal of supervised learning is to build a concise model of the distribution of the
class labels, in terms of the predictor features, that can be used to assign new labels to
the testing data [21]. In medical applications, specifically using ECG signals, the aim
of supervised learning is to assign each individual heartbeat to its specific class or to
detect a patient’s pathology using the information contained in the features [8].

3.1. Supervised classification

The implicit hypothesis to build a supervised classifier model is that individuals be-
longing to the same class have similar features, thus the multidimensional feature space
is separated in regions according to the classes [8]. Several methods exist to perform
classification like neural networks, Bayesian classifiers, linear discriminant analysis
(LDA), decision trees, k-nearest neighbors (KNN), support vector machines (SVM),
etc. In this work, three types of supervised classifiers were selected for the detection
of ER: KNN, SVM and LDA.

3.1.1. K-nearest neighbors

The KNN algorithm is based on the idea that feature vectors will generally exist in
close proximity of predicted features of same properties [22]. Therefore, the label of
the testing sample is assigned accordingly to the most common label of the surround-
ing training samples. KNN uses a distance metric in order to find the surrounding k
samples of the testing data. Ideally, the distance metric should minimize the distance
between similar classes and maximize it for different classes [22]. Different distance
metrics can been used like euclidean distance, cityblock metric, mahalanobis distance,
among others.

KNN is a very simple and robust algorithm which proves to be very effective when
the number of samples in the training dataset is large [23]. KNN has the disadvantages
that it requires large storage space, it is sensitive to the distance metric that is chosen
and there is no a principled way to choose k, more that trial and error with cross
validation [22].

3.1.2. Support vector machines

SVM are one of newest and the most widely used supervised classifiers [23], [22].
They have good generalization capabilities and, with opportune transformation, can
deal also with nonlinear problems [22]. In SVM, a hyperplane is computed to separate
the classes in the high dimensional space using the support vectors. Those vectors
are defined by the data points that maximize the margin between the classes, and are
found by comparing the distances between data samples and the separation hyperplane
(Figure 4). The fact that only the support vectors are used to train the SVM, gives the
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advantage that the complexity of the model is not affected by the amount of subjects
in the feature vector.

Figure 4. Two separating decision boundaries: a good one with a large margin (right)
and a less acceptable (left).

The hyperplane is optimal when the data is linearly separable. However, when the
data is no linearly separable, the samples are transformed to a higher dimensional
feature space where they can be separated. To transform the data, the kernel trick
is used to compute the inner product of the data samples, instead of calculating the
coordinates in the high dimensional feature space. Different types of kernels can be
used but the most common are gaussian radial basis function (rbf) and polynomial. In
order to be able to find the hyperplane, SVM usually uses a soft margin that allows
classification errors but that helps the algorithm to converge. It also reduces the risk of
overfitting. Similar to the KNN classifier, SVM is sensitive to the kernel function that
is selected and its parameters.[22]

The equation used to train the SVM classifier with gaussian kernel is:

f(x) =
n∑

i=1

aiyiG(xi, x) + b (1)

where (a1, . . . , an, b) are the estimated SVM parameters and G(xi, x) is the dot prod-
uct in the Gaussian predictor space between x and the support vectors .

3.1.3. Linear discriminant analysis

LDA finds the projection hyperplane that minimizes the interclass variance and max-
imizes the distance between the projected means of the classes[24]. It is the oldest
classifier inspired in the one devised by Sir R. Fisher [25]. Fisher’s LDA builds linear
discriminant functions, that estimate discriminant scores and discriminant weights, so
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that the ratio of the variance within the classes is minimal and the score is maximized
[26].

The model for discriminant analysis assumes that the data has a Gaussian mixture
distribution and uses a multivariate normal distribution. For linear discriminant analy-
sis, the model has the same covariance matrix for each class and only the means vary.
In practical terms, LDA uses the posterior probabilities and the cost of misclassifica-
tion of the observations to minimize the expected classification cost by:

ŷ = arg min
y=1,...,K

K∑
k=1

P̂ (k|x)C(y|k) (2)

where ŷ is the predicted classification, K is the number of classes, P̂ (k|x) is the pos-
terior probability of class k for observation x, and C(y|k) is the cost of classifying an
observation as y when its true class is k [27].

3.2. Comparison of classifiers

One of the goals of this study is to compare the performance of the ER detection
using the three mentioned supervised classifiers. In 2006, Demšar published a review
on the statistical tests used for comparisons of algorithms, and then theoretically and
empirically examined them [28]. The author recommended the Wilcoxon signed ranks
test, for comparison of two classifiers, and the Friedman test with the corresponding
post-hoc tests, for comparison of more classifiers over multiple data sets.

The most-common statistical test to compare two data sets is the paired t-test, which
checks if the average difference in the data sets is significantly different from zero.
However, the t-test suffers from three weaknesses: I) t-test only makes sense when the
differences over the data sets are commensurate, II) the paired t-test requires that the
differences between the two random variables compared are distributed normally and
III) the t-test is affected by outliers which skew the test statistics and decrease the test’s
power by increasing the estimated standard error. [28]

Nevertheless, t-test is been widely used to compare classifiers and in some cases even
with more than two datasets by conducting several paired t-tests, which makes little
sense. In those cases, the most-known statistical method, for comparison of multiple
datasets, is used: the repeated-measures ANOVA. Unfortunately, ANOVA is based
on assumptions which are most probably violated when analyzing the performance
of machine learning algorithms. ANOVA assumes that the samples are drawn from
normal distributions and satisfied the sphericity property(the random variables have
equal variance), which cannot be taken for granted. [28]

For those reasons, Demšar proposed to used the non-parametric equivalent of the
repeated-measures ANOVA, the Friedman test, to compare the performance of mul-
tiple classifiers. The Friedman test ranks the different algorithms on each dataset ac-
cording to the average error rates, giving rank 1 to the one with the smallest error.
The null-hypothesis is that there is no difference between the algorithms so their av-
erage ranks should be the same. The Friedman statistic is calculated according to the
following equations [29]:
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χ2
F =

12N

K(K + 1)

[∑
j

R2
j −

K(K + 1)2

4

]
(3)

FF =
(N − 1)χ2

F

N(K − 1)− χ2
F

(4)

where N is the number of datasets, K is the number of algorithms and Rj is the rank
of algorithm j.

If the null-hypothesis is rejected, a post-hoc test should be performed. Different
post-hoc test could be used including the Nemenyi test, the Bonferroni-Dunn test,
Hommel’s procedure, Hochberg’s method, Holm test, Shaffer, among others [28], [30].
The classical methods are Nemenyi’s and Holm’s procedures, however they are not the
more powerful ones [30]. The Bergmann-Hommel procedure is the most powerful one
but it requires intensive computation in comparisons involving numerous classifiers
[30]. Shaffer’s procedure, can be used instead in these cases. Bergmann-Hommel’s
procedure reject all Hj with j /∈ A, where the acceptance set

A = ∪{I : Iexhaustive,min{Pi : i ∈ I} > α/|I|} (5)

is the index set of null hypotheses which are retained. A valid algorithm obtains all the
exhaustive sets of hypotheses (E), using as input a list of classifiers C. Thus, E contains
all the possible exhaustive sets of hypotheses for a certain comparison. [30]

3.3. Features dimensionality reduction

In order to optimize the time computation of the supervised classification, dimension-
ality reduction of the features was considered in this study. Dimensionality reduc-
tion of the feature vector is the mapping of the data to a lower dimensional space
such that the unnecessary variance of the data is removed [31]. Reduction on the di-
mension of the features vector has been used to allow data visualization, extract key
low-dimensional features, improve the model performance, reduce time/complexity
computation, among others. Many methods exist for dimensionality reduction: prin-
cipal components analysis (PCA), independent component analysis (ICA), canonical
correlation analysis (CCA), manifold learning, multidimensional scaling (MDS), etc.
[31].

PCA and MDS represent the classical methods guaranteed to discover the true struc-
ture of data lying near a linear subspace of the original high-dimensional space [32].
These methods are simple and efficient but can fail to find low-dimensional embedding
of some data structures. PCA finds a low-dimensional embedding of the data points
that best preserves their variance. Classical MDS finds an embedding that preserves
the interpoint distances. However, many data sets contain essential nonlinear structures
that are invisible to PCA and MDS [33].

Isometric feature mapping (Isomap) is a nonlinear manifold learning technique that
preserves the intrinsic geometry of the data, while reducing the dimensionality of the
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feature vector [33]. Isomap uses the geodesic manifold distances between the data
points. The algorithm can be divided into three steps [32]:

1. Construction of neighborhood graph. Two data points are considered neighbors
if their distance in the original space is shorter than a constant or one of the points
belongs to the k nearest neighbors of the other point. A neighborhood weighted
graph is constructed with this information, where the weights are equal to the
distance of the points in the original space

2. Computation of shortest paths. The shortest path distances in the neighborhood
graph are computed to find the geodesic distance on the manifold between all
pairs of points.

3. Construction of d-dimensional embedding. The data can be represented with a
matrix expressing the geodesic distance of each pair of points on the manifold.
Applying classical MDS to this matrix constructs an embedding of the data that
best preserves the manifold’s estimated intrinsic geometry

One of the main disadvantages of feature transformation is that the physiological
meaning of the original feature is typically lost in the transformation [8]. Another
disadvantage of using Isomap, is that it does not provide the mapping to embed the
original data into the lower dimension, which would be required for classification and
visualization of new samples. This problem has been solved using generalized regres-
sion neural networks (GRNN) [32].

GRNN were proposed in 1991 by Donald F. Specht as a method to provide estimates
of continuous variables. It converges to the underlying (linear or nonlinear) regression
surface where assumption of linearity is not justified. GRNN create a memory-based
neural network with a highly parallel structure [34]. A GRNN does not require an
iterative training procedure as back propagation networks and it approximates any ar-
bitrary function directly from the training data. If the training set size becomes large,
the estimation error approaches zero [35].

GRNN falls into the category of probabilistic neural networks so it needs only a
fraction of the training samples than a backpropagation neural network would need
[34]. Generalized regression means that the output of the system is not assumed to sat-
isfy any particular function of the input, e.g. linear function as in linear regression, but
rather it can have any particular functional form and requires no prior knowledge of the
appropriate form. This is accomplished by using a probability density function (pdf)
that is empirically determined from the observed data using ParZen window estimation
[34].

The regression estimation in GRNN is implemented in a parallel, neural-network-
like structure that "learns" and begin to generalize immediately, without the need of
iterations [34]. The pdf function used in GRNN is the Normal Distribution and each
training sample is used as the mean of a Normal Distribution [36]. GRNN stands in
the following equations:

Y (x) =

∑
Yi exp (

−d2i
2σ2 )∑

exp (
−d2i
2σ2 )

(6)
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d2i = (X −Xi)
T · (X −Xi) (7)

where x is the input sample, Xi the training sample and Yi the prediction of the training
sample. The Euclidean distance, d2i , between the training sample and the prediction is
used to measure how well each training sample can represent the position of prediction
[36]. exp(−d2i /2σ

2), is the activation function or weighted function for the training
sample.

The network contains four layers: input layer, pattern layer, summation layer and
output layer (Figure 5 ). The input layer feeds the samples to the pattern neurons
which contain the activation function (6). The summation layer has two different parts:
S summation neuron, computes the sum of weighted responses of the pattern layer; and
D summation neuron, is used to calculate un-weighted outputs of pattern neurons. The
summation and output layer together perform a normalization of output set. The output
layer predicts the output Y by dividing the output of each S-summation neuron by that
of each D-summation neuron.[35]

Figure 5. GRNN block diagram
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4. AUTOMATIC DETECTION OF ER

In this chapter, the automatic system for the detection of ER is described. Figure 6
represents the general block diagram of the algorithm. The first step is to preprocess
the ECG signals to remove noise and unwanted wave-shapes. Then, the waveform
prototypes are extracted and used for the lead-based classification of ER. Lastly, the
results on the classification of each lead are combined to obtain the final decision on
the ER detection and validate the classification. The final decision was evaluated to
find subjects that were difficult to classify, accordingly to their distance to the decision
boundary of the models. Furthermore, dimensionality reduction of the features was
considered and it is discussed at the end of the chapter.

Figure 6. Schematics of the automatic ER detection system.

4.1. ECG preprocessing

ECG signals are often contaminated by noise and artifacts like baseline drift, power
line interference, electromyographic noise and motion artifacts [10]. Therefore, it is
necessary to preprocess first the signals in order to remove the unwanted noise that
affects the quality of the features extracted for the supervised classification. Prepro-
cessing of the data included resampling, baseline offset removal, R peak detection and
S-waves and low-SNR filter; which will be discussed in the following sections. One
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of the crucial steps in the ECG preprocessing is the removal of the baseline offset be-
cause it determines the amplitude of the JP in the notch/slur ER, which is one of the
thresholds and criteria to decide whether a patient has the pattern or not.

4.1.1. ECG resampling

The first step was to preprocess the data by resampling the ECG recordings from 256
to 512 Hz. Resampling assumes interpolation of available samples to obtain or re-
move samples in between the given ones [37]. Upsampling (add data samples) was
performed in order to increase the frequency rate of the signals and better locate the
ECG morphologies for the extraction of the features. Linear interpolation was used for
the resampling of the data, where a linear curve is fitted to obtain the new data points,
and a least-squares linear-phase FIR filter is implemented to avoid aliasing (Figure 7).
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Figure 7. ECG signal resampled from 256 Hz to 512 Hz.

4.1.2. Baseline offset removal

The isoelectric line in the ECG signal used as a baseline for the ER measurements is
the PR segment. Therefore, proper automatic detection of this segment was necessary
in order to be able to remove the offset, by setting the amplitude of this segment to zero.
The procedure used for the removal followed the logic implemented in [4], where the
onset of the QRS complex is located and a time window is defined, to calculate the
mean amplitude of the PR segment, which is then subtracted from the whole signal.

Onset of the QRS complex was detected by delimiting the interval where it should
be located and computing the angles between each sample in the interval, in order
to find the minimum value that represents the QRS onset[38]. Once the QRS onset
(QRSon) is detected, an average value of the PR segment is calculated by computing
the mean value of the data in a 30 ms window between QRSon-30ms and QRSon. In
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this way, we can subtract the baseline offset and guarantee that the amplitudes of the
signals correspond to the amplitudes measured from the PR segment (Figure 8).
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Figure 8. ECG signal with baseline offset (left) and with the removal of the offset
based in the PR segment marked with the red crosses (right)

4.1.3. R-peak detection

R peak detection is performed in order to later locate the 50% amplitude of the downs-
lope of an R-wave, which determines the starting point of the ER pattern [2]. The
most-known algorithm for R peak detection is the Pan-Tompkins QRS detector [39].
The idea behind this algorithm is that the QRS complex is characterized by a rapid
change in the signal amplitude, which can be detected as a higher frequency compo-
nent in the wave. A band-pass filter is first implemented to attenuate noise, followed
by a differentiator to suppress the low frequency P and T components, then squaring
the signal emphasizes the large differences in the slope, and finally a moving window
integration produces a signal that includes the information about the slope and width of
the QRS complex [39]. Using this signal, we define a QRS search window, determined
by an amplitude threshold level, and detect the R-peak as the maximum amplitude
value in the band-passed filtered ECG signal (Figure9). In this way, the positions of
the R-peaks were detected in the ECG signals and stored for the feature extraction.

4.1.4. S-waves and low-SNR filter

A rule-based filter is implemented to filter out low signal-to-noise ratio (SNR) record-
ings and ECG signals with S waves that are not allowed in the ER pattern definition
[2],[3] and would affect the performance of the system.
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Figure 9. R peak detection with the integrated ECG data to emphasize the QRS
changes. The figure in the left shows the scaled ECG data as well as the integrated
signal after the moving window integration with the boundaries where the scanning
for the QRS should begin (green circle) and end (purple circle). The figure in the right
shows the original ECG signal with the R peak detected.

The ECG can contain so many different types of noises and artifacts that occur si-
multaneously, are often transient, and largely unpredictable in terms of their onset and
duration [10]. The SNR is a measurement to compare the level of a desired signal to
the level of background noise [40]. In SNR a value greater than 0dB indicates there is
more signal than noise. The SNR is computed between the power of the desired signal
and the power of the noise. The power of the signal depends on its amplitude, so big-
ger amplitude signals represents bigger powers. Therefore, R-peak amplitudes were
used to remove low signal-to-noise ratio ECG recordings (Figure 10). QRS averaged
complexes with R-peak<150 uV, were removed from data.

Likewise, ECG signals with S waves were filtered from the data because they are
not included in the ER pattern definition [2],[3] and should not be represented in the
feature vector. S wave detection was accomplished by looking for the inflection points
and zero-crossings of the ECG band-passed and differentiated signal in a 20 ms time-
window determined by the position of the R-peak. An amplitude threshold level in -80
uV was also used to avoid false S waves generated by small noise detection (Figure
10).

4.2. Waveform prototype feature extraction

Extraction of a feature vector consists on the acquisition of a set of prototypes that
reflect the distribution of the data to be classified. The features should be able to rep-
resent the class they belong, in this case the positive and negative ER waveforms, and
train the classifier to later predict the label of new data. Clearly, the more discrim-
inative power have the chosen features, the more accurate will be the whole system
[8].

The features usually consist in measurements from the signals (e.g. heart rate, stan-
dard deviation of R peak intervals, slopes, frequency analysis, features derived from
the shape of the ECG, etc.), information related to the patient (e.g. age, gender, weight,
etc.) or both. Other descriptors like wavelet-based features, parametric modelling ap-
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Figure 10. S waves detection (left) and low SNR signal (right).

proaches and features based on non-linear dynamics had been used for ECG signals
and depend on the application (e.g. heart rate variability analysis, arrhythmia detection,
human identification)[8].

As it was explained in Chapter 2, current methods for the detection of the ER use
features for characterization of specific morphological details of the down-slope shape;
like the angle of the QRS down-slope, the yield point or point of inflection, times and
amplitudes of the QRS complex and the area under the curve [4],[5],[6]. Our proposal
is to used waveform prototype-based features for ER classification. Research in cogni-
tion has shown that humans categorize objects based on hierarchical comparison using
a generic prototype as a point of reference to quantitatively measure the difference of
new data with the sample prototype [7]. Prototype-based features had been used for
image classification where a set of multiple generic images are constructed and used
for classification e.g. face images for face recognition, image-based medical diagnostic
tools, etc. [7],[41].

A prototypical case must not necessarily be comprised of the whole set of features
describing the cases, it can be represented by only a subset of the most important
features [41]. Therefore, the prototype-based feature vector used is a fragment of the
ECG signals where the ER pattern is located. The start point is the 50% amplitude of
the R-peak in the QRS down-slope and the end point is fixed in a 25 samples window
(Figure 11). Cubic spline interpolation was used to reduce the feature vector to 15
dimensions.

In general, the features depend on the specific application and are selected according
to it. However, the features for classification should be [42]:

1. Robust. Invariant to changes related to external factors different than the pattern
itself. For example, electrode movements, other ECG related changes in the
waveshape morphology, noise, etc.

2. Discriminating. Subjects in different classes should have different values.
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Figure 11. Boundaries for the prototype-based feature extraction.

3. Reliable. Subjects of the same class should have similar values.

4. Independent. Uncorrelated. Different subjects and ECG recordings.

In order to be robust, the cases with S waves and low SNR were removed, because
those signals have different waveshapes that could influence the predicted labelling.
Similarly, the baseline offset is removed to guarantee that all of the signals are in the
same amplitude level and can be compared directly. Then, the amplitude values of the
features can represent changes in the down-slope shape related to the ER pattern and
not to the baseline offset.

Therefore, the prototype features are robust and the amplitudes are reliable and dis-
criminative for ER. The last condition of the prototypes is that they should be inde-
pendent. ECG leads for the same subject are not independent. They can have changes
in amplitude and morphology due to the "view" of the heart they represent, but they
are collecting at the same time and can even be contiguous. Consequently, the fea-
tures were extracted per each ECG lead independently, and each lead should have an
independent feature vector and model for the classification.

4.3. Lead-based classification

The automatic detection of ER was performed, by using the features extracted to train
the three different supervised classifiers described in Chapter 3, in each of the eight
ECG leads and compare its performance. The classifiers included were KNN algo-
rithm, SVM and LDA. KNN classification model was trained with cityblock distance
metric and using 9 neighbors to predict the labels for each lead. Gaussian kernel was
used in the SVM classification for the detection of the ER. Results on the classifica-
tion labels were compared using Friedman test and the Bergmann-Hommel post-hoc,
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described in Chapter 3, since it is the most powerful approach and the number of clas-
sifiers to compare is small.

4.4. Classifier fusion

Mixture of classifiers (MOC) allows to take advantage of the performance of various
classifiers based on different features[8]. There are two techniques for MOC: classifier
selection and classifier fusion. In classifier selection, each classifier is trained in an
area of the feature space and a weight is given to the feature vector according to the
distance to the region [8]. In classifier fusion, each classifier is trained over the whole
feature space and the label is assigned by combining their individual opinions to derive
a consensus decision [8],[43]. This can be achieved by using different feature sets as
well as by different training sets [43]. The combination is obtained with several meth-
ods such as majority voting, product rule, sum rule, maximum posterior probabilities,
weighted outputs, etc. [8][43].

In this research, eight classifiers were trained independently with different feature
sets. Thus, it is no longer possible to consider the computed a posteriori probabilities,
as the classification systems operate in different measurement spaces [43]. Following
the guidelines of ER pattern detection published in [2], the voting fusion was selected
because it corresponds to the standard clinical practice, where at least 2 contiguous
leads should have the pattern in order to be considered positive ER. The filtered leads
by the S-waves and low-SNR filter were labelled as negative and fused with the lead-
based classifier labels. Leads were divided in inferior and lateral and the labels were
counted in each region. If more than two votes were found in the region, the subject
was classified as positive ER for that territory.

4.5. Classifier validation

Schematics of the classifier validation are shown in Figure 12. The data is first split
into testing and training. Then, the rule-based filter removes low SNR ans S waves
data from the training feature vectors and assign negative labels to leads in the testing
feature vectors with same characteristics. Additionally, for the classifier validation, the
data is balanced and the models are trained and tested with the balanced data.

4.5.1. Data splitting for cross validation

In k-fold cross-validation, the dataset is randomly split into k-folds of equal size and
the model is tested with one of the folds and trained with the remaining ones. In this
way, the performance of the model is evaluated k times and the result is the average
value. K-fold cross validation allows to use all of the data for testing and training at the
same time, which is ideal when the data sample is small. Thus, the data was divided
into 5 folds and 5-fold cross validation was performed.
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Figure 12. Schematics of the first stage classifier.

4.5.2. Balancing of the data

In an unbalanced dataset, the majority of the data represents one of the classes or labels,
while the other one corresponds to a minority of the dataset. This is specially common
in medical applications where the prevalence of a disease or a pattern is small compared
to the total population. Published observational studies suggest that the prevalence of
ERP ranges between 1% and 18% [3]. Studies have shown that imbalanced datasets
can result in poor performance from standard classification algorithms [44], especially
k-nearest neighbor where the data is classified according to the labels of the closest k
training samples.

Thus, the data needed to be balanced to have the same number of instances among
the two classes (ER positive and ER negative). In the training data, the same number
of cases for each class was selected per each lead independently using the lead based
labels after the removal of the wave-shapes with small R-peaks and S waves (Figure
12). For the testing set, the data was balanced per subjects (Figure 12), meaning that the
same number of positive and negative ER subjects (cases with either lateral, inferior
or both ER) were selected. Balancing of the data for testing and training was done
by selecting all of the data with ER positive labels and randomly selecting the same
number of ER negative cases.

4.6. Borderline cases assessment

SVM and LDA classifiers define a decision boundary between classes that it is used
later for the prediction of new labels. In SVM the boundary is defined by the support
vectors, and in LDA using the whole dataset. If the classes are separable, the hyper-
plane allows to correctly classify all of the data samples. However, if the distributions
of the data are overlapping the classifier will fail in some cases (Figure 13).
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The most common solution for non separable data using SVM is to map the data
into the high dimensional space, as it was explained before in Chapter 3. Nevertheless,
due to the fact that the SVM algorithm uses a linear hyperplane and a soft margin
in order to converge and reduce the risk to over-fitting, the high dimensional feature
space is not always perfectly separable. On the other hand, the non-separable problem
in LDA is commonly approached using quadratic surfaces but with the drawbacks that
it increases the computational cost, the risk of over-fitting and it doesn’t guarantee
either a perfect separation between the classes.

Figure 13. The problem of non-separable data due to overlapping distributions.

As it can be observed in Figure 13, the distributions of the data overlapping are closer
to the boundary defined by the classifier. Therefore, we could measure the distance of
the data samples to the separating hyperplane, in order to assess the confidence on the
decision of the classifier, and to identify borderline cases that are difficult to classify.
These cases could be characterized by Jp amplitudes close to the threshold of 0.1 mV
or slightly changes in the QRS downslope.

The equation (1) for SVM provides an estimate of the signed distance of x to the
separation hyperplane which can be then used to analyze how close are the samples
from the decision boundary. Similarly, we can analyze the distance of the testing
data from the hyperplanes provided by the LDA classifier. The equation of the signed
distance of a point to a plane in the hyperspace is:

D =

∑n
i=1 aixi + c√∑n

i=1 a
2
i

(8)
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where (a1, . . . , an) represents the coefficients of the hyperplane, c is the constant and
(x1, . . . , xn) are the coordinates of the point.

Using the equations (1) and (8), the distances of each of the data samples to the
classifier boundary region were calculated for each lead independently. However, we
wanted to analyze the subjects that are close to the border and not the leads separately.
Thus, the distances of contiguous leads were combined by averaging the normalized
distances to the separating hyperplane. Here, we make the assumption that, contiguous
leads should have an average distance closer to the classifier separation hyperplane in
order to be consider as a borderline subject for manual review by medical experts.

The idea behind calculating the distance of the testing samples to the classifier
boundary, is to provide an additional parameter to cardiologists and specialists or to
advise them about cases that are difficult to classify, by the system and even by doc-
tors, whether the patient has the ER pattern or not. In this way, medical personnel can
manually evaluate the cases where the classifier is not that confident on the decision
and reduce the number of false positives and false negatives missed by the automatic
detection system of ER.

4.7. Features dimensionality reduction

Dimensionality reduction of the features was considered, to reduce time/complexity
computation and allow data visualization of the distribution of the features in the hy-
perspace, for the automatic detection of the ER pattern. As it was explained in Chapter
3, a combination of Isomap and GRNN allows to preserve the intrinsic properties of
the data, embed new samples into the lower dimensional space and reconstruct the
original signal. Three-dimensional feature space representation was selected based on
the residual variance reduction using the Isomap algorithm (Figure 14). Even though
the residual variance of the data is further reduced with embedding the data to higher
dimensions than 3-dimensional, it would not allow to easily visualize the data.

Figure 15 shows the schematics of the feature dimensionality reduction algorithm.
Isomap is used to embed the original 15-dimensional training data into the 3-dimensional
feature space. Dimensionality reduction of the testing data is accomplished using the
GRNN. Thus, the GRNN are trained with the 15-dimensional and 3-dimensional train-
ing data of each lead, and used to map the testing data into 3-dimensional space .

Additionally, in order to maintain the physiological meaning of the original fea-
ture space, GRNN were used to reconstruct the embedding data into the original 15-
dimensional feature space (Figure 15). GRNN were constructed with the same training
data as before, but in this case they were trained to reconstructed the testing data to 15-
dimensional feature space.

After the dimensionality reduction, the classification is performed. The algorithm
was thus utilized as a preprocessing step: the data dimensionality is reduced to avoid
the classification bias resulting from the curse of dimensionality [32], allow data vi-
sualization and reduce time complexity computation. In this way, the efficiency of
the nonlinear mapping to maintain the discriminant features of the original data was
tested, and the performance of the reconstruction of the data was evaluated based on
the results of the automatic detection of the ER pattern.
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Figure 14. Residual variance of the embedding data using Isomap mapping. X axis
represents the dimensionality of the data mapped with Isomap and Y axis the residual
variance of it. It can be observed that the residual variance of the data diminish as the
dimensionality increases with a break point in 3 dimension

Figure 15. Feature dimensionality reduction and reconstruction.
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5. RESULTS

5.1. Study data

The number of study subjects was 8028 adults, between 30 and 80 years. Subjects were
selected from the Health 2000 Survey, a general population-based survey in Finland
between 2000 and 2001, representative of the Finnish adult population at the time.
The study followed all of the principles outlined in the Declaration of Helsinki and
was approved by the Institutional ethics committee of Helsinki and Uusimaa hospital
district.

Digital 12-lead ECG, were recorded on 6354 subjects using the Marquette MAC
5000 electrocardiograph (GE Marquette Medical Systems, Milwaukee, WI). Averaged
representative beats were produced for each lead from the 10-second recording with
QT Guard software (v. 1.3, GE Marquette Medical Systems). Subjects with prolonged
QRS duration (>120 ms), pre-excitation syndrome, non-sinus rhythm and low-quality
ECG were not included in the dataset. After exclusions, a total of 5676 subjects re-
mained in the cohort for the analyses.

Manual grading of ER was performed by an experienced analyst, blinded to the
results of the automated method, who collaborated with the study. He graded the ER
following the recent consensus statement [2] for each inferior (II, III, aVF) and lateral
(I, aVL, V4-V6) lead. At least two inferior or two lateral leads needed to have the ER
pattern to consider a subject ER positive. Summary of the manual labels of the data
are presented in Table 1. A total of 45408 ECG leads were labeled by the experienced
analyst, finding the ER pattern in 3128 of those signals. Inferior ER was more common
than lateral ER, even though the number of leads in the inferior region is smaller. From
the 5676 subjects, 844 were classified as ER positive either in the inferior, lateral or
both territories (57 cases). An example of an infero-lateral ER positive recording is
shown in Figure 16.

Table 1. Summary of manual labelling of the data
Subjects II III aVF I aVL V4 V5 V6
ER positive 518 681 349 498 581 41 129 331
Region positive Inferior: 506 Lateral: 395
Total positive 844
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Figure 16. An example of a subject with infero-lateral ER pattern. Leads II and aVF
show slurred ER and leads V5 and V6 show notched pattern. Paper speed is 50 mm/s.
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5.2. Acquisition of the features

Table 2 summarizes the preprocessing of the data with the low SNR cases removal and
ECG leads with S waves. A total of 1229 leads (2.71%) were found by the algorithm
to have small R amplitudes and S wave was detected in 23440 leads (51.62%).

Table 2. Summary of preprocessing of the data
Subjects I II III aVL aVF V4 V5 V6
Low SNR 9 14 596 377 227 6 0 0
S waves 1808 2354 2486 2181 2348 5390 4498 2375
Remaining 3830 3279 2565 3089 3072 251 1149 3272

Additional to the low SNR and cases with S waves, 29 subjects were removed from
the cohort because the R peak or QRSon detection failed in one or more leads (see
example in Figure 17).

Figure 17. An example of a lead where the detection of the QRS onset failed and the
case was removed from the analysis.

Features were extracted from the remaining cases of the last row of the table. Ex-
amples of the features extracted are shown in Figure 18 for inferior leads, and Figure
19 for lateral, where the top rows represent negative ER leads, and the bottom positive
cases. Variability of the pattern among the leads, related with changes in amplitude
and notching or slurring configuration, can be observed and represent the differences
in the prototype-based feature vector extracted between normal ECG and ER leads. In
Figure 18, lead II represent ER with slurring configuration and leads III and aVF, ER
notch pattern. Among of these, leads II and III are close to the threshold level to be
considered as ER positive, due to the amplitude of Jp close to 0.1 mV. In the example
lateral features, shown in Figure 19, positive ER signals in leads I and V4 represent
notching ER; and aVL, V5 and V6, slur ER. A notch can be observed in the negative
ER case for lead I in Figure 19. However, the amplitude of the Jp is less than 0.1 mV
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so it is not considered as ER pattern. Similar thing happens with V6, where the lower
signal is considered as ER because the amplitude of Jp, and the upper case is consid-
ered negative because the apparent slowing of the inscription of the waveform is below
the amplitude threshold.

Figure 18. Example of extracted features in the inferior region. Features in the top line
represent negative ER cases and in the bottom positive notch/slur ER cases.

Figure 19. Example of extracted features in the lateral region. Features in the top line
represent negative ER cases and in the bottom positive notch/slur ER cases.
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5.3. Lead-based classification

As it was explained in Chapter 4, the classification of the features extracted is done
per each lead independently. Thus, eight classification models are trained and tested
separately. Table 3, contains the accuracy performance, of the 5-fold cross-validation,
for each model and classifier. Lowest classification accuracy was accomplished with
lead V4. As it was showed in Table 2, the number of cases to train and test the classifier
in V4 is less than 251 after the balancing of the data. Consequently, the performance is
lower because the dataset is not big enough to train a discriminative model. However,
when the results of the classification are combined with the S-waves and low-SNR
filtered cases, the accuracy performance of the models increase for all of the classifiers
and leads, specially in V4, proving that the rule-based filter is mostly accurate.

Overall, the performance of the lead-based classification is around 90% with the
three different classifiers, indicating that the models and the features are discriminative
for ER pattern in all of the leads.

Table 3. Accuracy of the lead-based classification using KNN, SVM and LDA; and
the combination with the S waves and low SNR filter

Lead accuracy I II III aVL aVF V4 V5 V6
KNN classifier 0.88 0.87 0.80 0.86 0.87 0.79 0.87 0.84
KNN + filter 0.92 0.91 0.90 0.93 0.92 0.98 0.96 0.89
SVM classifier 0.90 0.89 0.83 0.86 0.89 0.78 0.87 0.86
SVM + filter 0.93 0.92 0.91 0.93 0.93 0.98 0.96 0.91
LDA classifier 0.88 0.86 0.81 0.86 0.86 0.72 0.89 0.84
LDA + filter 0.91 0.90 0.90 0.92 0.91 0.98 0.97 0.89

5.4. Classifier fusion and validation

Figure 20 shows an example on the data distribution for one of the folds in lead I. Four
parts of the data are selected as the training set (4541 cases). Then the signals with S
waves and low SNR are removed. From the remaining cases (3032), the balancing of
the data is performed by selecting 844 cases that correspond to 422 positive ER leads
and 422 negative. These cases are the ones used to train the classifier. On the other
side, the remaining fifth part of the data is used for testing. The balancing is done
first by selecting the same number of positive and negative ER subjects, independently
the lead labels. Then the S waves and low SNR recordings in that particular lead are
directly classified as negative ER. The remaining cases in the testing dataset (257) are
used to evaluate the classifier and predict the classes.

The data distribution between the leads vary. The training and testing subjects re-
main the same, but the cases with S waves and low SNR are different for each lead.
Therefore, the number of cases in the feature vector to train the lead-based classifier
varies between leads as well as the number of labels predicted. For example, consider-
ing the results in Table 2, the number of S waves detected in lead V4 is bigger than in
lead I. Thus, the number of cases to train and test the classifier for this particular lead
would be smaller than for lead I.
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Figure 20. Balancing of the data for lead I in one of the five folds.

The performance of the classifiers was evaluated with the 5-fold cross validation
over 10 runs using the same training and testing data among all of the classifiers. The
reason to perform 10 runs combined with the cross-validation, is that the whole system
includes also random selection of negative cases in order to balance the datasets and S
waves and low-SNR filter.

Figure 21, shows the box-plot accuracy of the three classifiers. The accuracy of the
classification over the 10 iterations of 5-fold cross validation was between 87.58 and
95.93%. Mean values for inferior ER were 92.48% using KNN, 92.74% for SVM and
91.29% for LDA. Lateral region accuracies showed lower performance compared to
inferior detection using KNN and SVM. The mean accuracies for lateral ER detection
were 91.57% with KNN, 92.21% with SVM and 91.48% with LDA.

For assessment purposes of the classification, the sensitivity and specificity of the
system should also be evaluated. The sensitivity or true positive rate (TPR), is defined
as the number of ER cases detected by the algorithm over the total number of positives.
The specificity (SPC) or true negative rate, is defined as the number of non ER cases
detected over the total number of ER negatives. TPR and SPC are calculated as:

TPR =
TP

TP + FN
(9)

SPC =
TN

TN + FP
(10)

where True Positives (TP ) are the real ER cases detected by the classifier, False
Negatives (FN ) are the ER events not detected, False Positives (FP ) are the non ER
cases labelled as ER, and True Negatives (TN ) are the correct detection of non ER
cases.

SPC and TPR were obtained for the overall performance of the ER detection includ-
ing the rule-based filter and the predicted labels by the supervised classifiers methods.
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Figure 21. Classification accuracy of ER using the KNN, SVM and LDA algorithms
over fivefold cross-validation with 10 repetitions. Each boxplot indicates the me-
dian (50th percentile) and interquartile range (25th and 75th percentile) with outliers
marked with +.

TPR of the ER detection is shown in Figure 22. Range of TPR was between 100%
and 78.84% in the lateral ER detection using LDA. Mean values of TPR in inferior ER
were 93.75% using KNN, 91.87% using SVM and 88.31% using SVM. Average TPR
in the ER lateral region was highest with KNN (93.36%) algorithm and lowest using
SVM (91.74%).

SPC of the ER detection is shown in Figure 23. SPC in the inferior leads showed
better results than in the lateral territory. The range of SPC was between 86.94 and
96.15%. Best average SPC was accomplished in the inferior leads (93.13%) and in
lateral region (92.34%) using SVM. Lowest average SPC in the ER inferior detection
(91.94%) and lateral (91.01%) was obtained using KNN.

5.5. Comparison of the classifiers

As it was explained in Chapter 3 and Chapter 4, the comparison on the performance
of the three classifiers is done with Friedman test. The accuracy values of the clas-
sifiers, obtained from the 5-fold cross validations over 10 runs, were compared with
the null-hypothesis that there is no difference between the algorithms. However, the
null-hypothesis was rejected and statistical significant differences were found between
the accuracies of the classifiers (p < .05). Thus, Bergman-Hommel’s post-hoc test was
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Figure 22. Classification sensitivity of ER using the KNN, SVM and LDA algo-
rithms over fivefold cross-validation with 10 repetitions. Each boxplot indicates the
median (50th percentile) and interquartile range (25th and 75th percentile) with out-
liers marked with +.

performed. Table 4 shows the results of the Bergman-Hommel’s post-hoc test with
ones indicating significant differences and zeros otherwise; ranking SVM as the best
performing algorithm followed by KNN and LDA.

Table 4. Results of Bergman-Hommel’s post-hoc test to indicate whether there are
statistical significant differences (ones) between the classifiers or not (zeros).

Classifier KNN SVM LDA
KNN 0 1 1
SVM 1 0 1
LDA 1 1 0
Average ranks 1.7 1.3 3.0
Final rank 2 1 3

SVM has also the advantage over the other classifiers that only the support vectors
are used to compute the model which reduces its complexity and the amount of the
data required. Compared with KNN, it provides the option to measure the distance
to the borderline which is used to assess the confidence on the detection of the ER.
LDA is simple and works well when the data is linearly separable. However, when
there is overlapping of the data, it address the problem by creating a quadratic or poli-
nomial surface in the hyperspace that can be over-fitted. SVM transforms the data
to the hyperspace but with a soft margin that address the over-fitting problem. Thus,
SVM classifier was found to be the best approach for ER detection in terms of the
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Figure 23. Classification SPC of ER using the KNN, SVM and LDA algorithms over
fivefold cross-validation with 10 repetitions. Each boxplot indicates the median (50th
percentile) and interquartile range (25th and 75th percentile) with outliers marked with
+.

performance, complexity and model used to define the decision boundary between the
classes.

5.6. Borderline cases assessment

Borderline cases were defined in Chapter 4, as the subjects that are close to the bound-
ary that separates the hyperspace in classes. Assuming that the data is overlapping
in the hyperspace, which is very likely to occur and explains why the classification
performance is not 100% correct, the hypothesis is that the cases that are being mis-
classified are closer to the decision boundary surface. Those subjects are called critical
cases because the algorithm is more likely to fail in the ER detection and should be
manually labelled by doctors.

The distances were measured as it was explained in Chapter 4, using the testing data
in each of the 5 folds, and stored for further analysis. Cases with S waves and low
SNR are not included in the analysis because the features were not extracted, so the
distances cannot be calculated. Figure 24 shows the histogram of the distances to the
SVM classifier decision surface, and it can be seen in the inferior region, that incor-
rectly classified subjects are closer to the boundary, proving the hypothesis. Therefore,
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we can automatically provide those critical cases closer to the boundary for manual
assesment of the ER by medical specialists.

Figure 24. Histogram of the signed averaged normalized distances to the SVM classi-
fier borderline. Cases with S wave and R peaks<0.15 mV are not included.

FN are critical in medical applications because if the patients are not correctly iden-
tified to have a medical condition, they would not receive the appropriate treatment or
care. On the other side, FP can be easily identified by doctors when looking through
the medical tests, in this case the ECG signals, in order to correct the diagnose and
avoid unnecessary treatment. In the context of ER, failing to detect a positive case
means that the person can be at risk of SCD and treated as without any risk which is
very critical. Therefore, the borderline cases assessment was focused on looking for
the FN.

Considering the distances of Figure 24, most of the FN cases are between 0 and 0.2.
Therefore, if we extract the cases in the inferior region with distances between 0 and
0.2, 81 subjects from 1692 in total are selected for manual revision by experts, from
where 22 were FN and 9 were FP. In this way, the TPR of the detection could increase,
depending on the doctors verification, up to 96.05% and the SPC up to 94.18% in the
inferior territory. However, in the lateral region, is more difficult to find the critical
cases since the number of leads is bigger and the presence of S waves is more com-
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mon, so we cannot include them in the analysis of the distances. From 49 cases with
distances between 0 and 0.2 in the lateral leads, 3 were FN identified by the algorithm
and 10 FP leading to an improvement on the TPR of up to 0.01% and on the SPC of
up to 0.77%.

Similar results were obtained using the distances to the hyperplane constructed by
LDA and with different data distributions. The difference in the data distribution is
related to the balancing of the data that randomly selects the negative cases. Therefore,
we wanted to check, if from different samples and data, we could still get good results
for the analysis of the critical cases. From this dataset, 206 cases were identified by the
algorithm as critical in the inferior territory with 43 FN and 17 FP (Figure 25). In the
lateral region, 84 cases were detected as critical with 7 FN and 13 FP. In Figure 25, it
can be seen that the distribution of the data follows more a normal distribution than in
Figure 24, suggesting that the classes for this dataset are more overlapped. However,
the algorithm in both cases is able to detect misclassifications based on the distances
because the FP and FN are closer to the boundary (zero distance). The difference
between the number of cases in Figure 24 and Figure 25 is a product of the S waves
and low SNR recordings that are not included in the borderline cases analysis and differ
in this situation.

Figure 25. Histogram of the signed averaged normalized distances to the LDA classi-
fier borderline. Cases with S wave and R peaks<0.15 mV are not included.
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5.7. Dimensionality reduction

As it was explained in Chapter 4, the feature vectors were reduced from 15-dimensional
to 3-dimensional feature space using GRNN and Isomap. The main advantage of this
dimensionality reduction is to allow data visualization and reduce time complexity of
the classification. Visualization of the 3-dimensional embedding data using Isomap
and GRNN for lead I is shown in Figure 26. It can be observed that the two classes
are overlapping, which demonstrates that the assumption of overlapping data is valid.
It can also be noticed that the misclassified cases are closer to the boundary, specially
the positive ER subjects, as it was suggested before and shown in Figures 24 and 25.

Figure 26. Visualization of the embedding feature vector for Lead II using Isomap.
Blue asterisks (*) represent the ER negative cases and red asterisks (*) the positive
ER.

One way to prove the embedded feature vector, is to train and perform the classi-
fication using the dimensionality reduced data. Therefore, the 3-dimensional features
were used to train and test the ER detection using KNN, SVM and LDA. In addition,
as it was mentioned in Chapter 4, the embedded data was then reconstructed to the
original 15 dimensional feature space, to test the capability of the Isomap algorithm
to maintain the discriminant characteristics of the features extracted and preserve the
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physiological meaning of the original prototypes. The performances of the classifiers,
using the 3-dimensional embedding data and the reconstructed 15-dimensional feature
vector, are shown in Table 5.

Table 5. Performance of the three different classifiers with the 3-dimensional embed-
ding data and the 15-dimensional reconstructed feature vector.

Classifier
Inferior Lateral

TPR (%) SPC TPR (%) SPC(%)
KNN 3D 92.76 89.40 93.08 86.82
SVM 3D 93.10 90.05 92.88 87.56
LDA 3D 89.05 91.08 91.11 87.43
KNN 15D reconstructed 93.18 89.14 93.50 86.59
SVM 15D reconstructed 93.73 89.60 93.71 87.04
LDA 15D reconstructed 88.81 91.08 92.38 87.28

TPR and SPC obtained are very similar to the average values obtained with the
original feature vector. Differences between the performance of the classifiers using
the embedded and reconstructed feature vector can be product of noisy samples. Thus,
the performance of the detection is similar with the original and embedded data and
it suggest that the Isomap algorithm preserves the characteristics of the prototypes
and it can be reconstructed using GRNN. However, it can be observed in Figure 27,
that the reconstructed prototypes are smoother and it is more difficult to evaluate the
presence of the ER pattern. Two sets of signals, original prototype and reconstructed,
are presented in Figure 27 and represent positive ER cases. The prototypes in the left
side of the figure were extracted and reconstructed from a positive notch ER subject.
The ones in the right from a slur case.

Even though the reconstructed signals are smoother, the performance of the detec-
tion is similar to the results obtained with the original and embedded prototypes. This
suggests that the discriminant characteristics of the classes are kept but the physiolog-
ical meaning is affected, specially for notch cases. Similar effect happens when using
the embedded data, the reduced features have good discriminative power but they lack
of physiological meaning.

5.8. Comparison with existing automatic method for detection of ER

The performance of the ER detection was also compared with the method proposed in
[4] and presented in Chapter 2, which is based on the analysis and measurement of the
QRS down-slope. Their algorithm was tested with the data used in this study in order
to make the comparison of the performance in the detection of ER. Their algorithm
showed a TPR of 63.83% and SPC of 95.67%. Inferior ER TPR was 66.80% and
97.35% SPC. Lateral ER detection was 57.72 TPR and 98.02% SPC. Our average
performance using SVM showed results of 91.87% and 91.74% for inferior and lateral
TPR respectively. Mean SPC using SVM was 93.13% in inferior territory and 92.34%
in lateral leads. From the comparison. their method showed highest SPC. However
and as it was explained before, the detection of ER should be focused on the TPR of
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Figure 27. Original and reconstructed prototypes in two different subjects. Left fea-
tures represent a notch case and right a slur ER.

the algorithm that reflects how well it detects the true positives from the total positive
cases.

The advantage of using prototypes to classify ER over the quantification of the slope,
is that it trains the model with different types of notches and slurs without performing
any signal measurement. Other types of patterns can also be in the model to detect
different morphologies e.g. ST segment elevation. Once the models of classification
are trained, the only thing that is required for the ER detection is the extraction of the
features. In slope analysis methods, the measurement and analysis have to be done
which every lead and subject. Another main advantage of using classifier models, is
that the models are lead-based, considering the morphology changes that can occur
between leads, specially in terms of amplitude. Then, the detection is done per each
lead independently.

One disadvantage of using supervised classification over the analysis of the slope,
is that the labels of the data are, most of the time, obtained manually. Thus, if the
definition of the pattern changes, the labels would need to be changed manually in
order to create a reliable system. Similarly, if we would like to separate the actual data
in notches and slurs to be able to classify them separately as the method proposed in
[4], the manual labelling should be then performed again in this way.
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6. DISCUSSION

In this study, a novel technique to detect ER pattern in ECG signals was proposed.
The novelty of this method is in the features that are used to perform the detection.
Current methods use morphological features measured from the signal e.g. the slope
and amplitudes of the notch/slur pattern. In this study, the ECG fragment, where the
pattern is located, was extracted and used directly to perform the classification.

Therefore, the main research question for this study was if the ER detection can
be based on this raw ECG waveform classification instead of detailed morphological
features. To address this question we have first to discuss the method here proposed. As
it was presented in Chapter 4, the ECG signal requires some preprocessing first. Thus,
the features are not extracted directly from the raw ECG signal but instead from the
resampled, baseline removed signal. In this way some measurements like the detection
of the R peak and its amplitude, the QRS onset and the PR segment are still needed in
order to extract the features. Nevertheless, features related with the ER pattern itself
were not required.

The method here, is then based, on prototypes that represent the different shapes
of the ER pattern, as well as normal ECG signals. These prototypes require some
conditions to guarantee that they can be compared using the classifiers. One of those
conditions is that the baseline of all of the prototypes should be set to the same level
amplitude. This allows to compare the prototypes in terms of their amplitudes, which
is crucial because the ER pattern is defined itself in terms of the Jp voltage. Another
requirement is related with the times between the features. In order to have time align-
ment features, the feature vector was extracted from a fixed window size, for all of
the cases and leads. Thus, we can guarantee that we are comparing the prototypes
amplitudes that occur at the same time.

A third condition for the prototypes is, that they should be able to represent the
different shapes that ECG signals, normal and with the ER pattern, can have. There are
two common ER patterns, the notch and the slur. However, each of them can appeared
at a different amplitude and with a different Jp level and slope. Thus, the prototypes
should be reliable and discriminating. By using a considerable amount of samples,
like the ones in this study, we can assume that the prototypes are able to represent a
wide variety of ECG down-slope changes and are reliable and discriminating. Also,
the ECG signals with S waves and low SNR, that can affect the feature vectors and
therefore the classification, which are not of the interest in this approach, were removed
so the features can be robust and invariant to these wave-shapes that are not related to
the ER pattern.

Finally, to address the question, if these features can be used to detect the ER pattern,
the methods used and results obtained should be discussed. The overall accuracies of
the different classifiers showed results over 90%, indicating that the prototype-based
feature vector is a good representation of the differences between ECG signals with
and without the ER pattern. Then, it can be stated that the detection of the ER pattern
can be based in ECG signal prototypes with very good performance. Three differ-
ent classifiers can be used for this purpose; KNN, LDA and SVM, all of them with
excellent results. However, Friedman test found statistical significant differences on
the accuracy of the classifiers (p < .05), and showed that SVM was the one with best
performance. Additionally, SVM does not require large storage space, like KNN for
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all of the samples, but instead it only uses the support vectors. It defines a borderline
between the classes that was used for the analysis on the confidence on the detection.
Different than LDA, it deals with the non-separable problem by mapping the original
data, into a hyperspace using the kernel trick, which is simple and computationally
efficient but yet providing good results.

The detection of ER is performed using lead-based models considering the slurred
morphologies changes, that are common between the inferior and precordial leads, re-
lated to the differences in signal amplitudes [4]. Supervised learning models provide
a general way to include different waveforms, and depending on the training set and
labels, new morphologies can be included. In this method, two classes were consid-
ered, positive and negative ER, but other classes could had been involved to classify
between slur and notch ER or to include ST-segment elevation.

Our algorithm outperformed the one proposed in [4] and tested with this same data.
As it was explained in Chapter 2, their method is based on measurements of the ER
pattern by fitting a line on the QRS down-slope. In their original publication, their
algorithm showed results of 96.2% TPR and 90.1% specificity. However, since a new
consensus definition on the ECG measurements of the ER pattern was published after
their publication [2], the labelling of the data, on where a subject was considered with
the pattern or not, changed in some cases. Previously, there was not an agreed defini-
tion on the Jp threshold level for the peak of the notch and onset of the slur. So cases,
where the ER pattern was not that notorious, could have been considered as positive
or negative depending on the reader. They used notch amplitude threshold ≥ 0.09 mV
and slur ≥ 0.1 mV.

The new definition sets the Jp threshold ≥ 0.1 mV for both, notch and slurs. There-
fore, this explains the difference between their results and the performance obtained
using the same data and labels of this study. Using this data, their algorithm yielded
a TPR of 63.83% and SPC of 95.67%, while the method here presented using SVM,
showed overall results of 92.31% TPR and 87.05% SPC. The main interest in this ap-
plication is to detect the ER cases that are evaluated with the TPR. Our results are the
mean values, of a 5 fold cross validation over 10 repetitions, with a balanced data set.
Thus, the method here proposed showed better results than the algorithm based on ER
measurements. The main advantage of using prototypes over ER measurements is that
it does not need algorithms to identify and measure the pattern. Thus, if the definition
of the pattern changes, then the labelling of the data needs to be changed but not the
method itself.

Detection of inferior ER is more significant because it indicates the greatest risk
for arrhythmic events [4]. Inferior ER detection was slightly more accurate than lateral
ER. Errors in the classification were related to corrupted signals, false slurred detection
and cases of Jp close to the threshold. Patient movement, poor electrode to skin contact
and averaging ECG complexes can induce random noise to the signals. Slurred patterns
are more complex to detect than notched terminal QRS since they have a wide range
of variations [4]. Additionally, human errors can affect the manual labelling of the
ER especially in cases close to the Jp threshold and in the lateral region where the
signal amplitudes seems to vary more and there is a bigger number of leads. It is often
recommended that manual labelling of data is done by more than one experienced
reader, in order to obtain validation of the labels. However, considering the amount of
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study subjects and level of expertise that is required to assess the ER pattern, it was not
feasible in this case to obtain more labels of the data to compare.

Identification of critical cases, based on the distances to the decision boundary, con-
tributes to identify subjects that are difficult to label and require further medical exam-
ination. According to [3], overall risk assessment should be performed in cases with
ER, to distinguish between patients who have the pattern and are not at risk of SCD
and patients at risk of lethal ventricular arrhythmias. Clinical and electrocardiographic
characteristics should be considered for the risk assessment; including sex, familial
history of SCD, history of Syncope, type and location of ER, amplitude of the notch
and morphology of the ST segment [3].

Results showed that the measurement of the distances to the classification boundary
allows to identify FN, especially in the inferior region. Figure 28 shows a critical
inferior case found by the algorithm based on the distance to the hyperspace separation
of the classes. As it can be observed, the Jp level of the subject is close to 0.1 mV
threshold. Therefore, this case is difficult to assess even manually because it falls in
the limit on whether to consider it as positive ER or not. The method here developed
is able to provide these cases to the specialists, who are the ones that should take the
decision if the ER pattern is present and the patient is at risk of SCD.

Figure 28. Critical inferior ER case found by the algorithm based on the distance to
the borderline method

Dimensionality reduction of the prototype-based feature vector was accomplished
with Isomap and GRNN. Automatic detection of the ER pattern showed similar re-
sults in the lower dimensonal representation of the prototypes, indicating that nonlinear
mapping is an effective way of dimensionality reduction of the features. Nevertheless,
when mapping the original features to the 3-dimensional space, the physiological defi-
nition and representation of the ECG fragment is lost. The features were reconstructed
using GRNN with similar performance (Table 2), indicating that the discriminant char-
acteristics of the data are preserved. However, the reconstructed signal is smoother
making difficult to visualize the ER pattern.
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Considering the whole system itself and the reasons to reduce the feature vector,
visualization and time complexity, dimensionality reduction is not necessary for this
approach. The visualization can be replaced with the analysis of the distances to the
decision boundary, where the histogram can be used to analyze if the data is normally
distributed, how close are the samples and if there is overlapping of the data (consider-
able number of cases with distances to the boundary close to zero). Time complexity of
the classification models is reduced, using data in a reduced feature space, depending
on the classifier method. However, dimensionality reduced features did not improved
the performance of the detection and the physiological morphology of the prototypes
is somehow lost because the reconstructed signals are smoother than the originals.
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7. CONCLUSION

A method to automatically detect ER in ECG signals was developed. The algorithm
used a prototype-based feature vector extracted from the ECG signal fragment where
the ER is located. Results showed that the detection of ER in a dataset of more than
five thousands subjects was highly sensitive and specific. Therefore, it proves that the
signals can be used directly as the features for the classification with very good results.

The automatic method here presented could be used as a prescreening tool of ER
and it provides an additional identification of critical cases, based on the distances to
the classifier decision surface. Medical evaluation of positive and critical cases is still
recommended in order to corroborate the detection. However, an automatic method
like this one, can reduce the workload on the number of subjects to analyze.

Preprocessing of the signal and extraction of the features was critical in order to
get good classification results. The features for this type of application should be
discriminative between classes, but reliable and similar between the same class. The
performance on the classification models would depend on the quality and power of the
features. In this study, the waveform prototype-based features proposed showed very
good performance with three different supervised classifiers. Thus, the prototypes are
clearly discriminating between subjects with and without ER, can train different types
of classification models accurately, and can be used for the automatic detection of ER.

An additional objective of this research, was to proposed an evaluation tool of critical
cases based on the distances to the classifier boundary region. This evaluation allows
to find cases that are close to the Jp threshold and are difficult to detect even manually.
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