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Abstract

Checking authenticity of fake news before sharing online can reduce spread of
misinformation. But fact-checking requires cognitive and psychological effort, which
people are often not willing to give. Some fact-checking methods might even be
counterproductive, entrenching people into their deeply held beliefs. Numerous online
fact-checking services have emerged recently which verify false claims to address the
issue. While these services are quite efficient technologically, they seriously overlook
human behavioral factors associated with fake news.

Persuasive systems have been proven successful in attitudinal and behavioral changes,
which could be applied here as behavioral interventions for fact-checking. A review of
current fact-checking services showed that they significantly lack persuasive features,
resulting in a passive and linear user experience. Findings from cognitive science and
persuasion literature paved way for development of a fact-checking mobile application
that would encourage users into regular fact-checking.

Qualitative and quantitative evaluation of the artifact showed promise of persuasion in
combating fake news. Social support persuasive features were found most effective,
followed by tunnelling and self-monitoring. Implications of these findings and future
research directions are discussed.
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1. Introduction

Fake news has been as an important research agenda for human-computer interaction
discipline for some time (Hecht et al. 2017). In the backdrop of 2016 U.S. presidential
election, it was clear that researchers have a greater role to play to tackle issues that
emerge and scale unprecedentedly by leveraging the deep and complex relationship
between human and computers (Hecht et al. 2017; Brown et al. 2017). A concrete and
action-based research agenda on misinformation has been called by many researchers,
who emphasized to focus on tangible outcomes rather than purely descriptive
frameworks. One intervention recommended by many experts was to build fact-checking
tools that encourage users to evaluate authenticity of news before sharing (Hecht et al.
2017; Lazer et al. 2018).

Indeed, numerous news verification services have been developed recently to address the
issue in academia and industry. However, efficacy of these services has been questioned
by Fernandez et al. (2018), Brandtzaeg et al. (2017), Brandtzaeg et al. (2018) and Karduni
(2019). For example, Facebook’s much-hyped ‘disputed flags’ effort to identify false
news was shut down when study found visual flags might actually have a backfire effect
(Lyons, 2017). Several fact-checking tools developed in academia were technologically
marvel, but were unknown to even journalists who need such tools on daily basis
(Brandtzaeg et al., 2018). Fernandez and Alani (2018) found that independent fact-
checkers such as Snopes or PolitiFact lack usability and treat users as ‘passive consumers’
without actively involving them.

Based on recent literature, it can be argued that inefficiency of most fact-checking tools
is caused by overlooking social and cognitive factors associated with fake news. The
psychology of fake news stem from our collective cognition to stick with pre-existing
beliefs (Lazer et al., 2018) and tendency to seek biased information (Lazer et al., 2017).
Thus, pure technological applications without social and cognitive interventions are not
sufficient in empowering and educating individuals about fake news. It’s up to the users
at the end of the day to critically evaluate information before sharing (Torres, Gerhart and
Negahban, 2018).

Persuasive systems could be used here to encourage individuals into fact-checking.
Systems built on persuasive strategies have been widely applied in healthcare to change
people’s behavior or attitude. Such systems also helped users to achieve certain goals and
encouraged them into physical activities (Orji and Moffat, 2018; Forget et al., 2008;
Wunsch et al. 2015). These systems create an interactive experience for users by applying
psychological and behavioral cues (Fog, 1998; Sundar et al., 2010). With advancement
of Web 2.0, most domains have seen adaptation of interactive systems that deeply engage
users. The domain of fact-checking, in comparison, remained quite mechanical
unfortunately. Services in this domain significantly lack the persuasive features that make
modern applications so interactive (Table 3). Many fact-checking services still operate as
bare-bones websites, whereas fake news managed to take advantage of social web to
become an epidemic.

The aim of this thesis was to design a fact-checking behavioral intervention that changes
users’ behavior towards fake news. The intervention was expected to encourage users into
regular fact-checking, and form the habit of authenticity verification before sharing news.
The research was guided by the following research question:
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RQ: How can we design a persuasive mobile application that encourages users to check
authenticity of online fake news before sharing?

The main research question was supported by an additional research question: Which
cognitive and behavioral factors influence people into fact-checking?

To address the research question, design science research approach as proposed by
Hevner et al. (2004) was followed to build and evaluate a software artifact. Following
Peffers et al.’s (2007) suggestions, approach of the research was problem-centric.
Problem domain and state of the art were extensively studied to build the theoretical
grounds, which was then implemented in an artifact using software engineering method.

Requirements of the final application were identified from prior scholarly work on
cognitive science. Several theories from cognition literature were found strongly relevant
in fact-checking context, which could potentially help individuals to overcome the
psychological biases of fake news. Oh and Sundar’s (2015) work on interactivity was
found relevant in terms of increasing cognitive effort, while Lewandowsky et al. (2012)
proposed behavioral interventions based on cognitive cues. Khan and Idris (2019)
analysed fact-checking behavior with Theory of Reasoned Action and found that
motivating people to verify news before sharing is a major way to reduce misinformation
spread. One of the most comprehensive mitigation strategies was proposed by Endsley
(2018) based on her Situational Awareness (SA) theory, which emphasized heavily on
cognitive engineering methods. She proposed factors such information presentation,
confidence, integration and mental models to develop effective fact-checking solutions
which could override our cognitive vulnerabilities.

To turn these theoretical findings into a persuasive artifact, Persuasive System Design
(PSD) model was used (Oinas-Kukkonen and Harjumaa, 2009). The model provides a set
of design principles to build and evaluate persuasive systems. Four categories of
persuasion are described in the model, out of which most relevant features were selected
for the artifact based on the thesis’s scope. A high-fidelity iOS application consisting of
functional and mockup features was built based on the final design principles. After
development, it was evaluated to measure usability, desirability and persuasiveness.
Results from the tests confirmed several findings from cognitive literature, along with
promise of persuasion as a potential strategy to build fact-checking systems.

The research is novel in a way that it tries to connect several threads of prior findings to
develop a human-centered solution to the problem of fake news. The focus was on overall
usability and persuasiveness of the application, as opposed to the most fact-checking tools
which depends on authoritative methods to deal with the complex socio-technical
problem. Such nuanced approach has been an important agenda in fake news literature,
and this is the first study to connect persuasion with fact-checking as per author’s
knowledge. Findings from this study could have implications for similar future research.

The thesis is structured into seven chapters. The first chapter provided an overview of the
research and explained motivation behind the topic. Second chapter is background and
relevant work, where theoretical background and findings from literature are discussed.
Four major threads of research are explained in detail here, with an analysis of current
fact-checking services. The third chapter explained the design science research method
adopted for this study. The fourth chapter illustrated the design and development of the
application. Chapter five follows up with the evaluation process of the artifact, with detail
about three results and their analysis. The sixth chapter discussed overall findings of the
study. The seventh chapter provided concluding remarks with guidance for future studies.
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2. Background and Relevant Work

This section discusses background of the research and relevant literature. Related works
in the area has been divided into five sections: fake news, fact-checking services,
cognitive elements of fact-checking, persuasive technologies and paradoxes.

2.1 Fake news

Amid all the recent media attention about fake news, it seems like we have forgotten one
simple fact: fake news is not a new phenomenon. Its history goes as back as the invention
of printing press in 1439 (Soll, 2018). At the very first opportunity to share and distribute
human knowledge in a collective form, some people misused the technology to spread
deceptive news and misinformation.

Researchers, especially from communication and social science areas, emphasized on this
historical notion to conceptualize fake news. Tandoc, Lim and Ling (2018) gave a classic
example of widespread misinformation from 1938, when a drama by H.G. Wells was
broadcasted on radio just for entertainment, but caused huge panic as people interpreted
it as factual news. Allcott and Gentzkow (2017) gave another historical example from
1835 when an American newspaper published a series of articles claiming life was
discovered on moon. They also provided a list of hoaxes that has been believed by
significant amount of American population over the past half-century.

The definition and characteristics of fake news have evolved over time. Today, fake news
is usually associated with misinformation in internet and social media (Allcott and
Gentzkow, 2017; Tandoc et al., 2018). While there is no agreed-upon definition of the
term ‘fake news’ (Shu et al., 2017; Pierri and Ceri, 2019), a general and widely acceptable
definition has been given by Allcott and Gentzkow (2017), where authors described fake
news as news articles that are “intentionally and verifiably false, and could mislead
readers”. The term has been used by researchers from different disciplines to portray the
problem of online misinformation. Tandoc et al. (2018) reviewed 34 articles on the topic
and found that the term is used to define a broad of range of concepts such as news satire,
news fabrication, news parody, photo manipulation and propaganda. Rubin et al. (2015)
treated any type of deceptive news as fake news i.e. as hoaxes, fabrications and satires.
Aligning with Rubin et al. (2015), Allcott and Gentzkow (2017), Tandoc et al. (2018),
Karduni (2019) and Sharma et al. (2019), I adopt the broad definition of fake news for
this research. In this article, the term fake news will be used to define any false
information online regardless of the intention behind it.

If fake news has been around for a long-time, what causes its recent notoriety? Experts
almost unanimously agree that the reason is 2016 U.S. presidential election. They alleged
that influence of fake news might have been pivotal in election of Donald Trump as U.S.
president (Allcott and Gentzknow, 2017; Lazer et al. 2018). By leveraging the news
consumption behavior of internet and social media, fake news has reached a new
magnitude with this election, manipulating election results with fake news stories
circulated through websites, Facebook posts and tweets. Similarly, fake news on social
media impacted the 2016 Brexit referendum and 2017 French national election (Pierri
and Ceri, 2019). It caused public chaos during natural disasters in Japan and U.S., affected
stock market price and instigated public violence like the infamous ‘Pizzagate’ shootout
(Sharma et al., 2019). A survey by BuzzFeed found that 75% of Americans were fooled
by fake news headlines (Tandoc, Zim and Lim, 2018).   Looking at its growing magnitude
and diversity, it’s clear that digital media has turned fake news into one of the major
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global risks of our time (The Global Risks Report, 2018). The journalistic niche that
started from Gutenberg’s wooden press in the middle-age found the perfect channel of
social media to exploit human vulnerabilities, at scale. It’s almost the ‘plague’ of digital
age (Shandwick and Tate, 2016).

The unique characteristics of modern internet make it a breeding ground for fake news
(Zhang and Ghorbani, 2019). The reason it managed to reach such magnitude was because
social platforms like Facebook dramatically lowered the access barriers to information,
creating a new power structure where any individual can distribute large volume of
information without facing gatekeeping (Lazer et al., 2017; Allcott and Gentzknow,
2017). This has enhanced the spread of low quality news that defers traditional
journalistic norms and third-party fact-checking (Pierri and Ceri, 2019). Consuming news
from social media is also faster and cheaper than traditional news media, which caused it
to replace television as the major source of news (Shu et al., 2017). At the same time,
general trust towards traditional mass media like TV and newspapers declined due to
many socio-political reasons (Lazer et al., 2018). Furthermore, presence of numerous
malicious agents such as automated or semi-automated bots on social platforms make
them vulnerable to rapid dissemination of misinformation (Shao et al., 2017). Many
people take advantage of these factors due to a number of economic and ideological
motives (Allcott and Gentzknow, 2017), creating large volume of misinformation and
disseminating them on social platforms.

The meteoric rise of fake news, however, goes beyond technical aspects of social media.
Fake news exploits the human vulnerabilities to maximize its impact and make it
indistinguishable from real news (Shu et al., 2017; Sharma et al., 2019; Lazer et al. 2017).
First of all, humans do not have any natural ability to discern real information from false
ones (Shu et al., 2017). This makes us prone to naïve realism and confirmation bias. The
former makes people believe that only their perceptions of reality are true, while the ones
who disagree are biased or irrational. Confirmation bias, or selective exposure means we
are only seeking information that confirms our existing beliefs. Another relevant
psychological theory is normative social influence, which says that individuals prefer
‘socially safe’ options to be consistent with the norms of their community, which is
important for personal identity and self-esteem (Shu et al., 2017; Sharma et al., 2019). In
modern news consumption systems, these theories over-ride our rational decision-making
mechanism and incline us towards immediate social rewards, even if that involves sharing
fake news.

These psychological theories take a collective shape in social media and online platforms,
creating an effect called echo chamber (Flaxman et al., 2016; Shu et al. 2017). Recent
studies show that these echo chambers are one of the primary drivers of fake news
diffusion (Shu et al. 2017). In these chambers, individuals only exchange information that
are aligned with their existing ideologies. This results in social homophily, where people
only make connections based on similar ideologies. On the other hand, social platforms
use personalized algorithms to promote contents that align with users’ preferences (Shu
et al. 2017; Karduni, 2019; Sharma et al., 2019). These factors combined create echo
chambers, also known as filter bubbles, where users do not get exposed to opposing
viewpoints. Lazer et al. (2018) described it as a situation where attitudinal polarization is
amplified and tolerance towards opposition is minimized. The reasons fake news gets
high traction within these polarized communities are two psychological phenomena
called social credibility and frequency heuristic (Shu et al., 2017). Social credibility
means people will believe an information if others from their community do so, and
frequency heuristic suggests that people can believe even a false information if they are
repeatedly exposed to it. According to Sundar (2008), bandwagon heuristics become
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more prevalent in these social groups, and people continue to consume and share same
information over and over again. The result is isolated information bubbles with little
information about outside world, which is a ripe environment for birth and dissemination
of fake news (Shu et al. 2017; Karduni, 2019; Sharma et al., 2019).

Structure or elements of fake news has been studied by Karduni (2019), Zhang and
Ghorbani (2019), Shu et al. (2017), Sharma et al. (2019). Karduni (2019) and Sharma et
al. (2019) broke down fake news into three major components: source, content and
consumer. Source is the outlet through which fake news is consumed i.e. fake news
websites, social bots, individuals who share/redistribute false information. Content
broadly includes the physical content of fake news such as textual and visual components,
manipulative information etc. The content aspect has been further broken down by Shu
et al. (2017), who proposed that fake news content usually contain publisher name,
headline, body text and photo/video. These features together try to manipulate consumers
with linguistic and visual cues. Consumers are individuals who are exposed to fake news
and takes several decisions based on the news such as trusting the news and sharing it
with peers (Shu et al., 2017). Using these elements as framework. Karduni (2019) further
studied their inter-relationships in different dimensions. He argued that the complexity of
consumer-content relationship is the main leeway through which fake news manage to
spread, as this relationship is affected by multiple psychological, cognitive and social
processes. Apart from Karduni’s (2019) three elements frame, Shu et al. (2017) and
Zhang et al. (2019) also proposed a fourth element of fake news, which is the social
context. Social context refers to the dissemination process of fake news, and how it drives
social engagement. This context provides useful auxiliary information to understand
impact of fake news (Shu et al., 2017).

Detection and mitigation techniques of fake news is another thread that gained popularity
among scholars in last two years. Fernandez and Alani (2018), Mosinzova et al. (2019),
Pierri and Ceri (2019), Zhang and Ghorbani (2019), Karduni (2019), Sharma et al. (2019)
reviewed mitigation literature and characterized them based on different criteria. Pierri
and Ceri (2019) and Mosinzova et al. (2019) categorized them under three major
categories: content-based, context-based and content-context (hybrid) based. Content-
based methods depend on meta-information contained in the body of fake news. Different
types of lexical, semantic and computational analysis has been applied to detect veracity
of a news content. Context-based methods rely on user behavior and their interaction with
fake news articles to prevent dissemination. There has been different approaches in this
method such as identifying fake news based on Facebook likes, retweets, crowdsourcing,
web traffic analysis. Hybrids methods combine elements of content and context-based
methods to provide better accuracy (Mosinzova et al. 2019).

Shu et al. (2017) presented several open issues for future direction of fake news research,
which were followed as a guideline by later scholars. They proposed four approaches to
fight fake news: data-oriented, feature-oriented, model-oriented and application-oriented.
Among them, application-oriented research was proposed as a method that hinders
diffusion of fake news through proactive or reactive social intervention. Sharma et al.
(2019) called for new type of intervention strategies that take educational or gamified
approach. Zhang and Ghorbani (2019) proposed several directions to build more efficient
detection systems through unsupervised learning models, real-time classification, early
prediction. Mosinzova et al. (2019) called for a language-independent approach so that
non-English speaking nations can also use the system.

Many scholars also pointed out the lack of interdisciplinary approach in current literature.
Karduni (2019) noted that existing mitigation research do not incorporate findings from
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other disciplines which are pivotal in combating fake news. Notions like cognitive bias,
social exposure and normative influence are overlooked in existing computational tools,
as well as the empirical finding that direct fact-checking is counterproductive in many
cases where it contradicts deeply hold beliefs (Lyons, 2017; Lazer et al., 2018). Over-
reliance on technological aspects made current prevention methods limited and
unscalable (Lazer et al., 2017; Lazer et al., 2018). Lazer et al. (2018) also proposed to
develop interventions that can empower and motivate individuals to check authenticity of
fake news before sharing. Actively engaging users in fake news identification process
was the most important direction for future research according to Fernandez and Alani
(2018). Overall, a number of very recent papers urged to take an interdisciplinary
approach to combat the problem of misinformation, and emphasized that social and
cognitive aspects are just as pivotal as technical aspect.

2.2 Fact-checking services

Fact-checking services or news verification services analyse and determine accuracy of
online claims and provide guidance for users to verify those claims (Brandtzaeg et al.,
2018). It’s one of the major mitigation techniques to combat fake news (Fernandez and
Alani, 2018). Duke Reporters Lab conducted a survey in 2017 and identified 114
independent fact-checking services (Stenchel, 2017). Individuals or organizations operate
these services and usually publish their opinion through websites. Apart from these
services, several fact-checking tools have been developed in recent years by academia
and industry. These tools usually support the process of news verification through
technological solutions such algorithms, search engines and web plugins. While it’s
difficult to distinguish these groups, one major difference between them is that services
usually verify facts through journalistic approach, and tools take a more technological
approach. Individuals behind services can use these tools to fasten and improve their
verification process. In this thesis, the term ‘fact-checking services’ will mean all types
of services, tools and websites associated with news verification.

Websites like Snopes, PolitiFact and FactCheck.org are early examples of fact-checking
services that rely on manual detection by professional organizations or journalists
(Brandtzaeg et al. 2018). They usually take a journalistic approach towards news
verification, and a set of editors determine truthfulness of claims by manually checking
facts, keywords and context. Reports are published on their websites as news pieces, often
with ratings depending on authenticity of a certain claim. Some services like PolitiFact
provides APIs for third-party applications to access their fact-checking database
(Politifact). Snopes has emerged as a high-quality service and was profiled by major
global publishers such as CNN, New York Times, Fortune (Zhang and Ghorbani, 2019).
Many countries also have localized fact-checking services run by non-partisan groups or
organizations. While these services received accolades from different bodies for their
contribution to fake news detection, their impact in reducing spread of misinformation
has been limited. This is due to the manual and time-consuming nature of journalistic
fact-checking, which often cannot match the meteoric speed of news sharing (Hassan et
al., 2017).

Automated fact-checking, on the other hand, provides more comprehensive methods for
fake news verification and correction. Most automated tools try to predict the chance of
a particular news piece being purposefully deceptive (Karduni, 2019). ClaimBuster is a
recent example of such system that leverages machine learning and natural language
processing to predict if sentences in an article are ‘check-worthy’ (Hassan et al., 2017).
It’s an end-to-end system consisting of several components like Claim Monitor, Claim
Matcher, Claim Spotter. Similar attempts have been made to fact-check through
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knowledge graphs, statistical scoring and source cross-matching (Karduni, 2019).
Another group of researchers analysed lexical and semantic features of news content to
distinguish false information. Bourgonje et al. (2017) used logistic regression classifier
to compare consistency of news headlines with body content. Rubin et al. (2016) detected
satirical cues in news content with high accuracy by using an SVM algorithm. Potthast et
al. (2017) found that extremist and hyper-partisan world views in information can be
distinguished from factual news just based on writing style. Few researchers also tried to
identify misinformation based on visual information. Jin et al. (2017) extracted several
features of microblog images such as clarity, coherence and similarity, and applied
classification models to determine their credibility. Gupta et al. (2013) studied fake
photos distributed during a hurricane and achieved high accuracy in distinguishing real
images from fake ones. Diffusion pattern of fake news has been studied by some scholars
who conducted temporal analysis of news propagation. Wu and Liu (2018) used such
method to characterize fake news based on social network structures. Another wave of
research tried to identify different sources of misinformation and wanted to minimize
their reach. Social bots, a common source of fake news, got significant attention of
scholars here, which was countered with different graph-based, feature-based and crowd-
based bot detection methods (Karduni, 2019). In an early study, Diakopoulus et al. (2012)
went beyond social bots and developed two classifiers to help journalists verify sources
of fake news.

While most computational and manual verification services lacked an engaging user
experience, some researchers tried to develop interactive and user-friendly fact-checking
systems. TweetCred was developed by Gupta et al. (2014) to verify content of Twitter in
real-time. It provides a visual rating system based on machine learning to determine
credibility of each tweet. It can be used as a web plugin and users will see ratings in
Twitter web page real-time. Twittertrails is another service built on Twitter that provides
more interactive web-based fact verification (Finn et al. 2014). Users can explore the level
of dissemination and skepticism for a particular claim, and see their temporal nature and
visibility level. through interactive visualizations. RumorLens was one of the first tools
that combined computation with interactivity to visualize the complex process of news
propagation (Resnick et al., 2014). A similar tool is RumorFlow which provides visual
analytics of fake news and shows visualization of rumor topic, word cloud, relationship
between topic and rumor (Dang et al., 2016). Hoaxy, an acclaimed tool developed by
Shao and his colleagues (2016), automatically combines information stream from
different social media accounts and show how misinformation is spread in their networks.
The tool also provides a comprehensive search engine to search ongoing hoaxes and
claims. Its dashboard shows timeline of fake news spread and visualization of accounts
from where the news is spread. Some studies went beyond interactive tools and proposed
new interaction techniques for news verification. Pourghomi et al. (2017) took into
account some psychological aspects of fake news and proposed a ‘right-click
authentication’ approach in contrast to direct fact-checking. Nguyen et al. (2018)
designed a human-AI interface where users are actively involved in news verification
process.

Social media and large internet companies also developed their own fact-checking
services to address the problem of misinformation. Facebook took one of the early
initiatives in December 2016 and started adding ‘Disputed’ tags to the posts which were
found fabricated by third-party fact-checkers (Clayton et al., 2019). This approach,
however, was turned down just after one year as research found that authoritative fact-
checking has backfire effect and strong confrontation only reinforces people’s existing
beliefs (Lyons, 2017; Clayton et al., 2019). Facebook replaced fact-checking badges with
‘Related Articles’ feature that simply tries to give more context of news, which was more
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effective than previous approach. Google published several tools recently under ‘Google
News Initiative’ to fight misinformation and promote quality journalism (Funke, 2018).
WhatsApp launched a fact-checking service in India ahead of national election where
users can assess credibility of claims through text messages (Lomas, 2018).

An overview of different types of fact-checking services is provided below. These
services were developed by different bodies and take distinguished approaches towards
news verification. Thus, analysing them provides an illustrative picture of fact-checking
approach from that domain. For example, services developed by academic researchers
focused more on technical aspects like data visualization while independent fact-checkers
focused on journalistic aspects like exhaustive reports.

Table 1: A general overview of different types of fact-checking services

Service/ tool Approach Medium Key features

Snopes Journalistic News website Extensive reports, credibility rating

PolitiFact Journalistic News website,
mobile app

Extensive reports, virtual ‘truth-
meters’, gamified app, API

ClaimBuster Automated/
end-to-end

Web tool Real-time claim monitoring,
sentence analysis, fact-check
repository, knowledge base, API,
Slackbot

Hoaxy Automated/
visualization

Web tool Search engine, interactive
dashboard, social media accounts
visualization

TwitterTrails Automated/
visualization

Web tool Real-time tweet monitoring, timeline
and spread visualization,  related
images, interactive dashboard

Facebook Mixed Social media,
mobile apps

‘Disputed’ flags (discontinued),
‘Related Articles’ to provide
background information of news

While many of these fact-checking tools and services received acclaim for accuracy and
credibility, their usefulness and trustworthiness to mass users has been questioned (Lazer
et al., 2018; Brandtzaeg et al., 2018). Empirical evidences on their efficacy are still very
limited (Karduni, 2019). Many experts raised questions like who would authenticate the
fact-checkers, and how they would distinguish between opinions and facts. More relevant
to the topic of this thesis is the criticism of their usefulness. Online fact-checking services
are information systems, and their success depends on their perceived usefulness
(Brandtzaeg et al., 2018). This usefulness depends on whether users perceive them as
necessary and eligible to discern false information from factual news (Davis, 1989).
Current body of research suggests that usefulness of existing fact-checking services are,
at best, mixed (Lazer et al., 2018). The most common barrier to their usefulness, as found
by Nguyen et al. (2018), Fernandez and Alani (2018) and Lazer et al. (2017) and Karduni
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(2019) is lack of a nuanced approach that considers behavioral and cognitive aspects of
fact-checking.

2.3 Cognitive elements of fact-checking

Fact verification by individuals is a complex cognitive process. There is a consensus
among psychologists that simply presenting correct information to people is unlikely to
change their existing belief or opinion (Fernandez and Alani, 2018). The backfire effect
of such confrontation has been confirmed by many studies (Nyhan and Reifler, 2010;
Lazer et al., 2018). Unfortunately, current fact-checking services and tools overlook this
cognitive complexity and just strive to achieve technical accuracy (Nguyen et al., 2018;
Karduni, 2019). This absence of human factors in news verification tools made most of
them somewhat inefficient. Most of these tools contradict with the ultimate goal of fact-
checking, which is to reduce the effect of misinformation on users (Karduni, 2019).

Fact-checking tools communicate through interactive media like websites and
applications. Interactive media try to influence users through different forms of content
(Jensen, 1997; Xu and Sundar, 2014). One form of interactivity is medium-based
interactivity or modality interactivity. Modality interactivity means the availability of
different types of tools and cues on interfaces that maximize accessibility. Interfaces with
high number of modalities can influence users’ attitude and behavior towards a content
(Xu and Sundar, 2014). For example, a website with substantial clicking and scrolling
features would be perceived as more interactive than websites that merely shows static
images. These high modality interfaces can achieve greater cognitive absorption, which
means users will be paying more attention to the content. Cognitive absorption, or user
engagement in simple words, has been conceptualized as a mental state where users are
emotionally and cognitively involved with a particular task (Xu and Sundar, 2014). While
engaged in a task, users fully invest cognitive resources to process incoming information
and make judgement based on that. Cognitive absorption and message elaboration are
two aspects that can maximize user involvement with an interface, leading to persuasion
(Xu and Sundar, 2014).  In other words, user engagement is the key to achieve such level
of persuasion that could lead to behavioral change (Oh and Sundar, 2015).

Interactive media from most domains significantly evolved towards persuasion by
applying user engagement techniques in last couple decades (Sundar et al., 2010). Health
applications evolved from informative websites to interactive mobiles apps that are highly
personalized and customizable. Online shopping experience has been enhanced by visual
and psychological cues such as 3D view, rating system. Tourism websites heavily use
persuasive features to retain users in their sites (Ibrahim et al., 2013). Social networking
websites like Facebook harnessed persuasive strategies to keep billions of users engaged
in their system (Fogg et al., 2008).

Comparing with these domains, fact-checking media remained mostly primitive. Current
fact-checking services not only lack interactive features, they also significantly lack basic
level of user involvement. As Fernandez and Alani (2018) noted, current fact-checking
tools disengage users by treating them as passive consumers rather than co-creators and
detectors of fake news. On the other hand, fake news manages to engage readers by
leveraging from low cognitive effort (Osatuyi et al., 2018) or ‘mental shortcuts’ (Sundar
et al., 2007). To battle this problem, cognitive and behavioral interventions are required
that would take a nuanced and interactive approach towards news verification
(Lewandowsky et al., 2012). Sundar et al. (2007) also found that perceived credibility of
online news is not just restricted to the news content. News interfaces that use
psychological cues are likely to receive higher credibility and user engagement, even in
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situations where the task needs extra cognitive effort (Sundar et al., 2007). These findings
have implications for fact-checking behavior. It means if users could be deeply engaged
in fact-checking services with interactive features, they might be willing to spend
cognitive energy to evaluate misinformation.

Another interesting observation from Table 1 is that most of the independent fact-
checkers don’t have smartphone applications, which means smartphone users only reach
them through mobile browsers. This significantly restricts the scope of user engagement.
Imagine health applications where you could only read about healthy habits but could not
track your physical activities.

Several attempts have been made to connect psychology theories with fact-checking
behavior. In an early study, Lewandowsky et al. (2012) provided a comprehensive
framework grounded in cognitive psychology to design effective interventions. The
authors emphasized on role of individuals in reducing misinformation, and proposed that
skeptic attitude and prior warnings are keys to prevent its cognitive influence. Based on
Theory of Reasoned Action, Khan and Idris (2019) concluded that individuals should be
at the centre of the efforts while dealing with spread of misinformation, and should verify
news by themselves before sharing. Kumar and Geethakumari (2014) developed a generic
framework based on cognitive decision-making process and proved that having users to
make conscious decisions is a way to fight misinformation. Based on theoretical research
on epistemology of testimony and trust, Torres et al. (2018) found that perception of news
author, news sharers’ network and intention to share news influences news verification
behaviors. Fernandez and Alani (2018) suggested to closely engage users in the
misinformation detection and verification process as a fundamental step of fact-checking.
Understanding users’ motivation and personality traits are also key factors (Chen and Sin,
2013).

Table 2: Constructs relevant to fact-checking, extracted from cognitive literature

No. Construct Relevant theory Author

C1 High-modality interface Interactivity

Cognitive
absorption

Oh and Sundar
(2015)C2 Mechanism to cognitively engage users

C3 Inclusion/responsibility of users Theory of
Reasoned Action

Khan and Idris
(2019)

C4 Skepticism about news source Worldview

Skepticism

Lewandowsky
et al. (2012)C5 Pre-exposure warning

C6 Information presentation

Situational
Awareness Endsley (2018)

C7 Information confidence

C8 Information integration

C9 Goals and motivations

C10 Promoting truth in group setting



15

Endsley (2018) reviewed state-of-the-art of fact-checking and provided framework to
develop human-centered interventions. She claimed that fake news manipulates our
cognitive consciousness by degrading situation awareness (SA), thus its solution requires
‘cognitive engineering’. By reviewing relevant literature, she proposed several key
factors which could be applied to design solutions that overcome our cognitive biases.
Her framework includes factors like enhancing information presentation visually and
integrating them, addressing people’s inherent motivations and mental models,
overcoming confirmation bias etc.

Information presentation was the most important criteria that could make people more
objective about world events (Endsley, 2018). Urgent and repeated presentation of facts
could mitigate backfire effect and reinforcement of false information. Misinformation
should not be mentioned repeatedly in the correction. Simplicity was another important
factor that makes information processing easier, which in this case would be presenting
one or two fact-checking arguments concretely instead of lengthy ones (Endsley, 2018).
Information framing is useful to minimize backfire effects of fact-checking. Choosing
right words or right narrative can increase the likelihood of accepting the facts, for
example replacing ‘carbon offset’ with ‘carbon tax’ (Endsley, 2018). Text-based warning
of false information was also found effective when presented with correct information.

Endsley (2018) proposed information confidence as another major factor in developing
fact-checking services. Information confidence means encouraging readers to be skeptic
about the source of news. People are unlikely to believe false information if it comes from
totally unknown sources. Tools that help people to manage information from different
sources various reliability levels could be useful here (Endsley, 2018; Lewandowsky et
al., 2012).

Fake news often comes in disorganized manner with inconsistent information that is
difficult to process. Thus, their correction should be presented in a visual manner that
makes information more interactive (Endsley, 2018). Graphical presentations could
provide clarity on the topic and help readers to develop a more objective mental models.
Endsley (2018) gave an example of news about climate change, where graphical
representation can significantly increase its believability. However, graphs and
visualizations should be presented with relevant context that is understandable by broad
number of readers.

It’s very difficult to change people’s inherent motivations, and people with defensive
mindsets might reject information that contradicts with their worldview. Based on
Lewandowsky’s (2012) findings, Endsley (2018) suggested to direct fact-checking efforts
towards people who are less biased or less entrenched. Alternative narrative can be used
to portray information in new lights or expose logical flaws in misinformation. While
presented in an interactive way, this approach positively improved people’s mental
models (Endsley, 2018).

Overcoming confirmation bias and social forces are two major challenges in fact-
checking. Cognitive bias could be minimized by encouraging people to form truthful
opinions, especially if those come from their social group leaders (Endsley, 2018). Other
researchers proposed interventions that encourage deeper thinking instead of directional
reasoning. Changing opinions in group settings is still an under-developed research topic,
but Endsley (2018) proposed to frame messages in a way that is consistent with social
groups’ values, even if that requires accepting them in some controversial issues. Some
mitigation strategies taken by social media companies such as YouTube, Facebook was
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found effective such as providing news context, which could be incorporated into other
fact-checking tools (Endsley, 2018).

2.4 Persuasive technologies

Fogg’s (1998) seminal work on human interaction with technology found persuasion as
a major factor behind attitude and behavior change. Persuasion was defined as an attempt
to influence human attitudes or behaviors or both, without using deceptive methods
(Fogg, 1998). Interactive technologies designed for such behavior change are called
persuasive technology. Systems built on this framework could be applied to wide range
of domains such as education, business, health, professional activities, welfare (Fogg,
1998). Indeed, empirical findings proved that persuasive behavior models are highly
effective in attitudinal and behavioral change (Hamari et al., 2014; Orji and Moffat,
2018). Systems based on these models have seen wide success in healthcare. Persuasive
systems designed as interventions helped people to adopt healthy lifestyle by changing or
reshaping unhealthy habits such as smoking, substance abuse, over-eating as well as
improved mental condition for depressed patients (Orji and Moffat, 2018).

Persuasive technologies have been used to encourage certain types of behavior among
users. Forget et al. (2008) used persuasion to influence users into creating stronger
passwords. They found that motivating users to increase password security is more
efficient than overwhelming them with manual instructions. Wunsch et al. (2015)
designed persuasive strategies to encourage people into biking, which returned promising
results. Oeldorf-Hirsch and Sundar (2010) found gratification techniques that motivate
people to share photo online. Many persuasive systems have been used to influence
people’s behavior towards sustainable living and energy saving (Shih and Jheng, 2017;
Stribe and Larson, 2016). However, no fact-checking service has applied persuasive
strategies to fight the problem of fake news so far.

2.4.1 Persuasive Systems Design (PSD) Model

While Fogg’s (1998) persuasion theory provides meaningful understanding of persuasive
technology, its conceptual nature makes it difficult to directly apply in development or
evaluation of persuasive systems (Oinas-Kukkonen and Harjumaa, 2008). Persuasive
Systems Design (PSD) is a comprehensive framework that can be used to design and
evaluate persuasive software. The model provides a structured approach to persuasive
systems that are contextualized and targeted for specific behavior change. It offers a set
of postulates that describe the key characteristics of persuasive systems, persuasion
context and design principles that can be mapped into system features (Oinas-Kukkonen
and Harjumaa, 2009).

The first step in designing persuasive systems is acknowledging the seven postulates,
which were derived from prior researches in cognition and psychology field. The first
postulate describes IT as never neutral, and it always influences human behaviour in a
way or another. Second postulate states that people like their worldview to be consistent
and organized. Third postulate asserts that persuasion can follow direct or indirect route,
so persuasion strategy should be designed according to individual’s existing attitude.
Fourth postulate states that persuasion should happen in a gradual process instead of
monolithic effort. Fifth, sixth and the last postulates are about openness, unobstrusiveness
and usefulness of the system (Oinas-Kukkonen and Harjumaa, 2009).

After addressing the postulates, persuasion context should be analysed. This is done by
identifying the intent behind persuasion, determining persuasion event and recognizing
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the persuasion strategies in use. Intent identifies who is the persuader and what type of
attitude or behaviour change is targeted. As machines do not have intentions of their own,
there are always human persuaders behind systems. Intent is implemented in systems
through persuasive event. In this phase, context of use, user and technology is recognized
to understand persuasion event. Persuasion strategy is identified in the last step, which
reveals which route, direct or indirect, is followed for persuasion (Oinas-Kukkonen and
Harjumaa, 2009).

While postulates and persuasion context prepares the ground for persuasion, they are not
specific enough to be used as system requirement. Thus, Oinas-Kukkonen and Harjumaa
(2009) provided a set of design principles that can be used to develop and evaluate
functionalities of persuasive systems. These principles were divided into four categories:
primary task support, dialogue support, system credibility support and social support.
Primary task support, the first category, helps the users to accomplish a primary task by
reducing complex steps or monitoring their performance. For example, heart rate
monitors could encourage users to exercise more. Dialogue support features establish
communication with users by providing feedback through rewards, appraisals, and
suggestions. An example is fitness applications that gives virtual badges as rewards to the
high-performing users. System credibility support features lean on credibility and
trustworthiness to persuade users. For example, a system can show certificates from third-
parties to improve its credibility. The last category is social support features, which
leverage from social attitudes such as comparison, competition and facilitation. Example
of this category is systems where a user can compare their performance with other users
(Oinas-Kukkonen and Harjumaa, 2009).

2.4.2 PSD analysis of fact-checking services

To identify persuasive features in existing fact-checking services, an analysis was
conducted using the PSD model. Services for review were selected from several literature
such as Brandtzaeg et al., (2017) and Brandzaeg et al. (2018). Popular fact-checking
services of different types were selected which represent that particular domain according
to Table 1. The following table shows the analysis:
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Table 3: Analysis of existing fact-checking services using PSD model

Principles Hoaxy Snopes PolitiFact T.Trails ClaimB FB

Primary
Task
support

Reduction X X X X X X

Tunnelling X
Tailoring
Personalization X
Self-monitoring
Simulation  X
Rehearsal

Dialogue
Support

Praise

Rewards
Reminders
Suggestion
Similarity X
Liking X X X
Social Role

System
Credibility
Support

Trustworthiness X X X X X X

Expertise X X X X X X
Surface
Credibility

X X X X X

Real Wrld. Feel X X X
Authority X
3rd party X X X X X
Verifiability X X X X X

Social
Support

Social Learning

Social Comp. X
Norm.Influence
Scl. Facilitation X X X
Cooperation
Competition
Recognition

From the table, we can see that system credibility was the only prevalent persuasive
feature category. In this category, trustworthiness and expertise were most common
features among all services. However, no service used any dialogue support feature,
which made it the most under-utilized category. Lack of dialogue support means the
experience in these services were not interactive at all.

All services applied at least one primary task support feature which is reduction. This
means all of them tried to provide an answer about authenticity of news by checking the
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facts by themselves. Self-monitoring was proven highly effective in healthcare, which
was not applied by any service.

Presence of social support features were also minimal. Hoaxy, TwitterTrails and
Facebook applied social facilitation by showing info (view, shares) about other users.
Lack of social support features in Facebook was quite surprising as it’s the largest social
network in the world.

Among independent fact-checkers, only PolitiFact has a gamified mobile application.
While the game helps with primary task support, it doesn’t have any social or dialog
support feature. But presence of the game indicates that some fact-checkers noticed the
problem of user engagement, thus trying out interactive mediums like mobile apps.

2.5 Credibility and value paradoxes

Fact-checking services are developed as applications to be used by general internet users,
which makes it part of the social web. Oinas-Kukkonen and Oinas-Kukkonen (2013)
defined social web as the phase where internet got redirected towards people, replacing
its traditional structure with human-centered applications. This shift gave birth to several
paradoxes that users frequently face while using the social web. These are: privacy
paradox, identity paradox, credibility paradox, friend paradox, filter paradox and value
paradox. Among these, credibility and value paradoxes are relevant for the fact-checking
system developed in this study.

Credibility paradox is associated with users’ tendency to trust all content of the web,
regardless of their source. Because web generates a massive amount of information, it’s
easy to run into facts that are made-up, inflated or opinionated. But people still consider
web as trustworthy because of its openness and accessibility. Gaining and sustaining their
trust is the key to achieve credibility, which is important to maintain reputation in the
social web (Oinas-Kukkonen et al., 2013).

Value paradox is related to the paradoxical nature of web’s promise. Although it provides
ample opportunities to establish new social connections or create new businesses, their
value diminishes because of the flat structure of the web. Unimportant information and
activities could be perceived as important, and people could develop a false sense of
identity with illusionary audience. It’s also easy to contaminate the web environment with
unnecessary information, which only grows with time without any implication for the real
world. Thus, products and services launched in the web should have clear value
proposition for the users (Oinas-Kukkonen et al., 2013).
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3. Research Method

Design Science Research Method (DSRM) was used as main research approach to carry
out this study. The reason for choosing DSRM was it fits the purpose of the study, which
is to build an artifact that solves a particular problem (Hevner et al., 2004). In this chapter,
theoretical background of design science is discussed as well as the implementation
process for this study.

3.1 Design Science in Information Systems research

Information systems research consists of two broad paradigms: behavioral science and
design science. Behavioral science paradigm has its origin in natural science, thus theory-
building in nature. Researches from this paradigm develop and validate theories that try
to understand or predict human and organizational phenomena in information systems
setting. Design science, on the other hand, has its roots in engineering research and seeks
to broaden the human and organizational capabilities by developing new and innovative
artifacts. These paradigms together set the IS discipline at the intersection of people,
organizations and technology. Thus, it is important to apply both paradigms
complementarily to solve the complex problems of information systems and to make
significant contribution to the discipline (Hevner et al., 2004).

Hevner et al. (2004) argued that behavioral science research often studies an artifact that
has already been implemented in organizational setting, while design science tries to
resolve identified problems of organizations by developing and evaluating the artifacts.
These artifacts have been broadly defined as “constructs (vocabulary and symbols),
models (abstractions and representations), methods (algorithms and practices) and
instantiations (implemented and prototype systems)”.  They may come in different forms,
but are represented in a structured way so that they can be evaluated using quantitative or
qualitative methods. Just like field experiments help behavioral scientists to understand
organizational phenomena, design science researchers address the problem through the
process of constructing artifacts (Hevner et al., 2004).

A conceptual framework was further developed by Hevner et al. (2004) by combining
behavioral and design science. The framework helps IS researchers to understand,
evaluate and execute design science research. It contains three main components:
Environment, IS Research and Knowledge base. Environment is the space where people,
organizations and technology comes together to address the business needs that is relevant
to the research. Development or justification of theories or artifacts take place in IS
Research. Knowledge base comprises of foundations and methodologies of previous IS
research. Frameworks, theories and tools from prior research are foundations that use
methodology as a guideline to evaluate or justify artifacts to achieve research rigor.
Knowledge base continuously gets additions from research phase while the Environment
gets applications to meet the business needs (Hevner et al., 2004).

As design science is by nature a problem solving process, building and applying an
artifact to solve the problem gives designers deep insights, which can reveal effective
ways to solve the problem. Hevner et al. (2004) provided seven guidelines to conduct
such meaningful design science research in IS. They are following:

1. Design as an artifact: Outcome of design science research should produce a novel
artifact in the form of construct, method, model or instantiation. The artifact
should solve the problem in an innovative way.
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2. Problem relevance: The designed artifacts should try to solve a problem faced by
an organization or community. Importance and relevance of the problem should
be considered instead of just validating existing theories or predicting phenomena.

3. Design evaluation: The artifact should be tested rigorously with an established
evaluation method. Evaluation metrics and data collection methods should be
well-defined. A proper evaluation should measure the artifact’s quality, efficacy
and utility.

4. Research contributions: Design science research should add value to the existing
artifact, foundation or methodologies through tangible and concrete contribution.

5. Research rigor: Rigorous methods based on existing knowledge should be used in
both design and evaluation process. Rigor should be also balanced with relevance.

6. Design as a search process: Design should be viewed as an iterative process where
the solution is achieved through recurring evaluation and improvement.

7. Communication of research: Outcome of design science should be presented in an
effective way so that both technical and non-technical audience can understand.

3.2 Design Science Research Methodology (DSRM)

Peffers et al. (2007) provided a comprehensive framework based on design science
principles to conduct design science research. They emphasized the need of a commonly
accepted framework in the domain. Named Design Science Research Methodology
(DSRM), the framework consists of principles, practices and procedures to conduct
design science research. The research should also meet three objectives. It should have
consistency with existing literature, should provide a nominal process for research and
should provide a mental model to present and evaluate the research.

Peffers et al. (2007) also presented a process model consisting six activities to conduct
design science research. The model is a synthesis of previous research. Six activities are
problem identification and motivation, objectives, of the solution, design and
development, demonstration, evaluation and communication. Figure 1 demonstrates a
visual representation of the model:

Figure 1: Design science nominal process model (Peffers et al. 2007)
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The first activity is problem identification and motivation, which defines the specific
problem and the rationale for a particular solution. Main resources of this activity are to
know the state of the problem and importance of the solution. The second activity is about
defining objectives for a solution, which identifies scope of the research and set
objectives. These Objectives can be either qualitative or quantitative. The third activity is
design and development, which involves identifying functionality and architecture of the
artifact as well as creating the artifact itself. It could be a construct, a model, a method or
an instantiation. The fourth activity is regarding demonstration of the artifact. With sound
knowledge about usability of the artifact, researcher can experiment or simulate it to show
its efficacy. In fifth activity, evaluation, the artifact is measured against the objective of
the study to see how well it solves the problem in research. Based on the type of the
solution, evaluation method can be quantitative or qualitative. Researches can also iterate
back to third activity if unsatisfied with evaluation results. Communication, the final
activity, involves presenting the problem, the solution and research results to the
appropriate audiences. Researchers from the domain and practicing professionals could
be audiences. Researcher can then use the empirical research structure to structure the
paper and publish it in scholarly journals (Peffers et al., 2007).

The DSRM process is non-linear, which means it has different on-boarding points.
Researchers do not have to conduct the research in the exact sequential order of the
process. They can start from a certain activity and move forward. A problem-centered
approach starting from the first activity would be suitable if the research stems from
observation of the problem or suggested direction from previous literature. An object-
centered approach can be taken if the research is motivated by industry or consultants. If
the artifact already exists and solve some other problem than the problem of research, the
process can start from design and development. It can also start from observing an
existing artifact. In this case, demonstration activity can be the entry point and research
can go backwards to increase rigor and validity (Peffers et al., 2007).

3.3  Implementation of DSRM

DSRM has been implemented to conduct this study. Problem-centered approach was
followed due to the nature of the study, and it followed the sequential activities of the
process. Basis of the research was the need of a behavioral intervention to combat fake
news. Figure 2 illustrates the problem-centered approach applied in the study followed
by an overview of the activities:

Figure 2: DSRM process implemented in this research
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Problem identification and motivation: The problem was identified from state-of-the-art
of fake news literature. Many fact-checking tools have been developed to deal with the
problem, but most of them overlooked the cognitive aspects of fake news. PSD model
proposed by Oinas-kukkonen and Harjumaa (2009) could be applied here to develop more
interactive systems that persuade users into authentication of news.

Objectives of Solution: The objective was to develop a fact-checking mobile application
that would persuade people to frequently fact-check news. Major difference with existing
fact-checking tools is that our tool emphasizes on attitudinal change towards fake news,
not on the technical know-how of fact-checking.

Design and Development: The artifact was developed by following standard software
engineering process. Features of the software were rigorously identified through
persuasive principles and relevant fake news literature. Requirement specifications were
identified through use case diagrams and architecture developed using modern
application development technologies. React Native, an open-source cross-platform
framework based on JavaScript, was used as the main technology.

Demonstration: The artifact was first developed as a graphical prototype to understand
user interactions. It was then developed into a full-fledged mobile application which could
run in iOS devices. During development it was demonstrated to several users to redefine
user experience.

Evaluation: The artifact was evaluated to measure effectiveness of persuasive features in
fact-checking domain. Users were heuristically interviewed through a semi-structured
interview and structured questionnaire. Results were be analysed and documented.

Communication: Result of the study was be communicated through this thesis. The entire
research process including literature review, theoretical framework, research method,
implementation process, evaluation, results and discussions was documented in the thesis,
which would be available online for reading.



24

4. Software Artifact

A software artifact called ‘Fact-checker’ was developed for this study to investigate
persuasion in fact-checking environment. It’s an iOS application that tries to persuade
users into fact-checking through behavioral interventions. Features of the application
were identified through PSD model and cognitive psychology literature. Design and
implementation process of the artifact is discussed in this chapter.

4.1 PSD model analysis

Persuasive System Design (PSD) model consists of three phases: persuasion postulates,
persuasion context and software design principles. As basis of the design process, the
seven postulates have been adopted which helps us to understand overall scope of the
system. We acknowledge that the system will affect users’ behavior in a way or another
as information technology cannot be neutral. Complying with second postulate, the
system will not directly challenge users’ existing worldviews or opinions. It will take a
more nuanced approach instead. Both direct and indirect features of persuasion will be
followed and they will try to persuade users incrementally instead of monolithic efforts.
User experience of will be intuitive and easy-to-use, and users will be clearly notified
about the purpose of the system.

4.1.2 Persuasion context

Persuasion context analysis is required to recognize cognitive consistency of a system. A
careful analysis of context could provide a consistent user experience. The analysis is
done in three steps: the intent, the event and the strategy.

Intent

Identifying persuader and the type of intended change is the way to recognize the intent
of the system (Oinas-Kukkonen and Harjumaa, 2009).  Persuader of the system was the
designer of the application, who is a student researcher in the Information Processing
Science department of University of Oulu. It’s designed to be autogenous, which means
it could be used by the users without help of the experts. Alternatively, persuaders could
be creators of existing fact-checking services who want to change their users’ behavior
towards fact-checking.

Intention of the system was to develop fact-checking behavior in users. It would
encourage users to verify truthfulness of news and engage users in the fact-checking
process. According to the discussion in section 2.2 and 2.3, such interventions are
required to overcome the cognitive biases of fake news.

Another intent of the system was from research perspective, which was to study whether
persuasive features could change users’ behavior or attitude towards fact-checking.

Event

User context: The application was intended for individuals who frequently consume
online news and share them in social media. In a way, user could be anyone who uses
internet. But this broad scope also makes it difficult to tailor the application for certain
groups. Thus, the application focused on users who were already conscious about the
problem fake news and wanted to fact-check news before sharing, but found current fact-
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checking services difficult to use. In summary, we assume that the user already has some
inherent motivation to verify news before sharing.

Use context: Use case of the application was whenever users come across an online news
they are skeptic about. They would visit the application to check truthfulness of the news.
Ideally, they would not be motivated enough to check authenticity even though they are
skeptic, because such verification requires additional cognitive effort as discussed in
section 2.3. This is where the application comes in. It would have persuasive features
such as virtual rewards, points system and self-monitoring, which are expected to
motivate users into fact-checking. Users might even frequently come back to the
application to casually check latest false news roaming around in internet.

Technology context: The application was developed for iOS platform and it could be
published in the App Store. Most users come across fake news through mobile devices,
so a smartphone application would make the system available to most iPhone users. React
Native, an open-source framework of JavaScript, was used for development.

The system itself did not have any fact-checking mechanism, so the news were fetched
from a third-party APIs provided by the Google’s fact-checking API. It should be noted
that emphasize of the system is on persuasive features, not on the process of fact-
checking.

Strategy

The system utilized both direct and indirect persuasive features. Source-checking and
reward system were the most visible and direct persuasive feature, along with self-
monitoring dashboard. Indirect cues involved persuasive messages in form of
notifications and reminders.

4.1.3 Persuasive software features

Software features of Fact-checker were identified using persuasive design principles and
cognitive constructs suggested in previous literature (Table 2). The focus was on the
persuasive features that are absent from existing fact-checking services (Table 3). iOS
platform from Apple was selected as the implementation medium, as high-modality
interactive features could be easily designed and deployed in the platform.

An overview of major features is following:

Newsfeed

Newsfeed displays a real-time feed of potentially fake news that is roaming around in the
internet. These news are fetched from another third party fact-checking service through
APIs, which in this case was from PolitiFact, one of most popular non-profit fact-
checking services. This is also the home page of the application.

The feed helps the users with the primary task support, which makes the task of fact-
checking simple and efficient. Users don’t need to find sources of a news by themselves
as all content are clearly presented with sources and facts, which increases modality of
the interface as suggested by Oh and Sundar (2015). Such integrated presentation of news
has been suggested by Endsley (2018) as a mitigation technique of fake news.
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Source-checking and rating

This is the most prominent persuasive feature of the application. Users can only rate news
after they check source behind a news. If users click on the rating button before checking
sources, they would be prompted to check sources first. Each time users rate news after
checking sources, they would receive virtual praise and badges. This feature is core
intervention mechanism in the application, backed my cognitive constructs proposed by
Oh and Sundar (2015) and Endsley (2018) as shown in Table 2. It provides cognitive cues
to the user to spend mental energy for fact-checking.

The app also shows how many people have viewed a particular claim, and how many of
them rated it as true or false. If majority of the users mark a news as right or wrong, this
would influence others to believe the fact even if that goes against their existing belief.
This feature was conceptualized from Lewandowsky et al.’s (2012) suggestion on
skepticism about news source, pre-exposure warning and Endsley’s (2018) suggestion on
promoting facts in group settings. It was implemented in the system using normative
influence feature, a social support category persuasive principle.

Praise and rewards

A virtual reward system is integrated in the application. Users will get rewards each time
they check authenticity of a news before sharing and confirm that they have checked the
sources. They get extra points for sharing factual news. When they gain a certain amount
of points they receive virtual rewards such as Inspector, Citizen Journalist.

Several persuasive principles under dialog support category are implemented through this
feature, such as praise and rewards. As seen from Table 3, this category is significantly
missing in current fact-checking services. Endsley (2018) proposed goals and motivation
as major factor to subconsciously engage people into information acceptance. Virtual
rewards can persuade people to frequently verify news and help them to accept conflicting
information.

User statistics

Users can check statistics of their fact-checking behavior. They can measure how many
news they fact-check each week or month, just like users can measure daily calorie intake
in health applications.

This feature is implemented according to the self-monitoring principle under primary task
support category. This is one of the most effective persuasive features in domains like
healthcare. But almost no fact-checking service currently provides such usage statistics.
The feature is also supported by Endsley’s (2018) suggestion on information integration,
where she asked to present information in a graphical way to reduce misinformation.

Notifications

The system often send notifications to users alerting them about potential fake news.
However, it only suggests to check sources of the news instead of directly confronting
them to avoid backfire effect. This falls under reminder type of persuasive feature.
Endsley (2018) proposed this type of intervention under information presentation
category and Lewandowsky et al. (2012) proposed this as pre-exposure warning to fake
news.
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User profile

Users can sign up for the application and have personalized profile pages. The page will
contain basic information about the user. Although this is not primarily a persuasive
feature, such profiling could give users a tailored user experience. Most fact-checking
services mentioned in section 2.2 do not allow users to create personal profiles.

Table 4: Implemented features of the system

Category Principle Implementation Cognitive
construct

Primary
task
support

Reduction The application reduces the complex
task of fact-checking by providing a
real-time newsfeed

C1, C8

Self-
monitoring

Users can monitor how frequently they
check truthfulness of news

C6

Tunnelling Users can only rate a news after
checking sources, which is expected to
form fact-checking habit

C2, C7

Dialogue
support

Praise System will praise users with motivating
words when they check source of a news

C9

Rewards Users will get virtual badges when they
earn certain points and reach different
levels

C9

Reminders Notification will be sent to users when a
potentially fake news gains popularity

C5, C6

System
credibility

Verifiability Each news will contain original source
from where the news has been fetched

C7

Social
support

Normative
influence

Shows who already viewed the news
and rated as true or false

C4, C5, C10

4.2 Software development process

Standard software development process was followed to develop the system.
Requirements of the system were identified first, which helped to decide the software
architecture. A prototype of the system was developed before final implementation. They
are elaborated in the following sections.

4.2.1 Requirement specification

The first step of development process is requirement specification, where functional and
non-functional requirements of the artifact are identified. Stakeholders and their needs
are identified in this step, as well as documenting the requirements for further design,
analysis and implementation (Nuseibah and Easterbrook, 2000).
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Stakeholders of the application are users who want to check authenticity of news through
smartphones. Another stakeholder could be owners of existing fact-checking tools who
want their users to develop fact-checking behavior. As most features of the system are
automated, system owners’ do not have much responsibility other than providing real-
time, updated API that fetches popular claims. Users are required to sign up for the system
and create a user profile with some personalized information name, email. Main use cases
for the user are to check sources of a news and mark them as true or false. Another use
case is to visualize their performance of fact-checking and compare it with other users. If
they are looking for a particular claim, they can search for it through search feature. End-
users are not allowed to add, modify or delete any content as they will be fetched from
third-party API.

A high-level list of key requirements of the system is following:

Table 5: Functional requirements of Fact-checker

No. Title Description

Req-1 Sign-in Users must be able to sign-up in the system and sign-in

Req-2 Browsing Users must be able to browse recent claims/ news

Req-3 Source-checking Users must be able to check sources of a claim and
authenticate it based on available facts. They cannot rate
the news before checking facts

Req-4 Reward system Users must receive virtual rewards/ badges when they
earn certain points through regular fact-checking

Req-5 Self-monitoring Users must be able to monitor their statistics about fact-
checking and must be able to compare that with other
users

Req-6 Notifications System should send user frequent notifications about
recent online claims

4.2.2 Software architecture

The bridge between requirements and implementation phase is software architecture
(Garlan, 2014). It’s a high-level representation of the abstraction that leads to design and
implementation of software (Garlan and Shaw, 1993). Complex systems like software
consist of different abstraction and operation levels with individual architectures.
Software architecture illustrates the configuration of these architectural elements and how
they interact with each other. Role of appropriate architecture becomes even more
essential as the system scales and gets complex (Garland and Shaw, 1993).

MVC architecture has been traditionally the most popular architecture for this type of
system. However, traditional MVC framework has challenges such as managing the
application view, especially when it deals with different DOM manipulations. Because
MVC follows two-way data binding, it re-renders the app even for small change of
element, leading to heavy UI (Paul and Nalwaya, 2016).
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React was developed by Facebook as a JavaScript framework. The goal of the framework
was to make complex user interface building easier, where data changes dynamically.
React provides the V part of the MVC (model-view-controller) architecture. Based on
principles of React, Facebook released another framework for building native mobile
applications, called React Native. It takes a hybrid approach towards development, which
means the application is built using web technologies here, but it’s rendered, executed
and displayed as a native application. Both React and React Native uses Flux architecture,
where data flow is unidirectional. Instead of two-way data bind like MVC, they use a
concept called Virtual DOM. This allows the application to keep pages updated with
minimal load and refreshing (React Native; Paul and Nalwaya, 2016).

The main advantage of using React Native is that source code can be compiled for both
iOS and Android platform. An abstraction layer called the ‘bridge’ enables Native to
render APIs in Objective-C (iOS) or Java (Android). Because of this time-efficient,
lightweight architecture and UI-centeredness, React Native was used as the main
technology to build the system.

Figure 3: Flux application architecture for React Native (Flux, 2014)

Based on these analyses and requirement specification, following architecture was drawn
for the system. The general architecture addresses the functional requirements as well as
persuasive features of the application. Main content provider of the system is a third-party
fake news/ online claims database. Claims will be fetched in JSON format through REST
APIs, which will be parsed and displayed in the newsfeed. All other features of the system
are based on these parsed content.

Action Dispatcher Store View

API
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Figure 4: A general architectural view of the application

4.3 Implementation

Implementation of the system was conducted in two steps. A high-fidelity prototype of
the application was developed first using an online prototyping tool. Final implementation
was conducted through React Native technology.

Prototype, in design science context, has been conceptualized as an artifact that
approximates the functionalities of a product, system or service. It has been present
throughout history and interwoven into many technological breakthroughs. However,
different prototyping efforts require different strategies, so the end-goal should be kept in
mind while designing it (Camburn et al., 2017). In this research context, prototyping was
done to better understand the workflow of the application and its different functionalities.

A simple and intuitive design was followed to build the system, according to Apple’s
guidelines (Apple). Because the audience of the application are general internet users,
look and feel was kept as minimal and unobstructive as possible. Main components of the
application such as user profile, statistics and newsfeed were accessible by the bottom
navigation bar.

The first designed feature was a login page. Users need to create profile to use the system,
so a login page was the entry point to the system. Users could sign-in with their e-mail
and password. In the future versions of the application, social login with Facebook,
Twitter could be added. Users need to sign-in for the application only once. They will
remained signed for future uses.



31

Figure 5: Sign-up page

Next step was to design the homepage of the application that serves the core purpose:
fact-checking. Content of the page would be fetched from the third-party fact-checking
API. Each content would be displayed as a news piece, where an online claim would be
analysed with facts. Based on the analysis, news could be marked as true or false.
Structure of the newsfeed page was similar to news applications where content is
displayed in a list view.

Figure 6: Newsfeed, homepage of the application

When users click on a content, they would be redirected to another page where fact-
checking takes place. They mark the news as true or false in this page. But to mark the
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news as true or false, source should be checked first by clicking the ‘Check sources’
button.

Figure 7: Source-checking of claims

A small snippet showed details about the content, such as when it was published, how
many people have read it and how many have rated the claim as true or false. Persuasive
features according to Table 3 are applied here to encourage users to check sources. If
users mark the news against majority, a warning would be shown to check sources again.
For each source-checking, users will receive rewards. After earning certain points, they
would be awarded virtual rewards.

Figure 8: Virtual reward
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In the statistics page, users could monitor their performance of fact-checking. They could
check how many facts they are checking each week or month. This page implemented the
self-monitoring persuasive principle.

Figure 9: Self-monitoring dashboard

The first step of application development was setting up the environment. This was done
with done through Homebrew, a package manager for macOS. Node package manager, a
popular supplement of node.js, was used to install React Native CLI. Xcode IDE was
required to run iOS applications, which was pre-installed in the computer.

React Native was installed with a simple npm command, followed by project creation.

npm install -g react-native-cli

react-native init FactChecker

The first step of the implementation was fetching the content from the third-party API.
API of Politifact, a popular third-party fact-checking service, was used to fetch recent
online claims. The JSON data was parsed with following code in app.js folder:

import React, { Component } from 'react';
import {
  AppRegistry, StyleSheet, Text, View, ActivityIndicator,
ListView, Image,} from 'react-native';

export default class MyFirstApp extends Component {
  static navigationOptions = {
    title: 'politifact',
  };

  constructor(){
    super();
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      dataSource: new
ListView.DataSource({rowHasChanged:(r1,r2)=> r1!=r2}),
      link:
'https://s3.amazonaws.com/static.politifact.com/api'
  }
  componentDidMount () {
    return fetch(this.state.link)
        .then ( (response)=> response.json())
        .then( (responseJson) => {
            this.setState({
              isLoading: false,
              dataSource: responseJson;
              this.setState({
                dataSource:
this.state.dataSource.cloneWithRows(data)
              })
            })
        })
        .catch((error) => {
          console.log(error)
        });
  }
  render(){
    const { params } = this.props.navigation.state;
    return(
      <View style={styles.container}>
        <Text style={styles.pageName}>Newsfeed></Text>
        <Text> Category Name: {params.cat}</Text>

        <ListView
        dataSource={this.state.dataSource}
        renderRow={(rowData)=>
          <View><Text>{rowData.pro_name</Text></View>
        }
        />
      </View>
    );

   }
}

Newsfeed of the app was based on this JSON object. It returned title, image, description
and source content of claims, from PolitiFact’s database. When clicked on content of the
newsfeed, users would go to the source-checking page, to check the original source from
PolitiFact and then rate its truthfulness through the thumb-icon.

Core functionality of the app ended here. Rest of the features were implemented in the
app as interactive mockups. Users could interact with them, but information would not be
updated. Req-5 and req-6 were applied in the app with mockups.
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5. Evaluation

Evaluation is one of the important activities in DSR. Hevner et al. (2004) emphasized on
evaluation to test an artifact’s quality, utility and efficiency. It helps researchers to
identify contribution of the artifact to people, organization or discipline (Vaishnavi and
Kuechler, 2004). It also helps to understand strength and weakness of an artifact as well
as indicating future improvement areas (Casal et al., 1998). Venable et al. (2012)
emphasized on rigor during evaluation, as rigor reveals whether the artifact serves its
purpose. Without rigorous evaluation, one cannot prove if the artifact solves the problem
or improves an existing solution.

The artifact developed in this study also went through the evaluation process. Objective
of the evaluation, participants’ selection, evaluation method and findings are discussed in
this chapter.

5.1 Objective

The main objective of evaluation was to understand Fact-checker’s effectiveness in
influencing users’ fact-checking behavior. The system was expected to encourage users
into fact-checking and they should return to the system regularly to check authenticity of
news. Because PSD model was applied to design the system features, evaluation would
reveal the model’s effectiveness in fact-checking context.

If the system was found persuasive, another objective was to measure which persuasive
features were most effective in this context. Also, it was expected that evaluation would
help the researcher to identify strength and weakness of the system as well as receiving
suggestions for future improvement. It should be noted that evaluating technical aspects
was out of scope for this thesis.

5.2 Participants

The first step in the evaluation process was selecting the participants for experimentation.
Recommendations from prior scholarly work of Lewandowsky et al. (2012), Endsley
(2018) and Khan et al. (2019) were followed to select participants who would be
benefitted from the system most. Previous findings strongly indicated that fact-checking
tools are most effective for users who already have some familiarity with the notion of
fact-checking. An effort was made so select such participants who are aware of the fake
news phenomena, and would give useful insights about the artifact. Another major criteria
for selection was participants’ familiarity with ongoing news trends, as most fake news
or online claims usually stem from recent trends. Content displayed in the newsfeed were
also based on recent hoaxes and claims, so participants were expected have some basic
awareness about ongoing news trends.

A semi-structured short questionnaire (Appendix A) was used to find appropriate
participants according to the selection criteria. Structure of the questionnaire was adapted
from Khan et al.’s (2019) work, who developed a survey to measure people’s information
sharing behavior. Questions were adopted to fit the scope of this research. There were
total six questions, among which four were based on 5-point Likert scale, and two were
selection/open questions. Open questions were added to cross-check answers with Likert
scale responses. At the end of the questionnaire participants were asked if they would be
interested to participate in the main experiment.
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The questionnaire was printed on paper. During a working day, it was randomly
distributed to 30 students of University of Oulu Linnanmaa campus. Students were asked
to fill-up the questionnaire with pen or pencil. They were notified that the survey was
being conducted for a Master’s thesis. 27 participants filled up the full questionnaire.
Following table shows their responses. Mean is shown for first four responses. Answers
of last two questions were qualitatively analysed to identify most relevant participants.

Table 6: Responses for the selection criteria questionnaire

No. Question Type Mean (1-5)

FC1 Frequency of coming across fake news Likert 4.13

FC2 Frequency of checking facts Likert 3.90

FC3 Familiarity with fact-checking services Likert 3.12

NT1 Familiarity with latest news trends Likert 3.33

FC4 Method for verifying/ authenticating news Select n/a

NT2 Topic of a fake news trend Open n/a

Participants who had minimum score of 2 and were familiar with at least one recent
popular fake news topic were asked for the main evaluation. Total 8 people met this
criteria, and they were invited to participate in the interview. They were briefly explained
the goal of the research and how their contribution would help to fight the problem of
fake news. Later on 4 more participants were added to increase variation within the
sample. These 4 persons scored average on Likert questions but did not recognize any
significant fake news trend. In total, 12 participants agreed to be interviewed for the final
round. For the interviewees who were not available immediately, a mutual time was fixed.
Incentives were provided for their participation.

Table 7: Distribution of participants’ age, gender and selection questionnaire score

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12

Age 34 25 28 26 27 31 25 25 23 25 27 24

Gender M M M M M M F M M M M F

Mean 2.00 3.25 3.75 4.25 3.75 2.25 3.75 3.25 3.50 3.00 2.75 4.50

In the final participants’ pool, distribution of ages were between 24 and 34 (mean=26.68).
Distribution of gender was 83.33% male and 16.67% female. Among the participants,
majority were master’s students (n=10), two was doctoral researcher. None of the
participants were native English speakers, but all were fluent in English.
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5.3 Method

The evaluation method consisted of three different experiments: usability testing,
desirability testing and persuasive effectiveness testing. They were conducted through
semi-structured interviews and structured questionnaires. Overall efficiency and
effectiveness of the system were measured with usability testing, while desirability
addressed user satisfaction and persuasive effectiveness addressed efficacy of persuasive
features and intention to continue using them.

Usability testing

Usability has been defined as concept where a product could be used by particular users
to accomplish a set of specific goals. Goals should be achieved with efficiency,
effectiveness and satisfaction for the specific context in use (Jokela et al., 2003). To
measure such efficiency and effectiveness of a system, Barnum and Palmer (2010)
proposed usability evaluation. However, usability evaluation may not address overall user
satisfaction of a system. Intangible experiences like enjoyment, desirability and fun are
also difficult to measure with usability testing (Benedek and Miner, 2002). But it’s an
opportunity to observe users’ emotions and feelings towards a system, so usability testing
should be conducted with an overarching purpose (Barnum and Palmer, 2010).

Fact-checker’s usability was evaluated through semi-structured interviews. Questions
asked in the interview were prepared in Goal Questions Metric (GQM) method. GQM is
a popular evaluation method for software features (Caldiera et al., 1994). In this method,
questions are prepared based on goal statements which correspond to different
components of a software, and metric tries to characterize whether the goal is achieved.
Based on GQM, questions asked in the semi-structured interviews are following (more
details in Appendix B):

Table 8: Interview questions for usability testing based on GQM

Goal - To test the core intervention mechanism of the system
- To identify which persuasive features users find most

interesting and engaging in the application
- To test if the system encourages users into fact-checking

Question - What do you think of the source-checking feature?
- Which features in the app did you like most? Which features

would help you to check facts more frequently?
- Would the app encourage you to be more conscious about

fact-checking? Would it affect your fact-checking behavior?

Metric - Measured overall usability of the system from the point-of-
view of potential users

Desirability testing

Benedek and Miner (2002) developed a method to test desirability of products in
Microsoft, called The Desirability Toolkit. It tries to test abstract feelings such as ‘fun’
and ‘desire’ in usability setting. The method invokes users to provide richer responses
and reduces the risk of false positives, unlike traditional methods like Likert scales
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(Benedek and Miner, 2002).  While the usability testing helped to understand efficiency
and effectiveness of Fact-checker, desirability testing was used to measure users’
satisfaction with the tool.

Desirability toolkit from Microsoft consisted of two experiments: the faces questionnaire
and the product reaction cards. In the faces questionnaire, respondents use the product
first and then rate them by looking at pictures of facial expressions. In the product reaction
cards, respondents choose few words from a pool that corresponds to their feelings after
using the product. The pool should have a balance of positive and negative words so that
users can express their negative bias as well (Benedek and Miner, 2002).

For this study, product reaction cards method was used as Barnum and Palmer (2010)
found that this technique gives researchers more insights about user satisfaction than other
methods. This is due to the fact that users are able to strongly express their emotions with
product reaction cards (Barnum and Palmer, 2010).

After using the Fact-checker, 118 adjectives from product reaction cards were shown to
the participants (Appendix C). They were asked to choose 5 adjectives that represent their
feelings after using the tool. Explanation for selecting those adjectives were asked as well.

Persuasive effectiveness testing

The last phase of evaluation was testing persuasive effectiveness of Fact-checker. Lehto
and Oinas-Kukkonen (2015) found that perceived effectiveness of a system is a strong
indicator of whether the system will be continued to be used.

Lehto and Oinas-kukkonen (2012) provided an evaluation approach for persuasive
systems that target behavioral change. They proposed a survey that contains measurement
factors to test key persuasive principles. These factors are: primary task support (PRIM),
dialogue support (DIAL), perceived credibility (CRED), design aesthetics (DESA),
perceived persuasiveness (PERS), unobstrusiveness (UNOB), intention to continue using
the system (INTE) and usage of the system (USE). Each of these construct contains one
or several items which serve as a measurement instrument. All instruments were derived
from prior scholarly work.

For this experiment, PRIM, DIAL, CRED, DESA, PERS and USE were selected for
measurement as they were most relevant with the scope of the thesis. Following Lehto
and Oinas-Kukkonen’s (2012) structure, measurement items for each of the factors were
constructed. Number of questions for each construct were slightly modified to
accommodate in fact-checking context and to fit the short timespan of the interviews. In
the final questionnaire, PRIM, DIAL, CRED, DESA, PERS and USE had respectively
two, three, two, one, two and one measurement items.
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Table 9: Evaluation constructs and their measurement items

Code Construct Measurement item

PRIM Primary task support Fact-checker helps me to check authenticity of  recent
online claims

Fact-checker helps me to monitor my fact-checking
statistics

DIAL Dialogue support Fact-checker provides me relevant feedback

Fact-checker provides incentives/ rewards to check
authenticity of news regularly

Fact-checker notifies me about potentially fake news

CRED Perceived credibility Fact-checker is credible

Fact-checker shows claims from authentic sources

DESA Design Aesthetics Fact-checker is intuitive and easy to use

PERS Perceived
persuasiveness

Fact-checker could influence my fact-checking
behavior

Fact-checker encourage me to think about authenticity
before sharing a news

USE Usage I want to keep using Fact-checker

Another questionnaire based on Likert scale was prepared based on these constructs. After
usability and desirability testing, participants were asked to fill-up the questionnaire
(Appendix D). Each question was on a scale of 1 to 5 (strongly disagree to strongly agree).
The evaluation process was completed with this final round.

5.3 Data collection

Data was collected through qualitative interviews and quantitative questionnaires. Both
were conducted face-to-face with the participants, in a single session. Each session lasted
for about 40 minutes on average. 8 of the participants were interviewed one-to-one, while
rest 4 were interviewed in a group. The group interview lasted for one and half hour. All
interviews took place in Tellus area and central cafeteria of University of Oulu.

Each interview started by thanking participants for their time. First they were given an
overview of fake news and fact-checking tools. Then they were asked to use the Fact-
checker application from the researcher’s phone or from their own phone if they had an
iPhone. A default profile with pre-set credentials was used for sign-in. After signing in,
Participants explored the application for couple minutes by themselves.
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Figure 10: Conceptual model of evaluation process

After that, they were asked to perform a task, which was to check source of a news from
the newsfeed and mark it as true/false. They could select any news from the feed or use
the searchbox to find a recent claim. Most participants selected one of the default news
pieces from the homepage. Then participants were asked to check the sources and mark
the news as ‘true’ or ‘false’. After checking source of the news, they marked it using the
thumb button. Praising message was shown when they completed source-checking and
rating, along with a virtual reward. During the process, they were asked to think aloud
what they thought about different functions. After performing the main task, users were
asked to view the self-monitoring and notifications features. These features were
implemented as interactive mockups, so users could only interact with them but not
change any information.

After using the app for about 10 minutes, main evaluation started. Usability testing was
conducted first. Participants were asked questions according to table 6. Key points from
their answers were noted. This phase took about 15-20 minutes. After that desirability
test was conducted by showing them the adjectives on a paper. Users marked 5 adjectives
they felt associated with the product. When marking each answer, they were asked to
think loudly, which helped to understand why they were choosing that option. Desirability
test took about 5 minutes to complete. The last experiment was persuasive effectiveness
test, where users filled up a Likert scale questionnaire based on Table 7. This experiment
took about 10-15 minutes per participant.

After completing all experiments, users were asked for their final remark on fake news
and fact-checking in general. All interviews were completed in one week time.

5.3 Findings

Participants’ responses for semi-structured interviews were collected in form of
transcriptions. Responses to the questionnaire forms were collected and archived. After
all materials were collected, they were qualitatively analysed by the researcher and
compiled into a spreadsheet. Observations and personal notes from the researcher were
also included. The overall process was guided by suggestions from Kaplan and Maxwell
(2015) about coding data in qualitative research. After compilation, all data were
synthesized in a readable format.

Preliminary
questionnaire

(n=30)

Selection
criteria

(FC, NT)

Final
participants

(n=12)
Experiment

sessions

Data collection

Desirability
testing

(questionnaire)

Usability
testing

(interview)

Persuasive
effectiveness

testing
(questionnaire)

Findings



41

Usability testing

Usability testing was conducted through semi-structured interviews. All participants were
able to complete the task of rating a news after checking sources. Three participants
needed instruction about the rating, as they didn’t understand they had to click the ‘Check
sources’ button first before marking the news. When asked what they thought of the
mechanism, 10 users were positive, while one mentioned that this was too complex and
another mentioned this as time-consuming. The most positive comment from one user
was:

“I think it’s an excellent way of gatekeeping. You cannot just rate a news as true or false,
you need check the source first. You’re forcing people not to share stories without
verifying—in a good way.”

Another participant thought there was not enough incentive to check the source, and it’s
an unnecessary step. His comment was:

“It’s an interesting feature, but also taking away my freedom. Why should I care about
rating a news true or false if I don’t care about the news at all?”

After the first question users were asked which features of the application they found
most interesting and engaging. Interestingly, a unanimous answer here was the normative
influence feature, which showed how many have rated that news as true or false. All
participants said this would be the strongest indicator of whether a news is true or false.
Four users said they would not bother to check the sources if majority of the users already
marked the news. They would simply trust others’ judgements. Although this was not the
most prevalent persuasive feature of the application, most users noticed it right away and
wanted to check it for other news pieces as well. One user wanted to check whether any
of her friends rated the news, which unfortunately was not an implemented feature.

After social support, users mentioned self-monitoring dashboard as the most engaging
feature. 8 out of 12 participants praised fact-checking statistics, while two said it wouldn’t
affect their fact-checking behavior. Two participant pointed out that current statistics was
too simplistic. Instead of just showing self-monitoring performance, one of them
recommended to add more meaningful and macro-information about the news:

“I want to see how many people shared this news, and how many actually fact-checked
before sharing. This would motivate me to be part of that small number of fact-checkers.”

Surprisingly, only two users recognized virtual reward, the major dialog support feature,
as interesting. Most others said that rewards would be irrelevant in fact-checking context.
Six pointed out that the virtual badges and praising texts would not incentivize them to
check facts. Two users mentioned that the rewards shown in the prototype were too
generic, and perhaps a better-designed gamification system would interest them. Among
the two who were positive, one made an interesting comment that rewards could motivate
him if those looked ‘serious’ and ‘official’. He liked the use of word ‘citizen journalist’
in the praising message. The other dialog support feature, notifications, was mentioned
by almost everyone as interesting. They wanted to be notified when a hoax starts gaining
popularity in the internet. Two mentioned that they would be interested in notifications
only if those are related to their country or community.

Verifiability was one of the persuasive features of the application, but it was not explicitly
mentioned by any of the participants. Because the application domain was fact-checking,
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it was expected that many users would express concern about verifiability. When asked,
6 out of 12 participants said they would like to know credibility of sources, even though
they did not notice it while using the application. Answers from rest others showed they
were less concerned about verifying source credibility. One interesting comment from
one participant was:

“I would like to see the source of newsfeed content, from where you are getting the news.
I understand it’s an aggregator, but I don’t know from which sources you are getting it.”

After this comment, the API from which content were fetched was shown to the
participant. He recognized the API as a credible source and asked to show the source
within the system.

The last question in usability testing was what users thought about the application in
general, and if it would encourage them into fact-checking. 7 out 12 subjects expressed
strong interest in using the application, and said it would motivate them to regularly check
facts. One subject mentioned that he would not be interested without personalized
content. He further mentioned that the current newsfeed and persuasive features are too
generic and irrelevant for his interest. Two users said they are not much interested in
online news in general, so they would not be interested in fact-checking at all. Two users
found the application somewhat useful, but time-consuming. One of these two suggested
to add more social support features to keep it engaging.

Figure 11: How participants perceived the system in general

Several functional and strategic usability issues came up during the discussion. A
common question asked by most of the participants were regarding the source checking
and rating mechanism. They asked if it would be possible to manipulate the ratings, for
example, what if someone checked source but still rated the news from personal bias. Or,
what if a group of people rated a news as false to manipulate public opinion. Another
issue that came up several times was use context of the application. Many users mentioned
that they would be more encouraged to use the system if the content was personalized and
curated. Several users praised the simplicity of UI and intuitive user experience. One
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viewed the whole concept as a news aggregator with fact-checking service built in.
Another comment from several users were they would not the system as a standalone app,
but as an integrated service with other popular news websites. Two users emphasized that
the source-checking mechanism would be highly effective if integrated with existing
news applications.

Desirability testing

After usability interviews, users were given a piece of paper with 118 adjectives. They
marked a wide range of adjectives from the paper, which represents that the system was
viewed from diverse perspectives. The following chart illustrates their selection:

Figure 12: Distribution of adjective markings by participants

Out of 12 participants, 7 corresponded to the adjective easy to use, which means they
were overall satisfied with the user experience. The second most chosen word was a
negative adjective: time-consuming. Among other positive adjectives, helpful was chosen
4 times, engaging 3 times, trustworthy 3 times, optimistic 3 times and fun 2 times. Among
negative adjectives, confusing was mentioned most after time-consuming. Difficult,
unattractive, unpredictable and complex were selected one time each.

Participants were asked to think aloud while selecting the adjectives. The most common
theme they mentioned was simple and intuitive user experience, which reflects the most
popular adjective. Next emergent theme was user engagement by choosing keywords like
appealing, engaging, helpful, fun etc. This means users found the overall system quite
interactive and associated it with positive feelings. However, a common negative theme
was complexity of source checking, which lead to a time-consuming experience.

Persuasive effectiveness testing

The questionnaire based on persuasive effectiveness testing was filled up by the
participants as the last step of evaluation. Again, responses widely varied, but several
patterns emerged after answers were compiled.
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Table 10: Mean distribution of participants’ responses

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12

PRIM 3 3 2.5 4.5 3.5 4 2.5 2.5 4 2.5 3 4

DIAL 2.67 3 3 4.33 3 3.33 4 3 3 1.33 2.67 3

CRED 2.5 4 3 4.5 3.5 4 3.5 3 3.5 2 2.5 3

DESA 4 4 4 5 5 5 4 4 4 4 3 5

PERS 2 5 3 5 5 4 4 3 4 2 5 4

USE 2 3 3 5 5 3 5 4 5 3 5 5

Among all factors, DESA scored highest with mean of 4.25, followed by USE
(mean=4.00) and PERS (mean=3.83). This result is quite consistent with the desirability
test. Most participants agreed with the fact that the system provided a visually appealing
experience along with smooth design aesthetics. Most users agreed or strongly agreed
with this point. Six users expressed high interest to keep using the system by strongly
agreeing with the USE question, while one disagreed and the rest moderately agreed.
Perceived persuasiveness, an important construct, received above average score. Four
users strongly agreed that the system would persuade them into fact-checking, while four
moderately agreed, one disagreed and one was neutral.

Figure 13: Mean score of different constructs in persuasive effectiveness test

PRIM category questions scored average with mean of 3.25. No participant strongly
disagreed that the system helps them to check facts, but were neutral about its intensity.
CRED factors scored same as PRIM (mean=3.25). Two participants were quite skeptic
about credibility of sources, which reduced the mean here. The lowest mean was scored
by DIAL factors (mean=3.03), where most users disagreed with the fact that the app
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provides relevant feedback. No user rated ‘strongly agree’ to its questions, and two users
mostly disagreed with all questions in this category.

Figure 14: Overview of participants’ responses to the effectiveness questionnaire

Looking at the participants’ individual responses, it is evident that some participants had
significantly better experience with the application than others. P4 was overall most
positive about the persuasiveness of the application, followed by P5, P12 and P9. The
system was least effective for P1, followed by P10 and P3. These participants responded
negatively to most questions.

In section 5.3 we showed mean score of these participants’ preliminary questionnaire. By
comparing means from that test with persuasive effectiveness mean for each participant,
we get an interesting insight.

Table 11: Comparison of selection questionnaire mean with persuasive effectiveness

Participants Selection questionnaire mean Persuasive effectiveness mean

P1 2 2.70

P2 3.25 3.67

P3 3.75 3.08

P4 4.25 4.72

P5 3.75 4.17

P6 2.25 3.89

P7 3.75 3.83
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P8 3.25 3.25

P9 3.5 3.92

P10 3.00 2.47

P11 2.75 3.53

P12 4.5 4.00

This table shows that participants who scored high in the preliminary questionnaire also
tended to like the system, and participants who scored low in the questionnaire did not
find the system much engaging. P4, who had the highest mean (4.25) from the selection
round, also scored highest (4.72) in the persuasive effectiveness test. P1 had the lowest
mean in both tests. From this observation, we could assume that users who are already
conscious about fact-checking and news trends would find the application most useful
and persuasive. This finding aligns with previous literature that it’s easier to persuade
people who are inherently less biased and less opinionated.

However, this particular finding from this thesis should be regarded as a general
observation rather than an empirical finding, considering the biases in the experiments.
Also, there were some participants who scored low in selection test, but scored high in
the persuasive effectiveness test.

5.3 Summary

The evaluation process provided a holistic picture of the artifact. Goal of the evaluation
was to understand Fact-checker’s effectiveness in persuading people into fact-checking.
From the qualitative and quantitative responses of 12 participants, the system was found
quite persuasive comparing with existing fact-checking systems. Users found the
application as an ‘intervention’ rather than just a content application. Ease of use,
simplicity and straightforwardness were common themes that came up several times. On
the downside, time-consuming nature of the application was criticized by several
participants.

Measuring persuasive features revealed several interesting insights. Social support was
the most prevalent persuasive feature, even though it was not strongly implemented in the
application. Self-monitoring was perceived very positively as well, but improvements
were suggested by the users. Source-checking feature, which was a combination of
reduction and tunnelling principle, was highly promising. Not much interested was shown
for the newsfeed and source credibility. Dialog support features performed poorly, and
felt out-of-context for fact-checking systems. To summarize, the system was able to
encourage a significant number of participants into fact-checking, but in a more complex
and self-referential way than other persuasive systems.
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6. Discussion

Evaluation of the artifact showed that persuasion could be an effective strategy to combat
fake news. Instead of focusing on computational verification like most fact-checking
tools, artifact of this thesis tried to test the cognitive nuances of news verification process.
Recent literature reviews clearly pointed out lack of such humanistic approach. Thus,
emphasize of this research was to find ways to closely engage users into fact-checking.
Persuasive principles were used to design the software features, as systems built on
persuasive technologies have been proven highly engaging and interactive, often leading
to behavioral or attitudinal change. Fact-checker application was expected to form such
regular fact-checking habit in users.

To achieve that goal, Fact-checker was developed based on two different research
streams: persuasion and cognitive elements of fake news. Features of the application were
derived from previous scholarly suggestions, particularly from Oh and Sundar (2015),
Endsley (2018) and Lewandowsky et al.’s (2012) work. Endsley (2018) identified several
cognitive avenues that are easily attacked by misinformation, and proposed a set of
‘cognitive engineering’ factors to build fact-checking solutions. Endsley’s (2018)
framework along with Oh and Sundar (2015) and Lewandowsky et al.’s (2012)
suggestions were mapped with Oinas-Kukkonen and Harjumaa’s (2009) persuasive
systems design model to identify requirements of the system. A curated newsfeed,
statistics dashboard and source-checking feature helped users with the primary task
support, while dialog support features were implemented with virtual praise and rewards
features. System credibility was implemented with verifiability feature, and social support
was implemented with normative influence.

The thee-step evaluation process tested persuasiveness of the application as well as its
overall usability and efficiency. While most users found the system quite persuasive, not
all persuasive features actively engaged users. Dialog support features, for example, were
found not much engaging, although persuasive systems from other domains successfully
applied these features to influence users’ behavior. Social support feature, interestingly,
found unanimous applause from users. Not only users expressed strong opinion for this
feature, they mentioned such social functions are absent from most existing fact-checking
services, even though the social support feature implemented in the system was rather a
simple one. According to the normative influence principle of this feature, the system
showed how many people viewed the news and how many of them rated it. From the
experiments, it was visible that this information could strongly influence users’ fact-
checking behavior.

This finding about social support features could be an important implication of this
research. Cognitive biases and isolated echo chambers are the major challenges in fighting
fake news, making it a complex socio-technical phenomena. Because of counter-intuitive
nature of fake news, simply pointing out false information in a news is not enough.
Numerous verification tools tried that, but failed to achieve sustainable results because of
our psychological biases as discussed in section 2.3.

Social support persuasive features could be the nuanced strategy here to balance between
fact-checking and cognitive biases. With social features like normative influence, users
are not directly confronted with misinformation. Instead of forcing them to trust or
distrust a news, social influence encourages them to stick with majority’s judgement. As
majority has already fact-checked the news as true or false, which is visible on the
application interface, users are notified about its authenticity in a passive way. One could
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refrain from sharing misinformation this way even if he/she is biased, to agree with the
community’s worldview. People’s tendency to conform to social norms could be
leveraged here, by making fact-checking a regular, visible and shared activity. In a word,
normative social influence, the same phenomena that creates echo chambers with
polarized opinions, could be used with indirect persuasion to create chambers where fact
is prevalent. Experiments done with the Fact-checker artifact shows promise of such self-
referential persuasive features. However, a major risk with this feature is it could be
manipulated easily to form inflated public opinions. Further technical analysis is required
to understand feasibility of this feature at scale.

Among other features, source-checking got significant attention from the users. The
feature was a combination of reduction and tunnelling type persuasive principles. It
helped users to check sources of news easily, but also enforced them to mark truthfulness
of the news after checking sources. The gatekeeping nature of this feature was praised my
most participants, but also added complexity to the system. Virtual points and rewards
were provided in the system to motivate them into source-checking, which were not
effective. They preferred a simpler mechanism to check and rate sources. But checking
sources always mean there would be one more step before sharing a news, which means
the notion of source-checking and rating is paradoxical in nature. But several participants
suggested that a well-designed gamification strategy could explore the full potential of
this feature.

Based on the experiment results and participants’ comments, we could assume that Fact-
checker would be most effective when integrated with other systems. Many users
acknowledged the usefulness and novelty of the system, but also perceived it as an extra
task or burden. From the point-of-view of users, fact-checking is a secondary activity, the
first being collecting facts itself in form of online news. Unlike other persuasive systems,
the goal of the user is not to check the facts, but to read factual news. This compliance
attitude towards fact-checking makes it difficult to motivate people. But when these
features are implemented in platforms like social media, they could be a powerful solution
to the problem. For social media like Facebook and Twitter in particular, tunnelling,
normative influence and self-monitoring features could be highly relevant in combating
fake news. Computational and journalistic fact-checking tools could also integrate these
features to increase persuasiveness of their systems.

During the experiments, it was evident that subjects’ prior exposure to fact-checking had
strong effect on their perception about the system. Participants who were familiar with
recent news trends and aware of fake news epidemic understood the purpose the system
instantly. Some of them gave deeper insights in the interviews and shared incidents where
they were victims of fake news. On the other hand, participants who showed little interest
with news trends in general perceived the system as unnecessary, and spent little effort in
understanding the system. This observation aligns with the previous finding that fake
news spreads from users’ low cognitive effort. Thus, users with higher cognitive
absorption should be the first target audience for such system.

As Fact-checker was developed for general online users, it was prone to credibility and
value paradoxes as discussed in section 2.5. Credibility was expected to be the major
paradox due to the nature of the application, and it was assumed that users would be
concerned about credibility of the content as well as its sources. Surprisingly, most of the
participants were not conscious about validity of the content. Since the goal of the
application was checking credibility of online content, most users perceived it as
intrinsically credible. This could be due to the fact that they viewed the application as a
test material for thesis. But aligning with users’ disinterest towards verifiability feature
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of PSD model, a more realistic assumption is that users simply perceive verification tools
as ‘credible’ systems. This exposes fact-checking systems to another paradox where
unreliable fact-checkers could be perceived as trustworthy by users.

Value paradox was more eminent in the system as users struggled to understand the use
case of the system instantly. Most of them understood the promise of an interactive fact-
checking tool, but some users perceived it as irrelevant and some criticized its time-
consuming nature. Again, this could be due to the compliance nature of the application,
as news verification is not the primary activity users are seeking. Thus, the application
could generate most value for stakeholders whose primary intention is to reduce spread
of false news, for example social media companies, news services, governments and non-
profit organizations. General users would be most benefitted from the application when
it is integrated with their primary activity.

6.1 Limitations

There are several limitations of this study, which should be considered while interpreting
the results. One major limitation is regarding the artifact that was developed. The full
scope of the artifact was not realized in the final implementation due to resource and time
constraints. The architecture of the application and its implementation could have been
more rigorous, with individually designed components. Given that the topic was fake
news, usability of the system could have been more professional and robust, as the target
users were quite broad. Because the event of fact-checking happens in a very short time,
it’s important that users have a frictionless user experience.

The system itself was not fully functional all the time, as the main content was based on
third-party APIs. The technical architecture of the API changed from provider’s end
during the implementation, which significantly restricted scope of features. Several
features such as self-monitoring, praise and rewards were implemented as interactive
mockups. However, many participants did not notice during the evaluation which pages
were mockups and which were operational. Thus, it could be assumed that users treated
mockup pages as part of the main application.

Another limitation of the research is homogenous participants. All participants were
students of the same university with similar demographics, which might have affected the
results. Most of them were graduate or doctoral students, which means they were fairly
educated and had stable income level. Research showed that age, gender, education level,
economic status etc. factors are influence people’s information sharing behavior (Khan et
al. 2019).

Although three experiments were conducted for evaluation, they took place in one single
session, in a short timespan. This could lead to bias in collected data. Attitude-forming
experiments are usually conducted for longer period, to compare before and after results.
This was not possible due to the limited scope of the thesis. Thus, results of the
experiments are valid in an overarching way, representing the most dominant features of
the application.
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7. Conclusion

The main contribution of this research is introducing persuasion as a potential
intervention strategy to combat fake news. Fogg’s functional triad (1998) and Oinas-
Kukkonen et al.’s (2009) persuasive design principles have been applied to a wide range
of intervention systems that influence people’s behavior to form meaningful habits. Such
type of intervention in fact-checking context has been repeatedly suggested in recent
scholarly work (Lazer et al., 2017; Lazer et al. 2018; Karduni, 2018; Fernandez and Alani,
2018). Because persuasive systems are inherently designed as behavioral interventions,
they could be an ideal strategy to design effective fact-checking systems, just like the way
they are used in fitness applications.

PSD analysis in section 2.4.2 showed that current fact-checking tools lack the persuasive
features required to be qualified as an ‘intervention’.  Furthermore, no significant study
was found during the literature review which explored the promise of persuasion in fact-
checking context. This study tried to bridge this gap by developing Fact-checker, a fact-
checking application based on persuasive principles.

The application was developed with general internet users in mind. Theoretical
background was adopted from both cognitive psychology and persuasive technology.
Scholars from communications and psychology fields suggested cognitive cues to
minimize effect of fake news, which were combined with persuasive context. A set of
persuasive principles were applied to design it as a behavioral intervention. Goal of the
intervention was to encourage users into regular fact-checking, thus forming fact-
checking behavior. The system was evaluated with potential users to measure efficiency
and persuasiveness, which returned positive results and several interesting insights. One
major finding from results was that social persuasive features have strong potential to
change people’s behavior towards fake news. Another interesting finding was promise of
a persuasive gatekeeping mechanism to prevent misinformation sharing.

Future research should focus on identifying cognitive and psychological theories that are
most relevant to fact-checking. A number of studies identified the psychological roots of
fake news, but much work needs to be done on the mitigation side. Comparing with the
research on fake news itself, mitigation techniques are still sparsely studied. More
interdisciplinary research is required that would study the mitigation part holistically.
Another area for future research could be studying persuasive applications from other
fields and adapt their key features in fact-checking context. How fact-checking as a
domain is different from others should be also noted while conducting such research, as
fake news is more general and mass level than other persuasive fields. Social support
persuasive features should be studied further with more detailed system functions.

In summary, fake news evolved a lot in the last decade, and will continue to do so. With
the rising popularity of internet and social media, it could be one of the biggest threats on
information we have seen. Researchers from interdisciplinary disciplines are developing
tools and methodologies to prevent it, but the actual impact of these on mass users is still
very limited. It should be noted that victims of fake are general internet users, with or
without any technical or analytical skills. Many of these users are not used to with
sophisticated systems and graphical representations. A large number of fact-checking
tools developed in academia still overlook this fact and builds fact-checking systems
tailored for skilled individuals. Thus, solutions targeted for mass audience should priority
simplicity and ease of use over computational supremacy.
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Appendix A

Please take a minute to answer the questions below.

· I often come across fake news/ hoaxes while browsing internet.
1. Strongly disagree
2. Disagree
3. Neutral
4. Agree
5. Strongly Agree

· I often try to check facts of a news when they look suspicious
1. Strongly disagree
2. Disagree
3. Neutral
4. Agree
5. Strongly Agree

· I am familiar with at least one of the following fact-checking websites/ tools:
Snopes, PolitiFact, FactCheck.org, TruthOrFiction, Hoax-slayer, Facebook
Related articles, TweetCred, Hoaxy, ClaimBuster

1. Strongly disagree
2. Disagree
3. Neutral
4. Agree
5. Strongly Agree

· I try to stay updated with recent news trends
1. Strongly disagree
2. Disagree
3. Neutral
4. Agree
5. Strongly Agree

· How do you verify truthfulness of news that look suspicious?
1. Check fact-checking websites
2. Google search
3. Asking friends/ peers
4. Own analysis
5. I don’t verify usually

· Please write down topic of a fake news you came across recently (you don’t need
to remember the exact headline, just write the theme)

________________________________________________________________

Would you be interested to participate in a short interview regarding a fact-checking tool
we are developing?

1. Yes
2. No
3. If yes, please leave your contact: ________________________________
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Appendix B

Before using the application:

· Do you often come across fake news?
· Are you familiar with any fact-checking tool?

After using the application:

· What do you think of the application?
· Have you used any similar tool before?
· What do you think of the source-checking feature?
· What do you think of the statistics dashboard?
· What do you think about the virtual badges and rewards?
· You can see how many people have checked sources and rated the news. What do

you think of this feature?
· Which features in the app did you like most?
· What do you find confusing in the app?
· Which features would help you to check facts more frequently?
· Would the app encourage you to be more conscious about fact-checking?
· Do you think it would affect your fact-checking behavior?
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Appendix C

Complete set of 118 product reaction cards

Accessible Creative Fast Meaningful Slow

Advanced Customizable Flexible Motivating Sophisticated

Annoying Cutting edge Fragile Not Secure Stable

Appealing Dated Fresh Not Valuable Sterile

Approachable Desirable Friendly Novel Stimulating

Attractive Difficult Frustrating Old Straightforward

Boring Disconnected Fun Optimistic Stressful

Business-like Disruptive Gets in the way Ordinary Timeconsuming

Busy Distracting Hard to Use Organized Time-Saving

Calm Dull Helpful Overbearing Too Technical

Clean Easy to use       High quality Overwhelming Trustworthy

Clear Effective Impersonal Patronizing Unapproachble

Collaborative Efficient Impressive Personal Unattractive

Comfortable Effortless Incomprhensible Poor quality Uncontrollable

Compatible Empowering Inconsistent Powerful Unconventional

Compelling Energetic Ineffective Predictable Understandable

Complex Engaging Innovative Professional  Undesirable

Comprehensive Entertaining Inspiring Relevant Unpredictable

Confident Enthusiastic Integrated Reliable Unrefined

Confusing Essential Intimidating Responsive Usable

Connected Exceptional Intuitive Rigid Useful

Consistent Exciting Inviting Satisfying Valuable

Controllable Expected Irrelevant Secure

Convenient Familiar Low Maintain Simplistic
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Appendix D

· Fact-checker helps me to check authenticity of  recent online claims
1 2 3 4 5

Strongly disagree [ ] [ ] [ ] [ ] [ ] Strongly agree

· Fact-checker helps me to monitor my fact-checking statistics
1 2 3 4 5

Strongly disagree [ ] [ ] [ ] [ ] [ ] Strongly agree

· Fact-checker provides me relevant feedback
1 2 3 4 5

Strongly disagree [ ] [ ] [ ] [ ] [ ] Strongly agree

· Fact-checker provides incentives/ rewards to check authenticity of news regularly
1 2 3 4 5

Strongly disagree [ ] [ ] [ ] [ ] [ ] Strongly agree

· Fact-checker notifies me about potentially fake news
1 2 3 4 5

Strongly disagree [ ] [ ] [ ] [ ] [ ] Strongly agree

· Fact-checker is credible
1 2 3 4 5

Strongly disagree [ ] [ ] [ ] [ ] [ ] Strongly agree

· Fact-checker shows claims from authentic sources
1 2 3 4 5

Strongly disagree [ ] [ ] [ ] [ ] [ ] Strongly agree

· Fact-checker is intuitive and easy to use
1 2 3 4 5

Strongly disagree [ ] [ ] [ ] [ ] [ ] Strongly agree

· Fact-checker could influence my fact-checking behavior
1 2 3 4 5

Strongly disagree [ ] [ ] [ ] [ ] [ ] Strongly agree

· Fact-checker encourage me to think about authenticity before sharing a news
1 2 3 4 5

Strongly disagree [ ] [ ] [ ] [ ] [ ] Strongly agree


