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Abstract 

Some studies argue that credit booms that end up in banking crises are usually longer 

than those that end without creating havoc. However, they do not test this hypothesis 

empirically. This paper employs a duration model to assess the relationship between the 

length of credit booms and their outcome. The empirical analysis shows that credit expansions 

that end in banking crisis are indeed more prone to last longer than those that end softly. 

Furthermore, differences in length patterns are found to start in the build-up phase, extending 

to the unwinding phase of credit cycles. 
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1. Introduction 

The growing importance of credit in the day to day economic activity of individuals, 

firms and governments has been a clear trend in recent decades. Today, credit is everywhere 

and stands as an essential tool to promote investment and economic prosperity. However, 

history has taught us that this apparent virtuous cycle eventually comes to an end with 

unforeseen consequences to the economy. It is a dangerous gamble as showed by the recent 

global financial triggered, in part, by a swift increase of mortgage loans in the United States. 

Some credit booms are indeed followed by moments of intense financial distress banking and 

economic crises (Jordà et al., 2011; Schularick and Taylor, 2012; Boissay et al., 2016; Jordà 

et al., 2016). Our data reports this to be the case for one out of four credit expansions 

identified from 1975 to 2016. The significant number of disaster events contributed decisively 

to the belief that credit booms need to be monitored and better understood. 

One fundamental question regarding credit expansions is how to anticipate their benign 

or malignant nature, and researchers have tried to identify differences between them but with 

limited success. All in all, the most consistent conclusion found in the literature is that 

harmful credit booms (or bad credit booms) tend to exhibit larger magnitudes and longer 

durations. Barajas et al. (2009) found that around 40% of credit expansions lasting between 9 

and 12 years end up in a crisis and for those over 13 years this is a virtual certainty. When 

analyzing the length of credit booms, Arena et al. (2015) report that approximately half of 

those that end in a banking crisis last for over six years while only 25 percent of benign 

booms last this long. The conclusion that longer expansions have a higher probability of being 

associated with a banking crisis is reported by several studies (see Gourinchas et al., 2001; 

Castro and Kubota, 2013; Dell’Ariccia et al., 2016 Meng and Gonzalez, 2017). However, as 

far as we are concerned, only Castro and Kubota (2013) use adequate statistical methods as an 

attempt to address this issue. Relying on a continuous-time Weibull duration model, they 

provide evidence of positive duration dependence in credit booms, in general, and in those 

that end badly, in particular. 

This paper contributes to the literature on credit booms in various directions and goes 

beyond Castro and Kubota’s (2013) work in several ways. First, we employ a discrete-time 
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duration model that allows for the inclusion of (time-varying) economic explanatory 

variables. This provides a more complete control of the economic environment. Second, we 

use a different set of criteria to define episodes of credit booms (different thresholds and 

detrending techniques). Third, regarding bad credit booms, Castro and Kubota (2013) only 

show the presence of duration dependence in their dynamics; in this study we move a step 

forward and compare bad with good credit booms dynamics. This approach makes it possible 

to provide the (lacking) statistical evidence that bad credit booms tend to last longer than 

good ones. Fourth, we extend the duration analyses to the build-up and unwinding phases of 

the credit cycle, assessing whether they are fundamentally alike or not. This particular 

analysis also allows us to identify whether different patterns emerge when credit cycles are 

split into those that generate harmful outcomes and those that do not. Finally, we rely on a 

more extensive quarterly dataset covering 67 countries from 1975q1 to 2016q4. 

The empirical analysis provides strong evidence that harmful credit expansions are 

indeed more prone to last longer than those that land softly. It also shows that their build-up 

and unwinding phases differ, thus generating distinct credit cycles. This study concludes that 

duration can be used as an early warning instrument to evaluate the benign or malignant 

nature of credit booms. 

The rest of the paper is organized as follows. Section 2 surveys the literature while 

Section 3 presents the econometric model. Section 4 describes the data and methodology. The 

empirical results are presented and discussed in Section 5. Finally, Section 6 concludes. 

 

2. Literature Review 

The investigation on credit booms has been conducted mainly through data analysis and 

the literature has highlighted the association between credit expansions and macroeconomic 

dynamics. Rises in capital inflows, productivity shocks and general improvements in the 

economy, allied to excessive optimism, are found to explain the build-up of such events (see, 

for instance, Mendoza and Terrones, 2008, 2012; Dell’Ariccia et al., 2016; Puspa D. Amri et 
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al., 2016; Avdjiev et al., 2018; Castro and Martins, 2019). Additionally, financial reforms 

associated with financial liberalization and domestic differences such as expansionary 

monetary and fiscal policies, less flexible exchange rate regimes, debt composition and weak 

supervision of the banking system are also associated with periods of abnormal credit growth 

(Elekdag and Wu 2013; Arena et al., 2015; Dell’Ariccia et al., 2016; Avdjiev et al., 2018). 

Estimating a fixed effects logit model over a panel of developed and developing 

countries, Castro and Martins (2019) show that credit booms depend not only on the quantity 

of credit but are also influenced by its relative price. Likewise, economic growth and 

economic openness also build-up the conditions for the appearance of lending booms. They 

also report that economies that can generate more liquidity are less likely to be affected by 

credit booms. 

Banking crisis are often associated with excessive credit expansions. The circumstances 

in which this happens has been an important topic of research. Dell’Ariccia et al. (2016) point 

out that a higher level of financial depth increases the probability of a boom ending badly. 

Arena et al. (2015) found that when credit booms end in banking crisis, macroeconomic 

fluctuations seem to be larger and exhibit more sudden declines. According to Meng and 

Gonzalez (2017), this is also the case when the dimension of the financial sector grows, 

particularly above macroeconomic consistent levels. Yet, they report no association between 

bad booms and macroeconomic and financial policies – exception made to the quality of 

regulations and supervision of the banking system. 

In a recent work, Castro and Martins (2018) found that credit booms that are driven by 

high levels of capital inflows and/or by increases in the ratio of credit to deposits and those 

that are generally supported by lower interest rates tend to have an increased likelihood of 

ending up in a full blown banking crisis. However, the opposite seems to happen when right 

wing parties are in office. The authors also report that, bad credit expansions are less likely to 
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occur under the watch of more independent Central Banks. However, the literature has 

struggled to find consistent differences between good and bad credit expansions. Some papers 

– like, for example, Gourinchas et al. (2001) – actually report no relevant changes in key 

macroeconomic variables between them. Overall, the difficulty in finding consistent 

predictors that can support or extend theoretical models has restricted the ability for empirical 

studies to present more credible policy recommendations. 

Nevertheless, most studies seem to agree that credit booms gone badly are associated 

with larger magnitudes and longer durations, but to reach this conclusion most of them rely on 

comparative descriptive statistics and graphical analysis. The exceptions are Meng and 

Gonzales (2017) and Castro and Kubota (2013). The former collapse their panel data into a 

cross-section and estimate probit models where the dependent variable takes value of 1 if a 

credit boom episode is followed within two years by a banking crisis (and 0 otherwise) and 

add to the regressors a variable measuring the length of each boom. The later uses a 

continuous-time Weibull duration model to confirm the length nexus of credit booms. None 

of them provides a comparative analysis between the duration dynamics of bad and good 

credit booms. This paper embraces that endeavour and confirms statistically the existence of 

differences in the duration pattern of good and bad lending expansions.  

 

3. Econometric model 

For the duration analysis developed in this study, we rely on Prentice and Gloeckler’s 

(1978) discrete-time version of the proportional hazards duration model,1 with the respective 

discrete-time hazard function given by:2 

 
1 Although the time spell of credit booms is a continuous-time process, the available data are discrete (quarters). 

In addition, the potential conditioning factors of their duration vary over time. Hence, discrete-time duration 

methods are more suitable for this study than continuous-time ones. For examples of empirical applications in 

Economics see Castro (2010), Agnello et al. (2013), Castro and Martins (2013) and Agnello et al. (2015, 2018). 
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where the dummy variable yit is equal to 1 if credit boom i in a given country ends at time t, 

and 0 otherwise. We estimate this model by Maximum Likelihood, substituting Pij by (1) and 

λt by (2). This implies that the discrete-time log-likelihood function will be conditional on 

both time and the conditions observed for the different control variables at time t. 

 

4. Data and methodology 

To proceed with the duration analysis, we collected quarterly data for 67 countries from 

1975q1 to 2016q4 on real credit.5 We use quarterly information on credit because it is more 

appropriate to assess cyclical movements and volatility associated with crisis episodes. The 

measure of credit considered is the deposit money bank claims on the private sector taken 

from the line 22d of the IMF's International Financial Statistics (IFS). The amount of credit is 

expressed in real terms by dividing the nominal credit by the CPI index. 

The next step is to identify credit booms to compute the respective duration. Following 

Castro and Martins (2019), we use the criteria developed by Gourinchas, et. al. (2001) – and 

later updated by Barajas et al. (2009) – to identify credit booms.6 This method identifies a 

credit boom by looking at the growth of credit in the economy, proxied by the bank credit to 

the private sector as a percentage of GDP, L/y. Thus, Gourinchas et al. (2001) define a credit 

boom as an episode where the deviation of the ratio L/y from a country-specific trend in 

country i at period t (with the trend being calculated up to that period t) exceeds a determined 

threshold. In particular, we define that a credit boom takes place if the ratio of private credit to 

GDP meets the following condition: the deviation of L/y from its estimated trend is greater 

than 1.5 times its standard deviation or the year-on-year growth rate of L/y exceeds 20 

percent. The HP-filter is used to compute the trend, where the value of Lagrange Multiplier 

 
5 For the list of countries see footnotes in Table 1. 
6 Following Barajas et al. (2009) we also distinguish between bad and good credit booms. For other procedures 

see, for example, Mendoza and Terrones (2008, 2012) and Dell’Ariccia et. al. (2016). 
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longer in the 1990s and 2000s (around 9 quarters). However, their mean duration is very 

similar when we compare the OECD with the Non-OECD countries. 

From Table 1 we can also infer that not all lending booms end up in a crisis. In fact, 

only approximately 1 out of every 4 credit booms coincides or is followed by systemic 

banking crises. Another interesting feature is that, on average, those booms last more (11 

quarters) than those that end up in a soft landing (around 7 quarters). 

Barajas et al. (2009), Dell’Ariccia et al. (2016) and Meng and Gonzalez (2017), among 

others, notice that bad credit booms are larger and usually last longer than good credit booms. 

A visual analyses of the histograms reporting the duration of all, bad and good credit booms 

presented in Figure 1, seems to confirm this idea: a higher proportion of good booms lasts less 

than two years while a substantial fraction of bad ones still lasts more than two years (the 

sample average of all credit booms). However, we do not know whether this difference is 

statistically relevant or not. This is an important issue that this study intends to address using 

a proper duration model. 

 

[Insert Figure 1 around here] 

 

As credit booms have been consistently associated with sharp increases in capital 

inflows that consequently raise the supply of loanable funds (Calderón and Kubota, 2012; 

Gourinchas and Obstfeld, 2012) and ultimately led to financial crises,8 the growth rate of 

foreign direct investment (FDIgr) is used as proxy for this inflow of capital in our duration 

model. We expect them to be positively associated with the duration of credit booms. A better 

economic environment can also promote the build-up credit booms (Mendoza and Terrones, 

2008, 2012; Baron and Xiong, 2017; Meng and Gonzales, 2017) and in that sense make them 

 
8 See Jordà et al., (2011), Schularick and Taylor, (2012), Boissay et al., (2016) and Jordà et al., (2016). 



 10 

longer. To account for this effect, the growth rate of real GDP (GDPgr) is also added to the 

model. Moreover, the duration of credit booms might also be driven by external accounts. 

Meng and Gonzales (2017) show that an improved current account balance favours the 

occurrence of credit booms. However, this does imply that they will be longer. A positive 

stance may mean more cash or deposits available and less need for further credit. So, credit 

booms might be shorter when the current account balance improves. This effect is accounted 

for by adding the current account balance as percentage of GDP (CA_GDP) to the model.9 

 

5. Empirical analysis 

The findings of this study are discussed in this section. We start by presenting the main 

results on the time dynamics of bad and good credit booms; these are followed by a sensitivity 

analysis. Then we dig deeper into the build-up and unwinding phases of credit booms. 

 

5.1. Main results 

The main empirical results from the estimation of the discrete-time duration model are 

summarised in Table 2. In this case, credit booms are identified using Gourinchas et al. (2001) 

and Barajas et al. (2009) criteria with a 1.5 threshold. The estimate of p measures the 

magnitude of the duration dependence and a one-sided test is used to detect the presence of 

positive duration dependence, i.e. whether p>1 or not; the sign '+' indicates significance at a 

5% level. 

The results provide strong evidence of positive duration dependence for credit booms. 

This means that the likelihood of a credit boom ending increases as the time goes by, i.e. with 

its “age”. Hence, “older” credit booms are at a higher risk of ending than “younger” ones. 

 
9 Data for foreign direct investment are obtained from IMF’s Balance of Payments Statistics; Datastream and 

national sources are used for real GDP series (in local currency); Current account as percentage of GDP is 

obtained from the World Development Indicators. 
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Taking for example the estimate of p in regression 4, we observe that a one percent increase 

in time (i.e. the length of the boom or its “age”) is associated with a 2% increase in the hazard 

of a credit boom ending.10 Moreover, when the economic controllers are included, p has 

proven to be statistically equal to 2. This means that the second-order derivative of the 

baseline hazard function indicates the presence of constant positive duration dependence. 

Putting it differently, the probability of a credit boom ending at time t, given that it lasted 

until that period (“age”), increases over time at a constant rate.11 

 

[Insert Table 2 around here] 

 

We start by estimating a very basic specification without accounting for any regressors, 

fixed or time effects (column 1). Then to account for countries heterogeneity, a dummy that 

takes the value of 1 for OECD countries, and 0 for the others, is added (OECD).12 However, 

no significant difference is detected in the mean duration of credit booms between OECD and 

Non-OECD countries. Decade-dummies are also added to control for time-effects, one for 

each decade (Dec70, Dec80, Dec90, Dec00, Dec10; Dec70 is the base-category).13 The results 

 
10 For further details on the interpretation of the duration dependence parameter, see Allison (2014). 
11 For details on the second-order derivative see Castro (2010). 
12 Initially, we tested for the presence of random and country-specific effects but the tests showed that none of 

these effects were statistically significant. Those results are available upon request. In fact, Claessens et al. 

(2012) note that with a limited number of observations/spells per country fixed effects may have to be ruled out. 

Hence, to allow for any eventual heterogeneity the OECD dummy is used instead. 
13 In a sensitivity analysis, yearly dummies will be used instead of decades to account for the time-effects. As 

credit boom spells do not overlap all the time over the panel of individuals and period analysed, the use of year-

dummies will be undermined by the lack of (regressors) variability in some years and the consequent loss of 

observations. A way to overcome this problem is using decade dummies to account for time-effects. As we have 

more spells/observations within each decade, the variability of the regressors is not an issue and we can estimate 

the model without losing observations. 
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show that credit booms were, on average, more prone to last longer in the 1990s and 2000s 

but they have become shorter in more recent years. 

Regression 3 accounts for important economic controllers in the credit booms; 

dynamics: foreign direct investment growth (FDIgr), output growth (GDPgr), and current 

account balance as percentage of GDP. These variables are lagged one period to avoid 

simultaneity problems. 

The expansion of FDI inflows has proven to be positively associated with the likelihood 

of a credit boom ending over time, i.e. it is associated with shorter credit booms. This is in 

line with Calderon and Kubota’s (2012) finding that FDI inflows are negatively related to the 

likelihood of credit booms. Hence, these capital inflows may indeed contribute to shorter 

booms because these flows might be initially supported by foreign credit, increasing the 

country’s liquidity before translating into new credits and due to the instability and 

uncertainty they can generate (Calderón and Kubota, 2012). On the contrary, credit booms 

last longer when the economy is growing faster: a one percentage point increase in GDP 

growth leads to a decrease of 9.5% in the hazard of a credit boom ending, i.e. it has a 

significant negative impact on the likelihood of a credit boom ending over time.14 Finally, a 

better current account position (CA_GDP) is found to be associated with shorter credit booms. 

This result can be justified by the fact that an improvement in the current account balance 

means more cash/liquidity available and less need for further credit, hence, implying shorter 

credit booms. All these results are in line with our expectations. 

To test whether bad credit booms are statistically longer than benign ones, a dummy 

that takes the value of 1 for those that end up in a banking crisis, and 0 otherwise (BadCB), is 

added to the model. The results show that bad credit booms have a lower likelihood of ending, 

 
14 According to Allison (2014), this estimate is obtained as 100*[exp(b)-1]. This corresponds to the percentage 

change in the hazard for a unit increase in the respective regressor. For the purpose of interpretation, b was 

chosen to be the estimated coefficient on GDPgr in regression 4 (b = -0.1). 
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(Credit_GDP) is added to the model as a proxy for the magnitude of the boom.16 The results 

show that the size is negatively associated to duration, but the effect is only marginally 

significant (see column 1 in Table 3). At the same time, this effect seems to be interrelated 

with the effect of FDIgr, which becomes statistically insignificant; the other results remain 

unchanged though. As noticed above, capital inflows may fuel new credits, hence FDIgr 

might be enough to account for the size effect. Moreover, Credit_GDP is used to identify 

credit booms and its duration, so for that reason it might technically be adding some bias to 

the analysis. 

 

[Insert Table 3 around here] 

 

Next, we control for further lags of FDIgr and GDPgr to capture any additional missing 

past information. The results strongly suggest that one lag of those variables is enough to 

capture their effect on the duration of credit booms. In regressions 3-5, FDIgr is replaced by 

the growth rate of portfolio investment inflows (PIgr), other investment inflows (OIgr) and 

total inflows (TIgr), respectively. The results show that OIgr also affects the duration of credit 

booms in the same direction as FDIgr. This finding is consistent with the idea that countries 

with a lower equity-debt ratio in foreign flows tend to experience lending booms more 

frequently (Calderon and Kubota, 2012). As that lower ratio seems to be somehow driven by 

a higher amount of cross-border banking flows, an acceleration in OI inflows will make credit 

booms more frequent (Calderon and Kubota, 2012) and, consequently, shorter. 

Even though the mean duration of credit booms has not proven to be significantly 

different between OECD and non-OECD countries, it would be interesting to analyse whether 

differences arise regarding bad credit booms. To control for this effect, we start by interacting 
 

16 Note that in this duration analysis we only use the spells of credit boom, hence the magnitude of this ratio can 

work as a good proxy for the size of the boom. 
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BadCB with OECD (see regression 6). The results are in line with what we have found for all 

credit booms. Moreover, no differences are found in the duration dependence dynamics either 

(regression 7). Even when we split the sample into OECD (regression 8) and non-OECD 

countries (regression 9) results show identical duration dependence dynamics and a higher 

propensity for bad credit booms lasting longer than good ones in both groups. 

As a final exercise, yearly dummies are used instead of decades to account for the time-

effects (see columns 10 and 11). As expected, for the reasons mentioned above, the number of 

observations and events decreases. Nevertheless, our findings and conclusions remain 

qualitatively and quantitatively unchanged. 

 

5.3. Build-up and unwinding phases of credit booms 

In this sub-section we dig deeper in the analysis of credit boom dynamics by assessing 

whether their build-up and unwinding phases are longer when credit expansions end up in a 

banking crisis.17 This analysis will help us to understand where the dynamics for longer and 

harmful credit booms is generated: sooner in the process, i.e. in the build-up phase, or later 

when credit booms unwind. 

The results reported in Table 3 show that bad credit booms exhibit longer build-ups and 

longer unwindings when compared to other credit expansions (see columns 2 and 5). 

Allowing for a change in the duration dependence parameter (columns 3 and 6), we reach a 

similar conclusion: in each phase, the likelihood of termination increases over time at a lower 

rate for bad credit booms than for good ones. Moreover, the upward and downward phases of 
 

17 Build-ups are defined as the initial phase of the credit boom. They correspond to the period between the start 

of the credit boom and the beginning of the unwinding phase. They last, on average, 5.7 quarters; the average is 

higher for bad (7.5 quarters) than for good credit booms (5.0 quarters). The unwinding phase starts when credit-

to-GDP growth becomes negative (and stays negative for at least two quarters) while the credit boom is still 

alive; when this does not happen during the credit boom phase, the unwinding is considered to be the last quarter 

of the boom. Unwindings last, on average, 2.4 quarters; the average is also higher for bad (3.2 quarters) than for 

good credit booms (2.1 quarters). 
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good credit booms exhibit positive duration dependence, while no duration dependence is 

observed in any phase related to bad credit expansions. All this additional evidence is 

corroborating the conclusion above that the duration process of credit booms that end up or 

are followed by banking crises are fundamentally different than those that end softly. As 

differences in the duration dynamics between good and bad credit booms are detected in the 

build-up phase of credit booms, a closer monitorization of the build-up of credit and their 

duration by policymakers is fundamental for the timing of the implementation of policy 

measures aimed at mitigating their potential nefarious consequences. 

 

[Insert Table 4 around here] 

 

There are two additional results in Table 3 that are worth to mention. First, the evidence 

in favour of duration dependence is stronger for unwindings than build-ups. This implies that 

unwindings are shorter than build-ups.18 Unwindings are the fade out process of credit booms. 

Hence, it is not surprising that the likelihood of these events ending increases over time at a 

faster pace. Their length is also shortened by capital inflows growth and sounder external 

accounts. Build-ups, however, are more significantly associated with the expansion of output. 

As this is an important driver of the duration of credit booms, it is also reasonable that its 

effects are stronger in the initial phase of the credit expansion, contributing for their build-up. 

Second, as there might be a link between build-ups and unwindings of credit booms, an 

additional regressor was included in the last column of Table 3: the duration of the build-up 

that preceded the unwinding (Buildup). The results show that the unwinding dynamics is not 

influenced by the length of the previous build-up. Hence, the unwinding phases are mainly 

 
18 In fact, in our sample we observe that the mean duration of build-ups is 5.7 quarters while for unwindings it is 

only 2.4 quarters. The duration analysis confirms this dynamic for shorter unwindings. 
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driven by the (positive) duration dependence dynamics and are more prone to last longer in 

the group of more developed (OECD) countries. 

 

6. Conclusions 

Several papers in the literature have stated that credit expansions that end up in banking 

crises are usually longer than those that do not. However, proper statistical evidence for this is 

scarce. This paper employs a discrete-time duration model to assess the relationship between 

the length of credit booms and their outcome using a quarterly dataset covering 67 countries 

from 1975q1 to 2016q4. 

The empirical analysis shows that harmful credit expansions are indeed more prone to 

last longer than those that land softly. In particular, the time dynamics between them is found 

to be different: while bad credit booms present decreasing duration dependence, good ones 

run to its end (over time) at a faster pace. This provides the missing statistical evidence for 

what is argued in the literature. Moreover, we also show that this dynamic begins when credit 

booms build-up and continues when they unwind. Both the expansion and the termination 

phases of harmful credit surges are longer than for innocuous ones. The results also provide 

evidence that, in general, the resolution phases are shorter than the build-ups. 

This paper shows that duration can be seen as an early warning instrument to evaluate 

the benign or malignant nature of credit booms. Nevertheless, the length of a credit boom 

alone is not enough to suggest the nature of a credit expansion. It is a symptom that depends 

on other symptoms to get a trustworthy diagnostic. For example, we observe that capital 

inflows, economic growth and the external accounts stance help to explain the length of credit 

booms. Still, their duration can work as a reliable wake-up call, since it has been the most 

consistent distinctive characteristic highlighted in the literature. 
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A closer monitorization of the banking system when a boom exceeds their average 

duration (eight quarters in our sample) is important as credit booms are more likely to unfold 

in a systemic banking crisis when they surpass that “age”. Nevertheless, as differences in the 

duration dynamics between good and bad credit booms are detected earlier, in their build-up 

phase – as our results show – that monitorization is advisable to take place sooner, as a 

precautionary measure. We would suggest the average duration of the build-up of credit 

booms (i.e. around one year and a half) as a good rule-of thumb for policymakers to start 

monitoring episodes of credit booms. Nevertheless, we think that the use of invasive policy 

measures that interfere directly with the economy and the financial sector requires additional 

economic information. The relevant results provided by this study suggest that early warning 

systems should not be built exclusively around economic variables, but also include the 

duration aspect of credit expansions. 

As a final word of advice, we claim that the use of invasive policy measures that 

interfere directly with the economy and the financial sector should require additional 

economic information. The strong results provided by this study suggest that early warning 

systems should not be built exclusively around economic variables, but also include the 

duration aspect of credit expansions. 
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List of Tables 

Table 1: Descriptive statistics for the episodes and duration of credit booms 
  #Spells Mean Std.Dev. Min. Max. 
       

Threshold: 1.5       
 All countries 220 8.04 5.82 1 32 
    OECD countries 76 8.28 5.31 1 27 
    Non-OECD countries 144 7.91 6.08 1 32 
 Decades:      
  1975-1979 8 4.63 2.20 2 9 
  1980-1989 30 6.17 3.27 2 16 
  1990-1999 59 9.18 5.64 2 27 
  2000-2009 48 9.33 6.46 2 32 
  2010-2016 28 3.25 1.96 1 9 
 bad credit booms 55 10.62 6.74 2 32 
 good credit booms 165 7.18 5.22 1 32 
       

Threshold: 1.75       
 All countries 199 8.26 6.00 1 32 
    OECD countries 64 8.73 5.60 1 27 
    Non-OECD countries 135 8.04 6.19 1 32 
 Decades:      
  1975-1979 7 5.00 2.08 3 9 
  1980-1989 27 6.30 3.39 2 16 
  1990-1999 54 9.35 5.78 2 27 
  2000-2009 43 9.70 6.74 2 32 
  2010-2016 25 3.04 2.07 1 9 
 bad credit booms 50 11.08 6.91 2 32 
 good credit booms 149 7.32 5.36 1 31 
       

Threshold: 2.0       
 All countries 176 8.66 6.19 1 32 
    OECD countries 59 8.76 5.78 2 27 
    Non-OECD countries 117 8.61 6.41 1 32 
 Decades:      
  1975-1979 7 5.00 2.08 3 9 
  1980-1989 24 6.42 3.54 2 16 
  1990-1999 49 9.80 5.85 2 27 
  2000-2009 41 9.56 6.95 2 32 
  2010-2016 16 2.50 1.46 1 5 
 bad credit booms 49 11.20 6.93 2 32 
 good credit booms 127 7.68 5.60 1 31 
Notes: This table reports the number of episodes/spells (#Spells), the mean duration (Mean), the standard deviation 
(St.Dev.), the minimum (Min.) and the maximum (Max.) duration for credit booms. The data are quarterly and comprises 67 
countries over the period 1975q1-2016q4. Credit booms are identified using the works of Gourinchas et al. (2001) and 
Barajas et al. (2009). According to their criteria, we consider that a credit boom takes place when the deviation of the ratio 
of credit to GDP from its trend exceeds 1.5 times of its standard deviation or the (year-on-year) growth in the credit-GDP 
ratio exceeds 20 percent. For robustness, we also allow for two more restrictive thresholds: 1.75 and 2.0. 
List of Countries: Argentina, Armenia, Australia, Austria, Belgium, Bolivia, Brazil, Bulgaria, Canada, Chile, Colombia, 
Costa Rica, Croatia, Cyprus, Czech Republic, Denmark, Dominican Republic, Ecuador, El Salvador, Estonia, Finland, 
France, Germany, Greece, Hungary, Iceland, India, Indonesia, Ireland, Israel, Italy, Japan, Kenya, Korea Republic, Latvia, 
Lithuania, Luxembourg, Malaysia, Malta, Mexico, Morocco, Netherlands, New Zealand, Norway, Panama, Paraguay, Peru, 
Philippines, Poland, Portugal, Romania, Russia, Slovak Republic, Slovenia, South Africa, Spain, Sri Lanka, Sweden, 
Switzerland, Taiwan, Thailand, Turkey, Ukraine, United Kingdom, United States, Uruguay, Venezuela. 
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Table 4: The duration of the build-up and unwinding of credit booms 
 Build-up Unwinding 
 (1) (2) (3) (4) (5) (6) (7) 
p 1.292+,d 1.334+,d 1.367+,d 1.341+,d 1.378+,d 1.508+,d 1.607+,d 
 (0.088) (0.090) (0.096) (0.137) (0.139) (0.156) (0.158) 
∆p   -0.169*   -0.367** -0.468** 
   (0.095)   (0.182) (0.194) 
p+∆p   1.197   1.141 1.139 
   (0.128)   (0.177) (0.187) 
BadCB  -0.514***   -0.444**   
  (0.169)   (0.188)   
Buildup       0.023 
       (0.016) 
FDIgr 0.006 0.006 0.005 0.024** 0.020* 0.022* 0.026* 
 (0.005) (0.005) (0.005) (0.012) (0.012) (0.012) (0.015) 
GDPgr -0.082*** -0.089*** -0.083*** 0.029 0.013 0.017 0.018 
 (0.019) (0.019) (0.019) (0.021) (0.022) (0.022) (0.023) 
CA_GDP 0.013 0.014 0.014 0.032** 0.043*** 0.042*** 0.046*** 
 (0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.015) 
OECD -0.034 0.001 -0.009 -0.475*** -0.510*** -0.508*** -0.518*** 
 (0.164) (0.165) (0.165) (0.166) (0.170) (0.168) (0.173) 
Dec80 0.113 0.217 0.182 -0.312 -0.256 -0.279 -0.216 
 (0.292) (0.294) (0.295) (0.264) (0.264) (0.261) (0.265) 
Dec90 -0.201 -0.041 -0.097 -0.604*** -0.546*** -0.583*** -0.626*** 
 (0.250) (0.256) (0.258) (0.205) (0.207) (0.205) (0.208) 
Dec00 -0.275 -0.190 -0.242 -0.549*** -0.577*** -0.603*** -0.672*** 
 (0.257) (0.260) (0.258) (0.211) (0.213) (0.216) (0.222) 
Dec10 1.229*** 1.304*** 1.283*** 0.394 0.309 0.355 0.262 
 (0.289) (0.291) (0.293) (0.270) (0.273) (0.271) (0.306) 
#Obs. 1167 1167 1167 463 463 463 452 
#Spells 198 198 198 193 193 193 182 
LogL -501.1 -496.3 -499.5 -298.4 -295.4 -296.3 -286.2 
SBIC 1072.9 1070.2 1076.6 658.2 658.4 660.1 645.7 
Notes: See Table 2. Build-up phases correspond to the period between the start of the credit boom and the beginning of the 
unwinding phase. Unwinding phases of the credit booms start when credit-to-GDP growth becomes negative (and stays negative 
for at least two quarters); when this does not happen during the credit boom phase, the unwinding is considered to be the last 
quarter of the boom. Mean duration (standard-deviation) of build-ups is 5.7 (5.4) quarters; Mean duration (standard-deviation) of 
unwindings is 2.4 (1.9) quarters. 
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Figure 1: Duration of credit booms 

   
#Spells=220;   Mean=8.0;   Std.Dev.=5.8 #Spells=55;   Mean=10.6;   Std.Dev.=6.7 #Spells=165;   Mean=7.2;   Std.Dev.=5.2 
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ANNEX 
 
 

Table A.1: Robustness checks I: different thresholds 
 Threshold 1.75 Threshold 2.0 
 (1) (2) (3) (4) (5) (1) (2) (3) (4) (5) 
p 1.833+,d 2.006+,c 2.091+,c 1.995+,c 2.014+,c 1.807+,d 1.960+,c 2.046+,c 1.956+,c 1.966+,c 
 (0.099) (0.114) (0.123) (0.198) (0.147) (0.104) (0.117) (0.127) (0.191) (0.157) 
∆p   -0.353***     -0.321***   
   (0.086)     (0.088)   
p+∆p   1.738+,d     1.724+,d   
   (0.115)     (0.119)   
BadCB  -0.849***     -0.784***    
  (0.187)     (0.192)    
FDIgr 0.036*** 0.031*** 0.032*** 0.035 0.031*** 0.038*** 0.033*** 0.035*** 0.033 0.035*** 
 (0.008) (0.008) (0.008) (0.040) (0.008) (0.008) (0.008) (0.008) (0.040) (0.009) 
GDPgr -0.074*** -0.095*** -0.092*** -0.126*** -0.088*** -0.074*** -0.094*** -0.090*** -0.120*** -0.085*** 
 (0.017) (0.017) (0.017) (0.034) (0.021) (0.019) (0.018) (0.019) (0.036) (0.024) 
CA_GDP 0.035** 0.042*** 0.043*** 0.025 0.045*** 0.032** 0.037** 0.039*** 0.027 0.036** 
 (0.014) (0.014) (0.014) (0.030) (0.017) (0.014) (0.015) (0.015) (0.030) (0.017) 
OECD -0.254 -0.241 -0.225 -0.294 -0.229 -0.150 -0.110 -0.101 -0.308 -0.008 
 (0.171) (0.170) (0.170) (0.334) (0.200) (0.181) (0.179) (0.179) (0.334) (0.213) 
Dec80 -0.372 -0.211 -0.220 -0.618 -0.082 -0.472* -0.322 -0.331 -0.610 -0.214 
 (0.264) (0.263) (0.263) (0.569) (0.297) (0.280) (0.278) (0.279) (0.564) (0.324) 
Dec90 -0.886*** -0.707*** -0.729*** -0.701* -0.708*** -0.903*** -0.724*** -0.747*** -0.715* -0.726*** 
 (0.214) (0.216) (0.215) (0.417) (0.263) (0.222) (0.224) (0.223) (0.416) (0.276) 
Dec00 -1.289*** -1.297*** -1.348*** -1.040* -1.327*** -1.246*** -1.244*** -1.294*** -1.083* -1.263*** 
 (0.235) (0.234) (0.233) (0.565) (0.262) (0.243) (0.241) (0.240) (0.567) (0.274) 
Dec10 0.987*** 1.106*** 1.095*** 0.483 1.201*** 1.090*** 1.236*** 1.220*** 0.659 1.368*** 
 (0.268) (0.271) (0.271) (0.738) (0.296) (0.335) (0.334) (0.340) (0.776) (0.372) 
#Obs. 1521 1521 1521 520 1001 1414 1414 1414 517 897 
#Spells 181 181 181 47 134 161 161 161 47 114 
LogL -486.1 -475.2 -477.2 -130.5 -343.4 -440.6 -431.9 -433.6 -130.8 -299.9 
SBIC 1045.5 1031.1 1034.9 323.5 755.9 953.8 943.6 947.0 324.1 667.9 
Notes: See Table 2. Estimations considering Gourinchas et al. (2001) and Barajas et al. (2009) criteria with thresholds equal to 1.75 and 2.0. 
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Table A.2: Robustness checks II: different detrending methods 

 Hodrick-Prescott filter Hamilton filter 
 (1) (2) (3) (4) (5) (1) (2) (3) (4) (5) 
p 1.978+,c 2.132+,c 2.208+,i 2.077+,c 2.163+,c 1.944+,c 2.044+,c 2.119+,c 2.080+,c 2.048+,c 
 (0.099) (0.111) (0.118) (0.190) (0.141) (0.093) (0.102) (0.107) (0.210) (0.123) 
∆p   -0.340***     -0.287***   
   (0.084)     (0.078)   
p+∆p   1.869+,c     1.832+,c   
   (0.114)     (0.110)   
BadCB  -0.795***     -0.658***    
  (0.180)     (0.166)    
FDIgr 0.035*** 0.030*** 0.031*** 0.048 0.028*** 0.030** 0.025* 0.026* 0.056 0.024 
 (0.008) (0.008) (0.008) (0.040) (0.008) (0.013) (0.013) (0.014) (0.040) (0.015) 
GDPgr -0.079*** -0.101*** -0.097*** -0.127*** -0.098*** -0.068*** -0.082*** -0.079*** -0.124*** -0.071*** 
 (0.017) (0.016) (0.016) (0.034) (0.021) (0.016) (0.016) (0.016) (0.031) (0.019) 
CA_GDP 0.043*** 0.050*** 0.051*** 0.033 0.053*** 0.037*** 0.042*** 0.043*** 0.045** 0.038** 
 (0.013) (0.014) (0.014) (0.028) (0.016) (0.012) (0.013) (0.013) (0.021) (0.016) 
OECD -0.134 -0.118 -0.106 0.003 -0.183 -0.130 -0.116 -0.112 -0.039 -0.152 
 (0.160) (0.159) (0.158) (0.317) (0.187) (0.151) (0.151) (0.151) (0.294) (0.182) 
Dec80 -0.259 -0.101 -0.106 -0.758 0.100 -0.241 -0.092 -0.089 -0.529 0.111 
 (0.263) (0.263) (0.262) (0.587) (0.293) (0.258) (0.258) (0.259) (0.563) (0.290) 
Dec90 -0.941*** -0.792*** -0.799*** -1.007** -0.723*** -0.790*** -0.672*** -0.684*** -0.576 -0.668*** 
 (0.206) (0.208) (0.208) (0.401) (0.249) (0.202) (0.205) (0.205) (0.402) (0.247) 
Dec00 -1.321*** -1.299*** -1.340*** -1.207** -1.298*** -1.032*** -0.978*** -1.005*** -0.646 -1.029*** 
 (0.224) (0.222) (0.221) (0.518) (0.252) (0.214) (0.212) (0.212) (0.493) (0.237) 
Dec10 0.999*** 1.102*** 1.097*** 0.125 1.286*** 1.115*** 1.152*** 1.166*** 1.004 1.183*** 
 (0.258) (0.260) (0.262) (0.712) (0.285) (0.248) (0.251) (0.252) (0.618) (0.277) 
#Obs. 1557 1557 1,557 509 1,048 1573 1573 1573 516 1057 
#Spells 199 199 199 51 148 214 214 214 55 159 
LogL -510.3 -499.8 -501.6 -134.5 -363.0 -546.9 -538.7 -539.8 -146.6 -389.9 
SBIC 1094.1 1080.4 1084.0 331.2 795.5 1167.5 1158.4 1160.7 355.7 849.5 
Notes: See Table 2. Estimations considering credit booms identified using Hodrick-Prescott and Hamilton filters with threshold equal to 
1.5 and without using the 20 percent growth rate of L/y as an additional marker of credit booms. 
 


