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Abstract The automatic classification of abstract sentences into its main el-
ements (background, objectives, methods, results, conclusions) is a key tool to
support scientific database querying, to summarize relevant literature works
and to assist in the writing of new abstracts. In this paper, we propose a novel
deep learning approach based on a convolutional layer and a bi-directional
gated recurrent unit to classify sentences of abstracts.
First, the proposed neural network was tested on a publicly available reposi-
tory containing 20 thousand abstracts from the biomedical domain. Competi-
tive results were achieved, with weight-averaged precision, recall and F1-score
values around 91%, and an Area Under the ROC Curve (AUC) of 99%, which
are higher when compared to a state-of-the-art neural network.
Then, a crowdsourcing approach using gamification was adopted to create a
new comprehensive set of 4,111 classified sentences from the computer science
domain, focused on social media abstracts. The results of applying the same
deep learning modeling technique trained with 3,287 (80%) of the available
sentences were below the ones obtained for the larger biomedical dataset, with
weight-averaged precision, recall and F1-score values between 73% and 76%,
and an AUC of 91%. Considering the dataset dimension as a likely important
factor for such performance decrease, a data augmentation approach was fur-
ther applied. This involved the use of text mining to translate sentences of
the computer science abstract corpus while retaining the same meaning. Such
approach resulted in slight improvements (around 2 percentage points) for the
weight-averaged recall and F1-score values.
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1 Introduction

The number of scholarly works has increased during in the last decades [25].
For example, around 114 million of English scholarly documents were accessi-
ble on the Web in 2014 [19]. Such volume makes it difficult to quickly select
relevant scientific documents. Scientific abstracts summarize the most impor-
tant elements of a paper and thus those are valuable sources for filtering the
most relevant papers during a literature review process [1].

The classification of scientific abstracts is a particular instance of the se-
quential classification task, considering there is a typical order in the classes
(e.g., the ‘Objective’ label tends to appear after the ‘Background’) [50]. This
classification transforms unstructured text into a more information manage-
able structure [12]. This is acknowledged by the Emerald publisher, which
requires all submissions to include a structured abstract [9]. In effect, the au-
tomatic classification of abstract sentences presents several advantages. It is a
valuable tool for general scientific database querying (e.g., using Web of Sci-
ence, Scopus). Also, it can assist in manual [21] or text mining [27] systematic
literature review processes, as well as other bibliometric analyses. Moreover,
it can help in the writing of new paper abstracts [23].

In this study, we present a novel deep learning neural network architecture
for the sequential classification of abstract sentences. The architecture uses a
word embedding layer, a convolutional layer, a bi-directional Gated Recurrent
Unit (GNU) and a final concatenation layer. The proposed deep learning model
is compared with a recently proposed bi-directional Long Short-Term Memory
(LSTM) based model [12], showing an interesting performance on classifying
sentences under five classes: ‘Background’, ‘Objectives’, ‘Methods’, ‘Results’
and ‘Conclusions’ in abstracts corpus from two distinct domains. First, the
approach is evaluated using a large publicly available 20K biomedical abstract
corpus [11], which was also previously studied using a different approach [12],
thus enabling a direct comparison. As a secondary contribution, we build a
purely new abstract corpus from the computer science domain, with a partic-
ular focus on the social media topic. The new corpus was created by adopting
a crowdsourcing approach with gamification features to attract researchers to
manually classify the sentences. By building on collective intelligence, more
than 4k sentences were categorized. To further improve the classification re-
sults, we employed data augmentation based on text mining, thus doubling the
training set size. The computer science abstract corpus was also made publicly
available, thus it can be used in future research comparison studies. We con-
sider two distinct abstract sentence corpus, from different domains (biomedical
and computer science), in order to provide a more robust validation. The good
classification results that were obtained for both domains (Section 4) suggest
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that our approach is potentially valuable for sentence classification of abstracts
from any scientific domain.

This paper is organized as follows: Section 2 presents the related work;
Section 3 describes the two abstract corpus, the deep learning architecture
and evaluation metrics; the obtained results are analyzed in Section 4; finally,
conclusions are drawn in Section 5.

2 Related Work

2.1 Deep Learning for Abstract Sentence Classification

As pointed out by Dernoncourt et al. [12], most sequential sentence classifi-
cation methods are based on ‘shallow’ methods (e.g., naive Bayes, Support
Vector Machines (SVM)) that require a manual feature engineering based on
lexical (e.g., bag of words, n-grams), semantic (e.g, synonyms), structural (e.g.,
part-of-speech tags) or sequential (e.g., sentence position) information. The
advantage of using deep learning is that the neural networks do not require
such manual design of features. Also, deep learning often achieves competitive
results in text classification [17].

Regarding abstract sentence classification, this topic has been scarcely re-
searched when compared to other text classification tasks (e.g., sentiment anal-
ysis). The main reason for this reduced attention is the restricted availability
of public datasets. In 2010 [3], the manual engineering approach was used to
set nine features (e.g., bi-grams) and train five classifiers (e.g., SVM) that were
combined to classify four main elements of medical abstracts. In 2013 [23], a
private corpus with 4550 abstracts from different scientific fields was collected
from ScienceDirect. The abstract sentences were manually labeled into four
categories: ‘Background’, ‘Goal’, ‘Methods’ and ‘Results’. The authors also
used the conventional manual feature design approach (e.g., n-grams) and a
transductive SVM. More recently, in 2017 [11], a large abstract corpus was
made publicly available. Using this dataset, a deep learning model, based on
one bi-directional LSTM, was proposed for a five class sentence prediction, out-
performing four other approaches (e.g., n-gram logistic regression, multilayer
perceptron) [12]. In this paper, we propose a different deep learning archi-
tecture, mainly composed by a convolutional layer and a bi-directional GRU
layer to classify the sentences from abstracts, which uses word embeddings
instead of character embeddings. By taking into consideration the position
of the sentences, as well as encoding contextual information on the vector of
each sentence,we expect that the proposed architecture can potentially achieve
better results when compared to the study by Dernoncourt et al. [12].

2.2 Crowdsourcing and Collective Intelligence to Classify Data

The difficulties of gathering already classified datasets highlighted in the previ-
ous subsection raises the challenge of testing our approach in several domains.
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Yet, it is essential for a broader validation of the accuracy of our proposal.
Furthermore, by building a new dataset and making it publicly available, it
can constitute a baseline for future comparisons with distinct approaches of
ours, helping to pave avenues for future research. Thus, this study sets the ad-
ditional challenge of gathering a newly classified dataset from another domain
to complement the biomedical dataset made publicly available by Dernoncourt
and Lee [11].
Collective intelligence consists in benefiting from many individuals by com-
bining their intelligence in cognitive tasks [7, 44]. Currently, the Internet has
leveraged collective intelligence by bringing communities together online in
discussion forums and groups in social networks. Thus, the technology cur-
rently available at the reach of a click instantaneously connects people who
may be spread across the globe. As a result, the concept of crowdsourcing has
emerged to take advantage from collective intelligence by using the Internet
to gather people together toward a common goal of solving cognitive tasks [4],
from data classification to solving complex mathematics problems. Specifically,
Welinder and Perona [45] have shown that data annotation can be effectively
done using a web platform available online offering a crowdsourcing service.
One of the main challenges of crowdsourcing is to keep participants motivated
during the whole process. Thus, a crowdsourcing platform must include an
incentive system to prompt for participation through positive encouragement
[30]. Incentives and motivation are interconnected, since the former helps in
building the latter [18]. Therefore, adopting strategies that keep individuals
motivated is at the core of crowdsourcing [24]. The motivation may be ex-
trinsic, through external incentives such as money or discount coupons, or
intrinsic, when the individual is pleased just by participating on crowdsourc-
ing [18]. While both extrinsic and intrinsic motives are shown to influence
participation, some authors such as Zheng et al. [49] argue that the latter
motives can be more effective than the former, although such difference may
be also due to cultural factors. A possible solution freely available of intrinsic
incentive is gamification. It offers users appealing awards granted on desired
accomplishments to incentivize participation [29].

3 Materials and Methods

3.1 Computer Science Abstract Corpus Retrieval and Classification

The first task to build the comprehensive set of classified abstract sentences in
computer science applied to social media is to retrieve the raw set of abstracts.
Although there are several platforms which freely publish scientific abstracts,
most of them do not show a well-defined policy about what can be publicly
shown to third-parties and, specifically, in the form of a dataset. As such, we
choose the arXiv, which allows using articles’ metadata, including abstracts,
and provides an API for both commercial and non-commercial usage1. To re-

1 https://arxiv.org/help/oa/index
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trieve data, we adopted the aRxiv R package, which uses the API to efficiently
search the archive. Within the “computer science” category, we searched only
for articles containing the terms “social media”, “social network” or “social
networks” in the title.
The different human languages pose serious challenges in text mining and ma-
chine learning tasks and, as such, many researchers choose to focus in one
language [e.g., 5]. Since most of scientific literature is currently published in
the English language [13] and, additionally, the large publishers and top jour-
nals require submissions to be in this language, we filtered all the collected
articles using the textcat package [15] to match English abstracts. The result
is that from a total of 658, only 4 were written in other than the English lan-
guage.
We implemented our crowdsourcing solution using the Amazon Elastic Com-
pute Cloud, which is an Infrastructure–as–a–Service cloud platform. This is the
platform with the largest market share, with around 40% of the Infrastructure–
as–a–Service market [33], and it is freely available for academic purposes. The
Ubuntu 16.04 operative system and the MariaDB database system were in-
stalled in the cloud, as well as the Nginx web server, which presents better
performance and less memory requirements when compared to Apache, accord-
ing to Suciu et al. [42]. We adopted the PHP Laravel (PHP 7.2) framework
for developing our solution.
We made available our web responsive platform (adaptable depending on the
type of device) in the following URL: http://classifyabstracts.info/. It was
shared in academic social networks such as “www.researchgate.net”, as well
as through our own research contacts. The user needs to login to access an
initial small tutorial that introduces the aims and scope of this research. This
introductory tutorial consists in two steps. The first consists in reading a few
examples of sentences previously classified, such that the user takes contact
with the possible categories for the classification procedure (Figure 1).
On the second and last step, the user needs to correctly classify each sentence
of an abstract already classified. To simplify the annotation process, the cat-
egories for classification are selected through drop–down lists. If the user has
at least one wrong classification, a warning appears highlighting the mistake
and the user needs to repeat this step again. After successfully completing the
tutorial, the user may start classifying unclassified abstracts in the platform
(Figure 2).
After the user classifies an abstract, a message is shown displaying the number
of already classified abstracts. As an incentive, a simple gamification compo-
nent consisting in points (one point per classified abstract) and three levels
was introduced. Thus, a user with 10 points achieves the bronze level, while
a user reaching 50 points achieves the silver level and, finally, a user with 100
or more points achieves the gold level.
In total, 76 users classified abstracts, with very few of them classifying more
than 100 abstracts, and still few reaching the silver level. Thus, most users
devoted little effort and classified few abstracts. This is a known inequality
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Fig. 1 First step of the introductory tutorial
.

phenomenon of crowdsourcing participants, in which only a small fraction of
users holds a large contribution [40].

3.2 Scientific Abstract Corpora

Data understanding is a critical step in the knowledge discovery process [26].
Thus, in this subsection we characterize each of the two datasets used to test
our approach. One of them is the one gathered through crowdsourcing (Section
3.1), while the other is the PubMed 20k dataset made publicly available by
Dernoncourt and Lee [11]. The latter, from here forth referred to as “PubMed
20k”, sets the baseline for comparison purposes [47]. The former, labelled as
“CS Abstracts”, enables to test our approach in a new domain, and addition-
ally provides to future researchers another corpus for sentence classification.
The corpus of the PubMed 20k includes open access papers from the PubMed
biomedical database and related with Randomized Controlled Trials (RCT).



A deep learning classifier for sentence classification 7

Fig. 2 Second step of the introductory tutorial.

The sentences were classified by the authors of the articles into the five stan-
dardized labels. The full corpus has a total of 200K abstracts. A smaller subset,
with 20K most recent abstracts, was also made available for a faster experi-
mentation of sequential sentence classification methods. Considering the 20K
subset was used in the work of Dernoncourt et al. [12], we also adopted the
same dataset, to facilitate the experimental comparison.
The size of both datasets is substantially different, with the PubMed 20k
containing a larger number of abstracts and, subsequently, more classified
sentences. Table 1 shows the total number of abstracts and sentences used
for training, validating the model, and testing it. The abstract distribution
through the three partitions in the “CS Abstracts”, training, validation and
testing, was done to evenly maintain distribution of each class. According to
Ng [32], a uniform distribution between the three partitions in the datasets
is used to prevent unexpected performance issues in productive environments.
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Table 1 Number of abstracts and sentences for each dataset by usage (i.e., training, vali-
dating and testing).

Dataset Training Validation Testing

PubMed 20k
Nr. abstracts 15,000 2,500 2,500
Nr. sentences 180,000 30,000 30,000

CS Abstracts
Nr. abstracts 500 77 77
Nr. sentences 3,287 824 619

A model is trained using the training dataset, it is tuned according to the
obtained results in the validation dataset and its generalization capability is
measured on the test dataset. As for the PubMed 20k dataset, it is made
publicly available with the data already partitioned as shown in Table 1. Fig-
ure 3 highlights the different distributions of the two datasets. Such result
can be justified by the different data collection approaches and subsequent
writing styles of both sciences, biomedical and computer science. Myers et al.
[31] corroborate our claim by highlighting that the writing style is intercon-
nected to the research method. This result supports the importance of our
crowdsourcing approach in gathering a new dataset from another domain to
validate our classifier, which is emphasized by the lack of publicly available
classified datasets. Figure 3 also confirms that the different train, validation
and test partitions have similar class distributions, which is a desired trait for
classification tasks [32].

3.3 Neural Networks Models

In the last years, there has been remarkable developments in deep learning [17,
8]. Architectures such as Convolutional Neural Network (CNN), LSTM and
GRU have obtained competitive results in several competitions (e.g., computer
vision, signal and natural language processing).

The CNN is a network mainly composed by convolutional layers. The pur-
pose of the convolutional layers is to extract features that preserve relevant
information from the inputs [22]. To obtain the features, a convolutional layer
receives a matrix as input, to which a matrix with a set of weights, known as
a filter, is applied using a sliding window approach and, at each of the sliding
window steps, a convolution is calculated, resulting in a feature. The size of
the filter is a relevant hyperparameter.

Although CNNs have been widely used in computer vision, they can also
be used in sentence classification [20]. The use of convolutional layers enables
the extraction of features from a window of words, which is useful because
word embeddings alone are not able to detect specific nuances, such as double
negation, which is important for sentiment classification. The width of the
filter, represented by h, determines the length of the n-grams. The number of
filters is also a hyperparameter, making it possible to use multiple filters with
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Fig. 3 Relative class frequencies for the CS Abstracts (top bar charts) and PubMed 20k
(bottom bar chars).

varying lengths [20]. The filters are initialized with random weights and, during
network training, weights are learned for the specific task of the network,
through backpropagation. Since each filter produces its own feature map, there
is a need to reduce the dimensionality caused by using multiple filters. A
sentence can be encoded as a single vector by applying a max pooling layer
after the convolutional layer, which takes the maximum value for each position,
from all the feature maps, keeping only the most important features.

Recurrent Neural Networks (RNN) are relevant for sequential data, such
as the words that appear in a sentence. Consider the words (x1, ..., xt) from a
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given sentence (sequence of words). The hidden state st of the word xt depends
on the hidden state st−1, which in turn is the hidden state of the word xt−1

and, for this reason, the order in which words appear over the sequence also
influences the various hidden states of the RNN.

The LSTM network is a particular RNN that uses an internal memory to
keep information between distant time steps to model long-term dependencies
of the sequence. It uses three gating mechanisms, input gate, forget gate and
output gate, which control (at each hidden state), what new information should
be updated into the memory, and what information should be erased from
the memory. The GRU [6] was recently introduced and it can be used as an
alternative to the LSTM model. The GRU uses a reset and update gates, which
are able to control how much information should be kept from previous time
steps. Both GRU and LSTM are solutions that help mitigate the vanishing
gradient problem of conventional RNNs.

A deep learning model was used by Dernoncourt et al. [12] for abstract
sentence classification. The model uses character embeddings that are then
concatenated with word embeddings and used as input for a bi-directional
LSTM layer, which outputs a sentence vector based on those hybrid embed-
dings. The sentence vector is used to predict the probabilities of the labels
for that sentence. The authors also use a sequence optimization layer, which
has the objective of optimizing the classification of a sequence of sentences,
exploiting existing dependencies between labels.

3.4 Proposed Architecture

The proposed word embedding, convolutional and bi-directional GRU (Word-
BiGRU) architecture is shown in Figure 4. We assume that each abstract has
i sentences (S1, ..., Si) and each individual sentence has n words (x11, ..., x

i
n),

where xin is the nth word from the ith sentence. The various words from the
sentences are mapped to their respective word embeddings, and those embed-
ding are used to create a sentence matrix E ∈ Rm×d, where d equals to the
dimensionality of the embeddings. We use word embeddings pre-trained on
English Wikipedia, provided by Glove (with d = 200) [34].

Then, a convolutional layer is used with a sliding window approach that
extracts the most important features from the sentences. Let E ∈ Rm×d denote
the sentence matrix, w ∈ Rh×d a filter, and E[i : j] the sub-matrix from row
i to j. The single feature oi is obtained using:

oi = w ∗ E[i : i+ h− 1] . (1)

In this study, we use a filter with a size of h = 5. To add nonlinearity to the
output, an activation function applied to every single feature. For the feature
oi, it is obtained by:

ci = f(oi + b); (2)
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Fig. 4 Schematic of the proposed Word-BiGRU deep learning architecture.

where f is the activation function and b is the bias. We use ReLU as the acti-
vation function in our model because it tends to present a faster convergence
[16].

Next, we take the various features maps obtained from the convolutional
layer, and feed them into a max pooling layer to encode the most important
features extracted by the convolutional layer into a single vector representation
that can be used by the next layers. Let g1, ..., gi denote several vectors, each
one encoding a particular sentence of the abstract. The vectors are then fed
to bi-directional GRU layer, where the hidden states for each time step are
calculated. We will use � to denote the Hadamard Product, while using W
and U to denote weight matrices of the GRU layer. Let hi−1 be the hidden
state of the previous sentence from the same abstract, the candidate hidden
state h̃i for the current sentence is given by:

h̃i = tanh(Whgi + Uh(ri � hi−1) + bh) . (3)

The reset gate ri ∈ [0, 1] has the purpose of controlling how much information
of the past hidden state, ht−1 will be kept. Let σ be the activation function,
the reset gate ri is calculated by:

ri = σ(Wrgi + Urhi−1 + br) . (4)
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To control how much new information will be stored in the hidden state, an
update gate zi ∈ [0, 1] is used, given by:

zi = σ(Wzgi + Uzhi−1 + bz) . (5)

The hidden state hi, which is the hidden state of the sentence i, is obtained
by:

hi = zi � h̃i + (1− zi)� hi−1 . (6)

Since we use a bi-directional GRU layer, there is a forward pass and a
backward pass. The hidden states resulting from the forward pass are:

(
−→
h1, ...,

−→
hi) . (7)

where hi is the hidden state of the ith sentence of the abstract. Similarly, the
hidden states resulting from the backward pass are:

(
←−
h1, ...,

←−
hi) . (8)

By using a bi-directional GRU, we want to capture contextual information
about each sentence of the abstract, by taking into consideration the sentences
that appear before and after it. For the ith sentence of the abstract, the in-
dividual vector ki, which encodes the sentence with contextual information
captured using the bi-directional GRU layer, is obtained by concatenating the
forward and backward hidden states:

ki = [
−→
hi ⊕

←−
hi ]; (9)

where ⊕ is the concatenation operator. Each encoded sentence ki is then con-
catenated with an integer value indicating the position of that sentence in the
abstract, resulting in zi:

zi = [ki ⊕ i] . (10)

Finally, a softmax layer is used, such that the outputs can be interpreted as
class probabilities.

3.5 Evaluation

In multiclass tasks, a classifier often outputs a class probability and the highest
probability class is assigned as the predicted class label. Using these predicted
labels, classification accuracy is often measured by building a confusion matrix,
which maps predicted versus desired labels. From this matrix, several metrics
can be computed, such as [46]: Precision, Recall, F1-score. For a class c, these
metrics are obtained using:

Precisionc = TPc

TPc+FPc

Recallc = TPc

TPc+FNc

F1-scorec = 2× Precisionc×Recallc
Precisionc+Recallc

.

(11)
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where TPc, FPc, FNc denote the number of true positives, false positives and
false negatives for class c.

Another possibility to analyze multiclass probabilities is to consider one
class probability pc and a decision threshold K ∈ [0, 1]. The class is considered
positive if pk > K. The receiver operating characteristic (ROC) curve shows
the performance of the classifier across all K values for class c, plotting one
minus the specificity (x-axis) versus the sensitivity (y-axis) [28]. The overall
discriminatory performance is given by the area under the curve (AUC =∫ 1

0
ROCdK). It is common to interpret the quality of the AUC values as: 0.5

– equal to a random classifier; 0.6 – reasonable; 0.7 – good; 0.8 – very good;
0.9 – excellent; and 1 – perfect.

To combine all five class confusion matrices results into a single measure, we
adopt two aggregation methods: macro-averaging and weight-averaging. The
macro-averaging computes first the metric (e.g., Precision using Equation 11)
for each class and then averages the overall result. The weight-averaging is
computed in a similar way except that each class metric is weighted propor-
tionally to its prevalence in the data. Dernoncourt et al. [12] used only the
weight-averaging method. As for the ROC analysis, the five AUC class values
are aggregated by using a macro-average aggregation method [14].

For comparison purposes, we adopt the same train, validation and test sets
used by Dernoncourt et al. [12] for the PubMed 20k corpus. The respective set
partition numbers are shown in Table 1. This table also includes the new CS
abstract corpus training, validation and test division adopted numbers that
can be used in future comparison works.

4 Results

4.1 Hyperparameter Tuning

A predictive model needs to be tuned through an array of possible hyperparam-
eters which may have a positive or negative impact in the model’s predictive
performance [41]. However, finding the best combination of hyperparameters
which optimizes a model’s performance is a complex task, given the possible
combinations to be tested and the required time to train a model. Also, some
hyperparameters are encompassed within a numeric interval, which makes it
impossible to test all values. In this section, we report the effort made in tun-
ing the Word-BiGRU model using the PubMed 20k dataset, which is a larger
dataset for which there are previous baseline results provided by Dernoncourt
et al. [12].

The Word-BiGRU model shares some components with the CNN, such
as the convolutional layer structure. Nevertheless, the Word-BiGRU model
training takes significantly more time when compared to the CNN. Thus, the
hyperparameters optimization for the convolutional layer was done using the
CNN model to speed up the process. Therefore, the goal is to find the best
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values for the hyperparameters of the CNN model and then use those values
in the convolutional layer of the Word-BiGRU model.

The filter size, number of filters, and dropout are the main hyperparameters
of the CNN model. The filter size is accountable for finding how many words
within a sentence are encompassed by the filter in the sliding window process
for the convolution operation. The number of filters represents how many filters
are used in the convolutional layer, with each filter being capable of extracting
different features. The dropout is used to reduce overfitting to training data
[39]. Thus, the following configuration was considered as a baseline for the CNN
model: filter size – 32; number of filters – 3; dropout – 0.1. Also, to limit the
space of possible solutions, the hyperparameter values were searched within the
following intervals: filter size ∈ {3, 5, 8}; number of filters ∈ {32, 64, 128, 256};
dropout ∈ {0.1, 0.35, 0.5}.

Using such baseline, we explored the combinations of possible values. First,
we changed the values of filter size, followed by the number of filters and,
finally, by the dropout hyperparameter. Thus, this means that by exploring
the number of filters, the best filter size value is already applied, since it was
the first to be explored. According to Ng [32], hyperparameter selection should
be done using one selected metric measured on the validation set. We follow
such approach, in which we selected the weight-averaging method to aggregate
the individual class metrics. The selected hyperparameter values are shown in
Table 2. Thus, the best results for CNN within the defined intervals were
obtained with 128 filters, each with size equals to 5, using a dropout of 0.35
after the convolutional layer.

Table 2 CNN model hyperparameters (in %, validation set results, best values in bold).

Hyperparameter Valor Precision Sensitivity F1-score

Number of filters

32 82.0 81.9 81.9
64 82.6 82.3 82.4
128 83.3 83.4 83.3
256 83.2 83.2 83.2

Filter size
3 83.3 83.4 83.3
5 83.5 83.5 83.5
8 82.9 82.2 82.5

Dropout
0.1 83.5 83.5 83.5
0.35 83.6 83.6 83.6
0.5 81.5 80.6 81.0

For the specific GRU bidirectional layer of Word-BiGRU, we assumed the
previously selected CNN hyperparameters and ranged the number of GRU
units within {25, 50, 75, 100}, as shown in Table 3. Thus, the selected number
of GRU units was 50. The final adopted configuration of the Word-BiGRU
model, used for both PubMed 20k and CS Abstracts corpora, includes: number
of filters – 128; filter size – 5; dropout – 0.35; and number of GRU units – 50.
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Table 3 Word-BiGRU model hyperparameters (in %, validation set results, best results in
bold).

Hyperparameter Value Precision Sensitivity F1-score

Number of units

25 89.4 89.3 89.3
50 91.5 91.5 91.5
75 89.8 89.7 89.7
100 90.0 90.0 90.0

4.2 Biomedical Abstracts

The performance in the PubMed 20k dataset can be compared with the results
achieved by Dernoncourt et al. [12] (Char-BiLSTM). The latter uses word
characters as inputs of a bidirectional LSTM layer, which provides vectorial
representations of those words. Each vector is then used as input of another
bidirectional LSTM layer which, in turn, provides a vectorial representation
of a sentence. Additionally, Dernoncourt et al. [12] defined a transition matrix
which contains the probabilities of transition between classes. The values of
this matrix are computed through the model which, given a sentence being
classified to a class (e.g., “Objective”), can then compute the probability of
the next sentence belonging to another class (e.g., “Methods”). The results of
our approach (Word-BiGRU) are also compared to the standard CNN model
(described in Section 3.3) in Table 4. The best results for each metric are
shown in bold. Our approach (Word-BiGRU) outperforms the alternatives for
all computed metrics.

Table 4 Averaged test results for PubMed 20k (in %, best values in bold).

Metric Averaged Char-BiLSTM [12] CNN Word-BiGRU

Precision
Macro-Averaged 86.4 80.7 86.7
Weight-Averaged 90.1 83.6 90.9

Recall
Macro-Averaged 83.7 77.6 86.7
Weight-Averaged 89.9 83.5 90.8

F1-score
Macro-Averaged 85.0 78.5 86.7
Weight-Averaged 90.0 83.5 90.8

The obtained results provide evidence that including contextual informa-
tion improves performance for the PubMed 20k dataset. This is the main
difference between the CNN and the Word-BiGRU, with the latter including
contextual information through the GRU bidirectional layer. Such difference
had a significant impact in all metrics.
The Word-BiGRU systematically outperforms the Char-BiLSTM model in all
metrics, with improvements ranging from 0.3 (Precision Macro-Averaged) to
1.7 (F1-score Macro-Averaged) percentage points. Figure 5 shows the ROC
curves, and respective AUC values (area), for each class. The average value
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computed through macro–average is 0.99. This is very close to 1, suggesting
the model has an excellent discriminatory capability.
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Fig. 5 ROC curves and AUCs for the Word-BiGRU model in the PubMed 20k dataset.

4.3 Computer Science Abstracts

Table 5 shows the classification performance test metrics for our Word-BiGRU
approach in comparison to the CNN model for the CS Abstracts corpus. The
World-BiGRU resuls are clearly better when compared with the CNN model,
meaning that including contextual information through the bidirectional GRU
layer had a significant impact on the model, confirming the results also ob-
tained for the PubMed 20k dataset. When comparing the Word-BiGru re-
sults for both datasets, lower metric values were achieved for CS Abstracts
(around 75%) when compared with PubMed 20k (around 91%). The classi-
fication performance differences can be due to several factors. For instance,
PubMed 20k sentences were classified by the own authors, while the CS Ab-
stracts were labeled using anonymous volunteers, via crowdsourcing. Further-
more, the PubMed 20k is around five times larger in size when compared to
the CS Abstracts dataset and often deep learning models improve results with
big data. This last issue is further explored in Section 4.4.
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Table 5 Averaged test results for CS Abstracts (in %, best values in bold).

Metric Method CNN Word-BiGRU

Precision
Macro–Average 61.3 75.4

Weight–Averaged 66.3 76.3

Recall
Macro–Averaged 57.0 64.7
Weight–Averaged 67.7 73.0

F1-score
Macro–Averaged 59.1 69.6
Weight–Averaged 67.0 74.6

The ROC curves shown on Figure 6 highlight a different picture of Word-
BiGRU results when compared to the same model applied to the PubMeds
20k dataset (Figure 5). The “Conclusions” class is the one with the lowest
AUC (although still very good value of 88%), whereas in the PubMed 20k was
the one with the highest AUC. Such result may derive from the different class
distribution of both datasets (as shown in Figure 3).
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Fig. 6 ROC curves and AUCs for the Word-BiGRU model in the CS Abstracts dataset.
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4.4 Data Augmentation of CS Abstracts

The CS Abstracts corpus has led to worse classification results when com-
pared to the PubMed 20k data. Deep learning usually relies on large datasets
for better training a model [35]. Thus, we argue that the CS Abstracts reduced
size of 3,287 sentences for training the model poses a limitation that we intend
to overcome. A possibility that has recently been explored is data augmenta-
tion, which aims to artificially increase the size of the training dataset [2]. In
domains such as computational visualization, simple transformations such as
translation or scale changes can be directly applied to the training images to
create different images that hold the same information (i.e., classified under
the same category) [36].

However, in text mining, simple transformations are not a viable solution
to data augmentation since textual data has a specific nature in which chang-
ing the form of a word may render a sentence to have a completely different
meaning. A possible solution to overcome this issue is to replace words within
sentences by synonyms. For example, a list of synonyms implemented in some
NLP tools may be used, as demonstrated by Zhang et al. [48]. An alternative
is to adopt translation to compute sentences with the same meaning, as shown
by Pavel Ostyakov on GitHub2. The procedure starts by translating a sentence
to other language and then back to the original language. This approach has
the advantage of changing several word combinations at the same time and
word order within a sentence, while keeping the same meaning, helping to
build a more diverse training corpus. As such, we adopted this latter approach
using the Textblob Python package. Also, we chose Spanish as the in-between
translation language since the adopted NLP package was validated with suc-
cess using the same language [43]. Table 6 shows three CS Abstracts sentences
in both the original and the transformed formats. It shows that the sentences
are slightly changed while retaining the same meaning.

Table 6 Comparison of original versus transformed sentences as a result of data augmen-
tation

Original sentence Transformed sentence

“Early detection of such compromised ac-
counts is very important in order to con-
trol the damage.” [38]

The early detection of such compromised
accounts is very important to control the
damage.

“In this work we propose a novel gen-
eral framework for discovering compro-
mised accounts by utilizing statistical text
analysis.” [38]

In this paper we propose a new general
framework for discovering compromised
accounts through the use of statistical text
analysis.

“These are the anomalies caused by a user
because of his/her variable behaviour to-
wards different sources.” [38]

These are the anomalies caused by a user
due to their variable behavior towards dif-
ferent sources.

2 https://github.com/PavelOstyakov/toxic/blob/master/tools/extend\_dataset.py
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This data augmentation process was only applied to the training set, which
doubled in size from 3,287 to 6,574 sentences (i.e., for each sentence an equiv-
alent one with the same meaning was added to the dataset). Table 7 shows
the results of training the Word-BiGRU model with both the original and the
data augmented datasets.

Table 7 Comparative results between original and data augmented datasets for the Word-
BiGRU model.

Metric Method Original Data augmented

Precision
Macro–Averaged 75.4 69.7
Weight–Averaged 76.3 75.4

Recall
Macro–Averaged 64.7 70.0
Weight–Averaged 73.0 74.9

F1-score
Macro–Averaged 69.6 69.8
Weight–Averaged 74.6 75.1

Using an augmented training set, when compared with the original dataset,
leads to a decrease in Precision but an improvement in both Recall and F1-
score measures. As for the ROC curves (Figure 7), the obtained results are
quite similar, with the augmented trained model presenting slight AUC im-
provements for the Methods and Results classes, with percentage point differ-
ences of: 1 – “Methods” and 2 – “Results”.

4.5 Sensitivity Analysis

All the models evaluated are based on deep learning, which are considered
black-box models. One way to open these black-box models is to use a sen-
sitivity analysis [10], which monitors the output responses when varying the
input features through their range of possible values. Specifically for textual
contents, Ribeiro et al. [37] have developed the Lime package in Python, which
changes model’s input by adding and removing words to assess the impact on
the model’s output. We have adopted this package to obtain the words in sen-
tences that influence the most each category. The aim is to understand the
differences in the decision making process of our approach (Word-BiGRU) in
comparison to CNN.

For demonstration purposes, in this section we compare the sensitivity
analysis of CNN and Word-BiGRU models when trained with the augmented
CS Abstracts dataset. Figure 8 shows the obtained output, when using the
Lime package, for one selected abstract. Words shaded in red are the ones
that contributed the most to classifying the sentence as “Background”, with
particular emphasis for “media” and “development”. The words shaded in
green are those that provided additional hints that the sentence may belong
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Fig. 7 ROC curves and AUCs for the Word-BiGRU model in the original and data aug-
mented CS Abstracts datasets.

to other class than “Background”. The words shaded that belong to other
sentences emerge because the Lime package affects the whole abstract.

Fig. 8 Most relevant words in classifying the first sentence for CNN model.

Figure 9 shows the Lime results for the Word-BiGRU model on the same
selected abstract. The model has a stronger confidence that the first sentence
is related with “Background”. And some of the highlighted words for reaching
to such conclusion are different (e.g., “latent attributes” instead of “develop-
ment”). Another interesting feature of Word-BiGRU is that it uses several
words from other sentences, as shown by looking at the shaded words in red
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in the sentences following the first. This is an evidence of the contextual in-
formation used for feeding the model.

Fig. 9 Most relevant words in classifying the first sentence for Word-BiGRU model.

The results of applying the Lime package to the CNN model for the second
sentence of the abstract are shown on Figure 10. Again, the sentence is accu-
rately classified as “Background”. The words “however” and “current” were
the ones influencing the most such classification.

Fig. 10 Most relevant words in classifying the second sentence for CNN model.

For the Word-BiGRU model, the probability of the second sentence being
classified as “Background” is higher, again proving the value of the contextual
information included in the model (Figure 11). This can be shown in the
highlighted words in sentences other than the second.

5 Conclusions

This paper presents a novel deep learning architecture for the classification of
scientific abstract sentences (background, objectives, methods, results, conclu-
sions), which is valuable to assist in scientific database querying, performing
literature reviews and to support the writing of new abstracts. The proposed
Word-BiGRU architecture assumes word embeddings, a convolutional layer
and a bi-directional Gated Recurrent Unit (GRU). Using a large sentence cor-
pus, related with 20k abstracts from the biomedical domain, we have obtained
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Fig. 11 Most relevant words in classifying the second sentence for Word-BiGRU model.

high quality classification performances, with weight-averaged Precision, Re-
call and F1-score values around 91%. These results compare favourably against
a state-of-the-art bi-directional Long Short-Term Memory (LSTM) model.

We also collected a new dataset of Computer Science scientific abstracts
using a crowdsourcing approach to assess the performance of our architecture
in a new domain. The results in this 4k classified sentences dataset were below
the ones achieved for the 20k biomedical dataset when using the same Word-
BiGRU architecture. However, a very good classification level was achieved by
Word-BiGRU, which compared favorably with a Convolutional Neural Net-
work (CNN) model, obtaining weight-averaged Precision, Recall and F1-score
values around 75%. Furthermore, we confirmed the decision process of Word-
BiGRU and CNN through a sensitivity analysis procedure, and we found ev-
idences of the former using the contextual information included through the
GRU. To address the reduced size of the collected Computer Science abstracts
dataset, we adopted a data augmentation approach based on sentence transla-
tion to Spanish and back to English, which resulted in a training corpus with
twice the original size. The classification metrics on test set data have shown
a slight improvement of the augmented trained Word-BiGru model in terms
of sensitivity and F1-scores.

In future research, we intend to check if we can improve the Computer
Science corpus results by further increasing the Computer Science corpus size,
either by collecting more human labels or by combining our data augmentation
translation technique with other synthetic data creation methods (e.g., usage
of synonyms). We also wish to enlarge the experimentation of the proposed
Word-BiGRU deep learning architecture to other sequential tasks.
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