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Two-dimensional (2D) massive Dirac electrons possess a finite Berry curvature, with Chern num-
ber ±1/2, that entails both a quantized dc Hall response and a subgap full-quarter Kerr rotation.
The observation of these effects in 2D massive Dirac materials such as gapped graphene, hexagonal
boron nitride or transition metal dichalcogenides (TMDs) is obscured by the fact that Dirac cones
come in pairs with opposite sign Berry curvatures, leading to a vanishing Chern number. Here, we
show that the presence of spin-orbit interactions, combined with an exchange spin splitting induced
either by diluted magnetic impurities or by proximity to a ferromagnetic insulator, gives origin to
a net magneto-optical Kerr effect in such systems. We focus on the case of TMD monolayers and
study the dependence of Kerr rotation on frequency and exchange spin splitting. The role of the
substrate is included in the theory and found to critically affect the results. Our calculations indi-
cate that state-of-the-art magneto-optical Kerr spectroscopy can detect a single magnetic impurity
in diluted magnetic TMDs.

I. INTRODUCTION

The electronic states of a two-dimensional (2D) gapped
Dirac Hamiltonian have a finite Berry curvature, with
Chern number C = ±1/2, that leads to1 a quantized
dc Hall conductivity. At finite frequencies, the Hall re-
sponse is also peculiar and gives origin to a giant low-
frequency Kerr rotation in thin-film topological insula-
tors2. The observation of these anomalous phenomena
requires a material realization of a massive Dirac elec-
tron gas in two dimensions. Possible candidates are the
surfaces of three-dimensional topological insulators, that
host 2D massless Dirac cone states at the Γ point of the
Brillouin zone3. Both magnetic doping4 or spin proxim-
ity effect5 can be used to open up a gap, which would
permit to probe the anomalous Hall response associated
to massive Dirac electrons in two dimensions.

In this work, we explore an alternative route to un-
veil the anomalous Hall response of 2D massive Dirac
materials. For that matter, we consider a different
class of physical systems with strong light-matter cou-
pling6,7: the widely studied8 semiconducting transition
metal dichalcogenide (TMD) monolayers, such as MoS2.
The low-energy electronic properties of these materials
are governed by states in the neighborhood of two non-
equivalent valleys, which can be described in terms of a
spin-valley coupled massive Dirac equation9. In the pres-
ence of time-reversal symmetry, the total Berry curvature
vanishes due to a perfect cancellation of the contributions
coming from the two valleys. However, the introduc-
tion of an exchange spin splitting —which breaks time-
reversal symmetry—, combined with the strong spin-
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orbit interactions10,11, offsets this cancellation, leading
to an anomalous Hall response12 that results in a non-
vanishing magneto-optical Kerr effect.

We consider two different mechanisms to induce ex-
change spin splitting in TMDs. These entail interaction
of the electronic states in the valence and conduction
bands of the TMD with magnetic atoms located either at
the TMD itself, as magnetic dopants in a diluted magnetic
semiconductor (Fig. 1a), or at an adjacent ferromagnetic
insulator, in which case exchange arises from spin prox-
imity (Fig. 1b). Diluted magnetic doping of TMDs has
been considered theoretically13–17 and realized experi-
mentally18–20. Some intrinsic point defects in TMDs are
expected to be spin polarized21–24, so that they can also
act as magnetic centers. Exchange-driven spin splittings
in TMDs caused by proximity to ferromagnetic insulators
have been reported both in experiments25–28 and in first-
principle calculations29–32. It has also been predicted
that an antiferromagnetic layered substrate can induce,
by proximity effect, a spin splitting of TMD bands33; this
occurs due to exchange interactions between the TMD
and the surface layer of the substrate, which has ferro-
magnetic order.

II. MODEL HAMILTONIAN

We model TMD monolayers with the additional ex-
change spin splitting through an Hamiltonian with three
terms,

H = HMD +Hsoc +Hex. (1)

The first two terms represent the well-known9 spin-valley
coupled massive Dirac model for TMDs in the trigonal
prismatic configuration. These describe the low-energy
electronic properties of TMDs, which are governed by
states in the neighborhood of two non-equivalent points
of the Brillouin zone: the so-calledK andK ′ valleys. The
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FIG. 1: (Color online) (a,b) Representation of the physical
system: monolayer transition metal dichalcogenide (TMD)
in the presence of exchange interactions induced by diluted
magnetic dopants (a) or by proximity effect to a ferromagnetic
insulator (b). (c) Left panel: low-energy bands of monolayer
TMDs. Blue/red lines stand for bands with spin up/down
projections, split due to spin-orbit interactions with different
magnitude in the conduction and valence bands, λv � |λc|.
Solid/dashed lines represent Dirac bands obtained around the
K/K′ valley. Right panel: effect of exchange at the bottom of
the conduction bands and at the top of the valence bands. A
combination of both spin-orbit coupling and band-dependent
exchange Jc 6= Jv leads to four non-degenerate effective band
gaps.

first term corresponds to a massive Dirac Hamiltonian,

HMD = ~vF (kxτzσ1 + kyσ2) +
∆

2
σ3, (2)

where ~ is the reduced Planck constant, vF is the Fermi
velocity, k = (kx, ky) is the electron wave vector, τz is
the valley operator with eigenvalues τ = ± (+ for K and
− for K ′), σi (i = 1, 2, 3) are Pauli matrices acting on the
space of the lowest-energy conduction and highest-energy
valence states, and ∆ is the bare band gap (or mass, in
the language of relativistic quantum mechanics). The
second term accounts for the strong spin-orbit coupling
in TMDs10,11, reading as

Hsoc =
λc(1 + σ3) + λv(1− σ3)

2
τzsz, (3)

where 2λc/v is the spin splitting in the conduc-
tion/valence bands and sz is the Pauli matrix for the out-
of-plane spin component with eigenvalues s = +(↑),−(↓).
On account of the different atomic orbital breakdown of
conduction and valence states, λv � |λc| is verified for
most of the TMD materials10. Importantly, spin-orbit
interactions preserve time-reversal symmetry due to the

so-called spin-valley coupling: states with spin ↑ in valley
K have a Kramers partner in valley K ′ with spin ↓.

The third term in Eq. (1), given by

Hex =
Jc(1 + σ3) + Jv(1− σ3)

2
sz, (4)

describes an exchange-driven spin splitting of 2Jc/v in
the conduction/valence bands. This term breaks time-
reversal symmetry. In the case of diluted magnetic semi-
conductors, it can be derived (see Appendix A) applying
first-order perturbation theory to a Kondo model within
the so-called virtual crystal approximation34. This sets

Jc/v = ximp〈Mz〉γc/v, (5)

where ximp is the atomic ratio of magnetic impuri-
ties, 〈Mz〉 is their statistical average spin (local spins
are treated classically, within mean-field, and assumed
to have orientation along z), and γc/v is a material-
dependent parameter, formally defined as the expecta-
tion value of the Kondo exchange coupling within con-
duction/valence states. For conventional diluted mag-
netic semiconductors based on II-VI compounds doped
with Mn, experimental measurements yield values of γc
and γv with opposite signs and magnitudes up to 1 eV34.
Therefore, a net exchange spin splitting ∆J = Jc − Jv in
the order of tens of meV could be reached for Mn con-
centrations of few percent. In the case of TMDs on top
of ferromagnetic insulators, Eq. (4) has been used29,35

to account for giant band-dependent exchange spin split-
tings predicted by first-principle calculations29,30.

Altogether, the model Hamiltonian described by
Eq. (1) can be considered as four independent copies (two
per spin and valley) of a massive Dirac model, each of
which with an effective gap given by

Eτ,sgap = ∆ + τs∆λ + s∆J , (6)

where ∆λ = λc−λv. The corresponding band spectrum is
depicted in Fig. 1c. For Jc = Jv = 0, TMD bands appear
as two spin-valley coupled Kramers doublets, split by the
strong spin-orbit interactions. As Jc and Jv are ramped
up, spin-valley coupling is broken. For ∆J 6= 0, we obtain
four non-degenerate effective gaps.

Zeeman splitting, in the order of 0.2 meV T−136–39, is
ignored in our model since, for most practical cases, it is
dominated by the exchange term.

III. MAGNETO-OPTICAL KERR EFFECT

We are interested in the magneto-optical Kerr response
of exchange spin split TMD monolayers. Specifically, we
compute the so-called Kerr rotation. When linearly po-
larized light is shined into a magnetic/magnetized ma-
terial, the reflected beam is in general elliptically polar-
ized with its plane of polarization rotated with respect
to that of the incident beam. The Kerr rotation is the
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angle of rotation of the plane of polarization. State-of-
the-art experimental setups have reported Kerr rotation
measurements with 10 nrad resolution40,41.

In Appendix B 1, we derive the equation that relates
the complex Kerr angle and the optical conductivity of a
2D material,

θK + iγK '
2πα

σxy
σ0(

πασxxσ0
+
√
εr

)2

+
(
πα

σxy
σ0

+ i
)2 . (7)

Here, θK is the Kerr rotation, γK is the Kerr ellipticity,
α ' 1/137 is the fine-structure constant, σ0 = e2/(4~)
is the universal conductivity of graphene (e is the ele-
mentary charge), εr is the relative permittivity of the
substrate on which the 2D material is deposited and σxx
(σxy) stands for the longitudinal (Hall) component of the
2D optical conductivity tensor. The derivation of this ex-
pression assumes normal incidence (as usual within the
polar geometry) of linearly polarized light onto a 2D sys-
tem with σxx = σyy and σxy = −σyx, placed on top of
a semi-infinite dielectric substrate. Moreover, it is only
valid in the limit of small θK and γK (see Eq. (B11) in
Appendix B 1 for the general formula). It must be noted
that this equation is applicable for strictly 2D models as
it depends on the 2D optical conductivity tensor, whose
units are Siemens (instead of Siemens per meter). In Ap-
pendix B 2, we show that Eq. (7) can be retrieved con-
sidering multiple reflections in a stratified medium made
of a three-dimensional material encapsulated between air
and a substrate, taking the limit d → 0, where d is the
thickness of the material.

In order to compute the 2D optical conductivity of ex-
change spin split TMDs, Kubo formula is employed. For
either ∆λ = 0 or ∆J = 0, straightforward calculations
yield σxy = 0, which implies a vanishing magneto-optical
Kerr response. Therefore, we conclude that, considering
our model Hamiltonian, magneto-optical Kerr effects are
only obtained in the presence of both spin-orbit interac-
tions and band-dependent exchange spin splittings.

In what follows, we focus on the case where the Fermi
level lies inside the gap, for which the results are inde-
pendent of the temperature. In this regime, we can ig-
nore the Landau level structure caused by an out-of-plane
magnetic field given that, on its own, it does not lead to
a finite Hall response42. It must be noted, however, that
the single-particle description followed here does not ac-
count for the strong excitonic effects present in TMDs at
charge neutrality43. This subject is left for a companion
publication44.

Eq. (7) shows that the complex Kerr angle has a non-
trivial dependence both on the properties of the 2D ma-
terial, encoded in its optical conductivity tensor, and on
the dielectric constant of the substrate. In this work,
we consider substrates with εr & 2, which is in princi-
ple the most natural case in experiments. Within this
assumption, we systematically find that, provided intra-
band transitions are Pauli blocked at charge neutrality,

Eq. (7) can be simplified into

θK + iγK '
2πα

εr − 1

σxy
σ0

. (8)

Thus, we see that Kerr rotation is governed by the real
part of σxy.

The optical conductivity of our model Hamiltonian can
always be expressed as a sum of spin- and valley-resolved
contributions. In the limit where Eq. (8) is valid, we can
also define a spin- and valley-resolved Kerr rotation such
that

θK(ω) =
∑
τ,s

θτ,sK (ω), (9)

where the dependence on ω, the angular frequency of
the incident light, is explicitly indicated. Using Kubo
formula, we get

θτ,sK (ω) = −τ α

εr − 1

Eτ,sgap

~ω
log

∣∣∣∣~ω + Eτ,sgap

~ω − Eτ,sgap

∣∣∣∣ , (10)

where, for simplicity, we have not included a finite em-
pirical broadening Γ within the Kubo formalism.

The above equation describes the Kerr rotation asso-
ciated to a single massive Dirac cone, with effective gap
Eτ,sgap, assuming charge neutrality and a dielectric sub-
strate with εr & 2. It must be noted that the line shape

of (εr − 1)θτ,sK

(
~ω
Eτ,sgap

)
is independent of any parameter

of the theory. Taking ∆λ = 0 and ∆J = 0, the effective
gap becomes spin- and valley-independent and, summing
over τ and s, we obtain a vanishing Kerr rotation due to
opposite sign contributions at the two valleys (Fig. 2a).
For both ∆λ 6= 0 and ∆J 6= 0, the presence of four non-
degenerate effective gaps offsets this cancellation, leading
to a net Kerr rotation, as we show in Fig. 2b.

In the dc limit, Eq. (10) gives

θτK(ω → 0) = −τ 2α

εr − 1
. (11)

For frequencies below the gap, Eq. (10) approaches the
dc limit rapidly, leading to nearly flat low-frequency
plateaus, as shown in Fig. 2a. As a side note, we stress
that, if we take εr = 1 and consider a model Hamil-
tonian with a single massive Dirac cone, Eq. (7) is no
longer valid, as the corresponding Kerr rotation is not
small. Indeed, using the general formula derived in Ap-
pendix B 1 (Eq. (B11)), we obtain subgap full-quarter
plateaus, θτK(ω < Egap) ' −τπ/2. Thus, we see that the
inclusion of a substrate in the theory can significantly
affect the results.

We now address the properties of the (net) Kerr ro-
tation in exchange spin split TMDs. Taking the low-
frequency limit of Eqs. (9) and (10), we obtain

θK(ω � ∆) ' − 16α

εr − 1

(
~ω
∆

)2
∆J∆λ

∆2
, (12)
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(a) (b)

FIG. 2: (Color online) (a) Valley-resolved Kerr rotation θτK, as a function of the photon energy ~ω, for a two-dimensional massive
Dirac material, with gap Egap, at charge neutrality and placed on top of a dielectric substrate with relative permittivity εr & 2.
The sum over valleys yields a vanishing net Kerr response. The line shape is independent of any parameter of the theory. The
horizontal dashed lines mark low-frequency Kerr rotation plateaus at ±2α/(εr − 1), where α is the fine-structure constant. (b)
Kerr rotation as a function of the photon energy for monolayer MoS2 on top of SiO2 (εr = 2.445), at charge neutrality and with
a net exchange spin splitting ∆J = 50 meV. Parameters: MoS2 bare band gap ∆ = 1.66 eV and spin-orbit coupling splittings
2λc = −3 meV, 2λv = 148 meV10; empirical broadening Γ = 4 meV46. A combination of both λc 6= λv and ∆J 6= 0 leads to
four non-degenerate effective band gaps —one for each spin and valley— that are represented by the vertical lines, following
the same color and dashing style as in Fig. 1b. The net Kerr response can be seen as a sum of spin- and valley-resolved
contributions of massive Dirac electrons (a) that are offset in energy and thus do not cancel out.

where we have also assumed ∆ � ∆J ,∆λ. At higher
frequencies, no simple analytical expression can be found.
This can be understood by the fact that the Kerr rotation
is the sum of four curves (one per spin and valley) that
have a resonant peak at the absorption thresholds defined
by the corresponding effective gap, as shown in Fig. 2b.

Eq. (12) shows that, in the low-frequency regime, Kerr
rotation varies linearly with ∆J and thereby with the
average magnetization of the impurities (in the case of
diluted magnetic TMD semiconductors), by virtue of
Eq. (5). For frequencies close to the absorption thresh-
olds, the linearity breaks above a given value of ∆J , as
we show in Fig. 3a. This is explained by the fact that,
as we vary ∆J , absorption thresholds are shifted in a
way that they eventually cross the photon energy, lead-
ing to a non-monotonous dependence. Within the linear
regime, it is also evident from Fig. 3a that the slopes de-
pend strongly on ω. The frequency dependence of these
slopes, defined as

η(ω) =
∂θK(ω)

∂∆J

∣∣∣∣
∆J=0

, (13)

is presented in Fig. 3b.
Finally, we focus on the case of diluted magnetic TMD

semiconductors and estimate the limits of magnetic mo-
ment detection through Kerr rotation measurements.
Specifically, given an experimental setup that permits
to detect Kerr rotation with resolution θres

K , we address
the question of what is the smallest number of impuri-
ties that can be probed. We assume that we are in the
regime where Kerr rotation scales linearly with exchange,
θK(ω) = η(ω)∆J . Using Eq. (5), we can thus write

|η(ω)ximp〈Mz〉(γc − γv)| > θres
K . (14)

Taking the Abbe diffraction limit, we consider a laser

spot with area Aspot = π
(

λ
4NA

)2
, where λ is the wave

length of the light and NA is the numerical aperture of
the laser. Assuming a maximum of one impurity per unit
cell, the number of impurities probed by the laser spot

can be written as Nimp = ximp
Aspot

Au.c.
, where Au.c. =

√
3

2 a
2

is the area of the unit cell (a is the lattice parameter).
With this, we get

Nimp >
πλ2

6a2NA2

θres
K

|η(ω)〈Mz〉(γc − γv)|
. (15)

In order to give rough estimations, we take a = 3.2 �A9

(having MoS2 as reference), NA ∼ 1, θres
K = 10 nrad40,41,

〈Mz〉 ∼ 1 and |γc − γv| ∼ 1 eV34 (taking as reference
conventional diluted magnetic semiconductors). For low
frequencies, η(ω) can be obtained analytically through
Eq. (12). Replacing ∆ = 1.66 eV10, ∆λ = −151 meV10

and εr = 3.945 (considering MoS2 on top of SiO2 and
taking the dc limit of its relative permittivity), we get
Nimp & 100

(~ω[eV])2
. At higher frequencies, we use the re-

sults of Fig. 3b to obtain η(ω). Following a conservative
approach, we avoid resonances and set ~ω = 1.65 eV,
for which η(ω) takes the value marked as η2. This leads
to Nimp & 0.1, showing that a single impurity can be
detected. It must be noted that magneto-optical effects
have been used for single spin detection47,48.

IV. DISCUSSION AND CONCLUSIONS

We have presented a theory for magneto-optical Kerr
effects in 2D materials whose low-energy bands are de-
scribed by a spin split massive Dirac equation. Using the
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(a) (b)

FIG. 3: (Color online) (a) Kerr rotation, as a function of the net exchange spin splitting, for monolayer MoS2 on top of SiO2,
at charge neutrality, for two photon energies. Parameters as in Fig. 2b. Linear dependence is observed in the small ∆J limit;
the corresponding slopes, marked by the dashed lines, are verified to depend strongly on ~ω. For larger ∆J , a non-monotonous
dependence is obtained. The origin of this behavior is the shifting of absorption thresholds (as the ones marked by the vertical
lines in Fig. 2b) as ∆J is ramped up, which causes resonant peaks to cross the photon energy. (b) Derivative of Kerr rotation
with respect to net exchange spin splitting ∆J , evaluated at ∆J = 0, as a function of the photon energy, for the same system
as in (a). Marked points correspond to the slopes shown in (a).

standard Fresnel formalism, we have obtained the equa-
tion that relates the complex Kerr angle with the optical
conductivity tensor of a 2D system, considering the effect
of a substrate. We have found that a combination of both
spin-orbit interactions and band-dependent spin splitting
in the model leads to an anomalous Hall conductivity
that gives origin to a non-vanishing magneto-optical Kerr
response. We have focused our theory in transition metal
dichalcogenide monolayers, for which spin-orbit interac-
tions are strong, and considered an exchange spin split-
ting induced either by diluted magnetic impurities or by
proximity effects to a ferromagnetic insulator. Our for-
malism can be extended to tight-binding Hamiltonians
and to other types of magnetic order49.

The main results, obtained at charge neutrality and
for substrates with relative permittivity εr & 2, are the
following. First, we have obtained a simplified expres-
sion which shows that Kerr rotation is governed by the
real part of the Hall conductivity and therefore permits
to define spin- and valley-resolved contributions. Second,
we have shown that a single valley of a 2D gapped Dirac
model (with gap Egap) entails a Kerr rotation with op-
posite sign for each of the valleys and whose frequency
dependence is given by a function that depends only on
ω/Egap, taking the value −τ 2α

εr−1 in the dc limit, where
τ = ± is the valley index and α is the fine-structure
constant. Third, we have seen that the model Hamil-
tonian for exchange spin split TMDs can be considered
as four copies (two per spin and valley) of a gapped
Dirac equation with non-degenerate effective gaps, such
that the (net) Kerr rotation can be interpreted as a non-
cancellation of spin- and valley-resolved features of a 2D
massive Dirac theory. Fourth, we have addressed the use
of Kerr rotation measurements to probe magnetic mo-
ments in diluted magnetic TMD semiconductors, show-
ing that state-of-the-art experimental setups can detect
signal coming from a single impurity.

The role of excitonic corrections will be the subject of
future work.
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Appendix A: Exchange spin splitting in diluted
magnetic semiconductors

Following Ref. 34, we model the exchange interaction
between band electrons and diluted magnetic impurities
through a Kondo-like exchange term,

V =
∑
Ri

J(Ri)M(Ri) · s, (A1)
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where M(Ri) is the vector of Pauli operators for the spin
of magnetic impurities located at positions Ri, s is the
vector of Pauli operators for the spin of band electrons
and J(Ri) are exchange coupling constants.

Treating the local spins classically and within mean-
field, we replace M(Ri) by its statistical average 〈M〉.
In addition, we assume an average magnetization along
the z direction. Moreover, we employ the so-called
virtual crystal approximation, making

∑
Ri
J(Ri) →

ximp

∑
R J(R), where ximp is the atomic ratio of mag-

netic impurities and R denotes the positions of lattice
sites. With this, we get

V = sz〈Mz〉ximp

∑
R

J(R). (A2)

To first order in perturbation theory, Eq. (A2) leads to
a correction of the energy levels given by

δE(1) = s〈Mz〉ximp〈ψ0|
∑
R

J(R)|ψ0〉, (A3)

where ψ0 is the wave function of the unperturbed Hamil-
tonian, which is assumed to be diagonal in the subspace
of sz with eigenvalues s = +(↑),−(↓). We now notice
that the matrix element present in the above equation
depends on the atomic orbital breakdown of ψ0, such
that it can be different for electrons in distinct bands.
Taking this into account, and considering the low-energy
Dirac model for TMD monolayers, we write

δE
(1)
c/v = s〈Mz〉ximpγc/v (A4)

where γc/v is the matrix element of the exchange cou-
pling constants for conduction/valence states. Finally,
we define

Jc/v = 〈Mz〉ximpγc/v, (A5)

such that 2Jc/v is the exchange spin splitting in the con-
duction/valence bands, as captured by Eq. (4).

Appendix B: Magneto-optical Kerr effect in
two-dimensional systems

1. Formalism

We consider a 2D system lying at the xy plane, with
air above (z > 0) and a substrate below (z < 0). We
treat air as vacuum and assume a non-magnetic dielectric
substrate with relative permittivity εr. Both media are
taken as semi-infinite, disregarding any phenomenon of
multiple reflections in stratified media.

We assume normal incidence of linearly polarized
monochromatic light and write its electric field as

E(i)(z, t) = E(i)
x uxei(−ωc z−ωt), (B1)

where t is the time, ω is the angular frequency of the light
and c is the speed of light in vacuum. The electric field

of the reflected and the transmitted light can be written
as

E(r)(z, t) =
(
E(r)
x ux + E(r)

y uy

)
ei(ωc z−ωt) (B2)

and

E(t)(z, t) =
(
E(t)
x ux + E(t)

y uy

)
ei(−

√
εr
ω
c z−ωt), (B3)

respectively. The corresponding magnetic fields B(i),
B(r) and B(t) are obtained via Maxwell’s equations.

The interface conditions at z = 0 impose

uz ×
[
E(i)(0, t) + E(r)(0, t)−E(t)(0, t)

]
= 0, (B4)

uz ×
[
B(i)(0, t) + B(r)(0, t)−B(t)(0, t)

]
= µ0js, (B5)

where µ0 is the vacuum permittivity and js is the surface
current density at the z = 0 plane. Applying Ohm’s law,
we write

js =

(
σxx σxy
σyx σyy

)
·

(
E

(t)
x (0, t)

E
(t)
y (0, t)

)
, (B6)

where σab (a, b = x, y) are the components of the op-
tical conductivity tensor of the 2D material. Assuming
that σxx = σyy and σxy = −σyx, straightforward manip-
ulation permits to obtain the reflection coefficients for
right/left-handed light as

r± =
E

(r)
±

E
(i)
x /
√

2
=

1−√εr − cµ0σ∓
1 +
√
εr + cµ0σ∓

, (B7)

where
√

2E
(r)
± = E

(r)
x ± iE

(r)
y and σ± = σxx ± iσxy.

On the other hand, we can also write

r+

r−
=

∣∣∣E(r)
+

∣∣∣∣∣∣E(r)
−

∣∣∣ei(φ+−φ−), (B8)

where E
(r)
± =

∣∣∣E(r)
±

∣∣∣ eiφ± . We now identify the Kerr rota-

tion as

θK =
φ− − φ+

2
(B9)

and the Kerr ellipticity γK through

tan γK =

∣∣∣E(r)
+

∣∣∣− ∣∣∣E(r)
−

∣∣∣∣∣∣E(r)
+

∣∣∣+
∣∣∣E(r)
−

∣∣∣ . (B10)

As final result, we get
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tan
(
γK +

π

4

)
e−i2θK =

(
1−√εr − cµ0σ−
1 +
√
εr + cµ0σ−

)(
1 +
√
εr + cµ0σ+

1−√εr − cµ0σ+

)
, (B11)

which is the general formula for magneto-optical Kerr
effect in 2D systems. The above equation shows that
a non-vanishing magneto-optical Kerr response implies
σ+ 6= σ−, which in turn implies σxy 6= 0.

In the limit of small θK and γK, we write
tan

(
γK + π

4

)
e−i2θK ' 1 − i2θK + 2γK and Eq. (B11) is

simplified into Eq. (7).

2. Agreement with the three-dimensional case

We now consider a stratified medium made of a mag-
netic material with thickness d, encapsulated between
air (z > 0) and a substrate (z < −d). As in Section B 1,
we treat air as vacuum and assume a non-magnetic di-
electric substrate with relative permittivity εr. Both air
and the substrate are taken as semi-infinite but, in con-
trast to the previous derivation, the finite thickness of
the magnetic medium obliges us to account for multiple
reflections within the Fresnel formalism. Regarding the
properties of the magnetic material, we assume that its
permittivy tensor can be expressed as

εMM = ε0

 εxx εxy 0
−εxy εxx 0

0 0 εzz

 , (B12)

where ε0 is the vacuum permittivity.
Similarly to what was done in the previous section, we

obtain the reflection coefficients by imposing the interface
conditions at z = 0 and z = −d. The major difference
is that, in the magnetic medium, the propagation of the
light is not isotropic. Indeed, the electric field of the
light has components along the u± = (ux ± iuy) /

√
2

directions with (complex) refractive indexes given by
n± =

√
εxx ± iεxy. In addition, surface currents are now

disregarded. After some straightforward algebra, we get

r± =
1− h(n∓)

1 + h(n∓)
, (B13)

with

h(n±) = n±
f (n±)− g (n±)

f (n±) + g (n±)
, (B14)

f (n±) = (n± +
√
εr) e−iωc n±d, (B15)

g (n±) = (n± −
√
εr) eiωc n±d, (B16)

which is the general formula in the three-dimensional
case.

In the limit of d→ 0, we relate the optical conductivity
in two and three dimensions via

σ3D =
σ2D

d
. (B17)

Using the general (tensor) relation

ε = ε01 + i
σ3D

ω
(B18)

and expanding equation Eq. (B13) to leading order in d,
we obtain

r± =
1−√εr − cµ0σ

2D
∓

1 +
√
εr + cµ0σ2D

∓
, (B19)

thus recovering Eq. (B7).
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11 K. Kośmider, J. W. González, and J. Fernández-Rossier,

Phys. Rev. B 88, 245436 (2013).
12 H. Da, L. Gao, W. Ding, and X. Yan, The Journal of Phys-

ical Chemistry Letters 8, 3805 (2017), pMID: 28766341,
https://doi.org/10.1021/acs.jpclett.7b01786 .

13 Y. C. Cheng, Z. Y. Zhu, W. B. Mi, Z. B. Guo, and
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