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Summary

In this paper, a new technique for the blind estimation of frequency and/or time-selective multiple-input multiple-
output (MIMO) channels under space-time block coding (STBC) transmissions is presented. The proposed method
relies on a basis expansion model (BEM) of the MIMO channel, which reduces the number of parameters to be
estimated, and includes many practical STBC-based transmission scenarios, such as STBC-orthogonal frequency
division multiplexing (OFDM), space-frequency block coding (SFBC), time-reversal STBC, and time-varying
STBC encoded systems. Inspired by the unconstrained blind maximum likelihood (UML) decoder, the proposed
criterion is a subspace method that efficiently exploits all the information provided by the STBC structure, as well
as by the reduced-rank representation of the MIMO channel. The method, which is independent of the specific
signal constellation, is able to blindly recover the MIMO channel within a small number of available blocks at the
receiver side. In fact, for some particular cases of interest such as orthogonal STBC-OFDM schemes, the proposed
technique blindly identifies the channel using just one data block. The complexity of the proposed approach reduces
to the solution of a generalized eigenvalue (GEV) problem and its computational cost is linear in the number of
sub-channels. An identifiability analysis and some numerical examples illustrating the performance of the proposed
algorithm are also provided. Copyright © 2009 John Wiley & Sons, Ltd.

KEY WORDS: space-time block coding (STBC); orthogonal frequency division multiplexing (OFDM); space-
frequency block coding (SFBC); time-reversal STBC; time-varying channels; blind channel
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1. Introduction

In the last 10 years, since the well-known work of
Alamouti [1], and the later generalization by Tarokh
et al. [2], several families of space-time block codes
(STBCs) have been proposed to exploit the spatial
diversity in multiple-input multiple-output (MIMO)
systems. Some examples are the orthogonal STBCs
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(OSTBCs) [2], quasi orthogonal STBCs (QSTBCs)
[3–5], trace-orthogonal codes (TOSTBC) [6,7], and
perfect STBCs [8].

A common assumption for most of the STBCs is that
perfect channel state information (CSI) is available
at the receiver, which has motivated an increasing inter-
est on blind channel estimation algorithms [9–19].
Blind techniques avoid the penalty in bandwidth
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efficiency or signal to noise ratio (SNR) associated,
respectively, to training based approaches [20–22],
or differential techniques [23–28]. Among blind
channel estimation techniques, those solely based on
second-order statistics (SOS) [12,14–16,18,19] are
specially appealing due to their low computational
complexity and their independence of the specific
signal constellation.

Although the literature on blind and semiblind
channel estimation under STBC transmissions is
abundant, most of the research efforts have con-
sidered time-invariant flat-fading MIMO channels
[10–19]. However, the number of techniques for more
general settings such as time-varying [12,29–31]
or frequency-selective channels [9,32–40] is more
scarce. Specifically, the on-line algorithms in Refer-
ences [29–31] consider OSTBC transmissions over
a time-varying flat-fading channel, and they can be
seen as adaptive versions of the technique proposed
in Reference [12]. On the other hand, the problem of
blind estimation or equalization of frequency-selective
MIMO channels has been addressed from two different
points of view. Firstly, the techniques in References
[9,32–35] apply standard blind channel estimation
or equalization techniques, which do not completely
exploit the structure induced by the STBC. Moreover,
they require a relatively high number of available
blocks at the receiver. Secondly, in References [36–40]
the authors have proposed several subspace-based
blind techniques, which require a large number of
available blocks at the receiver side, and consequently
long channel coherence times.

To our best knowledge, only a few techniques have
considered the problem of blind decoding within a
reduced number of blocks at the receiver. Specifically,
for orthogonal codes the sources can be recovered by
means of differential approaches [23–27] or the blind
techniques proposed in References [41–43]. However,
most of these techniques introduce some constraints
in the signal constellation of the sources, which might
not be satisfied if the signals have been linearly pre-
coded [7]. On the other hand, the method proposed in
Reference [43], which is independent of the specific
symbol constellation, is based on a semidefinite-
relaxation approach, which translates into a relatively
high computational complexity.

In this paper, we propose a technique for the
blind estimation of frequency and/or time-selective
MIMO channels, which allows us to jointly address
a wide class of STBC-based systems, to name a few:
orthogonal frequency division (OFDM-STBC), space-
frequency block coding (SFBC), time-reversal STBC,

or STBC transmissions through a time-varying chan-
nel. Firstly, the frequency and/or time-varying MIMO
channel is represented by means of a basis expan-
sion model (BEM) [44,45], which limits the number
of parameters to be estimated. Secondly, inspired by
the unconstrained blind maximum-likelihood (UML)
decoder, we propose a subspace-based blind channel
estimation technique which reduces to the extraction
of the main eigenvector of a generalized eigenvalue
(GEV) problem. The proposed technique is solely
based on the SOS of the observations, and therefore
it can be directly applied even for linearly precoded
sources. Furthermore, the technique is able to recover
the channels within a reduced number of available
blocks at the receiver, and unlike other approaches, its
computational complexity is linear in the number of
MIMO sub-channels.

The structure of the paper is as follows: The chan-
nel and STBC data models are introduced in Section 2.
The proposed technique for the estimation of the chan-
nel parameters is presented in Section 3. In Section 4,
we prove that, under mild assumptions, the theoretical
solutions of the proposed method are those of the UML
decoder. Section 5 summarizes the main properties of
the proposed technique. Finally, the performance of
the proposed method is evaluated by means of some
numerical examples in Section 6, and the concluding
remarks are pointed out in Section 7.

2. Channel and Data Model

2.1. Notation

2.1.1. Vectors/matrices

Throughout this paper we will use bold-faced upper
case letters to denote matrices, e.g., X, with elements
xi,j; bold-faced lower case letters for column vector,
e.g., x, and light-faced lower case letters for scalar
quantities. Superscript ˆ(·) will denote estimated matri-
ces, vectors, or scalars, the identity matrix of dimension
p will be denoted as Ip, and 0 will denote the zero
matrix of the required dimensions.

2.1.2. Operators

The superscripts (·)T, (·)H, and (·)∗ denote transpose,
Hermitian, and complex conjugate, respectively.
The real and imaginary parts of a matrix A are
denoted as �(A) and �(A). The trace, range (or
column space), and Frobenius norm will be denoted
as Tr(A), range(A) and ‖A‖, respectively. Finally, the
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1480 J. VÍA ET AL.

column-wise vectorized version of matrix A will be
denoted as vec(A), and ⊗ will denote the Kronecker
product.

2.2. MIMO Channel Model

Let us consider a set of Nc flat fading MIMO channels.
The ith MIMO channel is represented by the nT × nR
complex channel matrix Hi, where the element in the
kth row and lth column of Hi denotes the response of
the ith channel between the kth transmit and the lth
receive antennas.

The correlation existing among the Nc MIMO chan-
nels is represented by means of the following BEM:
[44]

Hi =
Lc∑
k=1

bi,k�k, i = 1, . . . , Nc, (1)

where �k ∈ CnT ×nR are the parameter matrices,

B =




b1,1 · · · b1,Lc

...
. . .

...

bNc,1 · · · bNc,Lc


 (2)

is some orthogonal basis,‡ and Lc ≤ Nc is the BEM
order, which allows us to range from the case of per-
fectly correlated (i.e., identical) channels (Lc = 1), to
the case of independent channels (Lc = Nc). Equation
(1) can be rewritten in matrix form as




H1

...

HNc




︸ ︷︷ ︸
H

= (
B ⊗ InT

)︸ ︷︷ ︸
B




�1

...

�Lc




︸ ︷︷ ︸
�

(3)

where H ∈ CNcnT×nR , � ∈ CLcnT×nR , and B ∈
C

NcnT×LcnT . Finally, the complex noise is considered
independent for different channels, and it is assumed
to be both spatially and temporally white with variance
σ2, i = 1, . . . , Nc.

‡The orthogonality condition is not restrictive and all the
results in the paper can be easily generalized for any full-
column rank basis B.

2.3. STBC Data Model

Let us consider a linear STBC transmitting M symbols
during L uses of the ith MIMO channel Hi ∈ CnT×nR .
The transmission rate is defined as R = M/L, and
M ′ = 2M is the number of real symbols transmitted
in each block.§

For a STBC, the nth block of data can be expressed
as

Si(si[n]) =
M′∑
k=1

Ci,ksi,k[n] i = 1, . . . , Nc (4)

where si[n] = [si,1[n], . . . , si,M′ [n]]T contains the M ′
real information symbols transmitted through the ith
channel in the nth STBC block, and Ci,k ∈ CL×nT , k =
1, . . . , M ′, are the code matrices.‖

The complex signal at the receive antennas can be
written, for i = 1, . . . , Nc, as

Yi[n] = Si(si[n])Hi + Ni[n]

=
M′∑
k=1

Wi,k(Hi)si,k[n] + Ni[n] (5)

where Ni[n] ∈ CL×nR represents the white complex
noise with zero mean and variance σ2, and

Wi,k(Hi) = Ci,kHi, k = 1, . . . , M ′. (6)

Defining now yi[n] = vec(Yi[n]), hi = vec(Hi) and
ni[n] = vec(Ni[n]), Equation (5) can be rewritten as

yi[n] = Wi(hi)si[n] + ni[n], i = 1, . . . , Nc (7)

whereWi(hi) can be seen as the ith complex equivalent
channel, whose kth column is given by

vec(Wi,k(hi)) = Di,khi (8)

with Di,k = InR ⊗ Ci,k, k = 1, . . . , M ′
Here, we must note that the data model in Equation

(7) can be seen as a particular case of a complex system
with a non-circular (improper) source [46,47], i.e., the
real information symbols si[n] are observed through
a complex equivalent channel given by Wi(hi). This

§In the particular case of real STBCs, we have M ′ = M and
real transmission and code matrices.
‖Usually, the STBC is common for all the channels, so we
could drop the subindex i.
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fact has been previously exploited in Reference [48]
to equalize frequency-selective channels under STBC
transmissions, and it has also been implicitly exploited
by the blind OSTBC channel estimation techniques
proposed in References [12,13,15,17–19]. In this
paper, we exploit the impropriety of the sources by
using the following real data model:

ỹi[n] = W̃i(h̃i)si[n] + ñi[n], i = 1, . . . , Nc (9)

where ỹi[n] = [�(yT
i [n]), �(yT

i [n])
]T, ñi[n] =[�(nT

i [n]), �(nT
i [n])

]T, h̃i = [�(hT
i ), �(hT

i )
]T, and

the ith real equivalent channel is

W̃i(h̃i)︸ ︷︷ ︸
2LnR×M′

= [�(WT
i (hi)) �(WT

i (hi))
]T

= [
D̃i,1h̃i D̃i,2h̃i · · · D̃i,M′ h̃i

]
(10)

where

D̃i,k =
[

�(Di,k) −�(Di,k)

�(Di,k) �(Di,k)

]
︸ ︷︷ ︸

2LnR×2nTnR

, k = 1, . . . , M ′

(11)
are the extended code matrices with real elements.

2.4. Linear Precoding of the Information
Symbols

In general, STBCs are able to exploit the spatial diver-
sity of the MIMO channel. However, in order to take
advantage of the frequency and/or time diversity of the
system, the information symbols have to be distributed
among the different MIMO channel realizations. For-
tunately, this can be easily done by means of linear
precoding techniques [7,45]. Thus, we can assume
without loss of generality that the transmitted symbols
si[n] are obtained as


s1[n]
...

sNc [n]




︸ ︷︷ ︸
s[n]

= (� (G) ⊗ IM′ + � (G) ⊗ JM′ )




d1[n]
...

dNc [n]




︸ ︷︷ ︸
d[n]

(12)

where di[n] ∈ RM′×1 is a vector containing the real
and imaginary parts of the information symbols, which

belong to some finite alphabet S, G ∈ CNc×Nc is a
unitary precoding matrix [7], and

JM′ =
[

0 −IM

IM 0

]
. (13)

2.5. Some Particular Cases

The data and channel models introduced in this section
are very general. Some particular cases of interest are
summarized in Table I, where the matrix FNc×P (δ) is
defined as

FNc×P (δ) =
[
fNc (δ) fNc

( 1
Nc

+ δ
) · · · fNc

(
P−1
Nc

+ δ
) ]

(14)

fNc (f ) is the Fourier vector of length Nc at normalized
frequency f, and δ is a frequency offset in the FFT grid.
Let us illustrate these equivalences in more detail

� STBC-OFDM: In this case, the sub-channels Hi,
i = 1, . . . , Nc, represent the frequency response of
the MIMO channel in the ith subcarrier. The orthog-
onal basis B is given by the first Lc columns of the
FFT matrix, and the parameters �k (k = 1, . . . , Lc)
represent the finite impulse response of the MIMO
channel. The STBC-OFDM scheme assumes that
the frequency-selective MIMO channel remains con-
stant during at least L (the channel uses per STBC
block) OFDM symbols, and it uses STBC transmis-
sion in each subcarrier.

� SFBC: SFBC can be seen as an alternative to STBC-
OFDM systems based on only one OFDM symbol
[49,50]. In this case, the temporal coherence require-
ment in STBC-OFDM systems is replaced by a
constraint in the spectral coherence. In particular, the
OFDM symbol is divided into groups of L adjacent
subcarriers, which see the same flat fading MIMO
channel Hi and are used to transmit one STBC data
block.

� Time-reversal STBC: Time-reversal orthogonal
STBC was proposed in Reference [51] (see also
References [52,53]) as a transmission technique to
exploit the multipath diversity in MIMO systems
with inter-symbol interference, and it was later
generalized to non-orthogonal codes [54,55].
Interestingly, these schemes can be viewed as a
particular case of a STBC-OFDM system with basis
and precoding matrices
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Table I. Correspondence between the proposed data model and several well-known STBC-based communication systems.

System BasisB PrecodingG Other parameters

STBC-OFDM B = FNc×Lc (0) Several options: • L OFDM symbols
• No precoding:G = INc • Nc subcarriers
• Minimum MSE [7]: e.g.,
G = FNc×Nc (0)

• Lc non-zero taps

SFBC B = FNc×Lc (0) Analogous to STBC-OFDM • 1 OFDM symbol
• NcL subcarriers
• Lc non-zero taps

Time-reversal STBC B = FNc×Lc

(
1

2Nc

)
G = FNc×Nc

(
1

2Nc

)
• Blocks of length NcL

• Lc non-zero taps

Time-varying Several options: Analogous to STBC-OFDM • NcL channel uses
• Fourier basis • Maximum Doppler: fD

fs
= Lc−1

2LNc• Discrete prolate spheroidal
sequences [56]

Doubly-selective B is the Kronecker product of the
time and frequency basis

Several options: This is a combination of the previous cases
• No precoding
• Precoding in time and/or frequency

B = FNc×Lc

(
1

2Nc

)
G = FNc×Nc

(
1

2Nc

)
(15)

which satisfy the time-reversal property [52,53]

FT
Nc×Nc

(
1

2Nc

)
FNc×Nc

(
1

2Nc

)
= ←−I Nc (16)

where
←−I Nc is obtained from INc with its columns

(or rows) in reverse order.
� Time-varying Channels: Let us consider a STBC

transmission through a time-varying flat fading
MIMO channel, which is considered static during
the L channel uses of a STBC block. Obviously, this
assumption implies that the MIMO channel changes
slowly, and therefore, it can be well approximated by
a BEM [44]. For instance, the relationship between
subsequent channel realizations could be modeled
through the Fourier transform of the bandlimited
time-varying channel response. Thus, Nc consecu-
tive realizations of the channel H1, . . . ,HNc can be
represented by Equation (3), where the orthogonal
basis is

B = FNc×Lc

(
−Lc − 1

2Nc

)
(17)

There exist other alternative basis for modeling
the temporal variation of the channel, such as the

discrete prolate spheroidal sequences (or finite
Slepian sequences) [56], which avoid the spectral
leakage problem associated to the Fourier basis.
However, regardless of the particular basis selection,
the number Lc of parameters is directly related with
the maximum Doppler frequency fD by means of

fD

fs
= fc

fs

vmax

vlight
= Lc − 1

2LNc
(18)

where fc and fs are the carrier and symbol frequen-
cies, respectively, vmax is the maximum relative
speed between the transmitter and the receiver, and
vlight is the speed of light.

� Doubly selective channels: The above data model
can be easily extended to the case of doubly-
selective MIMO channels [44,45], for which the
basis B can be interpreted as a Kronecker product
between the time and frequency bases, whereas the
parameter Lc indicates the total number of degrees
of freedom in the system, i.e., the product of the
time and frequency diversities.

3. Blind Estimation of Selective
MIMO Channels

In this section, we propose a general blind channel esti-
mation technique inspired by the blind ML receiver.
Unlike other approaches, the proposed scheme is able
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to recover the channel up to a real scalar from a
reduced number of observations (STBC-OFDM or
SFBC blocks). Let us start by introducing the joint ML
estimator of the channel and information symbols.

3.1. Unconstrained Blind ML Receiver

In general, the blind maximum likelihood (ML) esti-
mation of the channel and sources is a very difficult
problem, which is due to the coupling among the chan-
nels Hi, which depends on the parameters �, the
coupling among the sources si[n], which depend on
d[n], and the finite alphabet properties of the informa-
tion symbols d[n]. A direct simplification is obtained
by relaxing the finite alphabet constraint, which decou-
ples the signal estimates for different channels. Thus,
assuming that for each channel Hi, a set of N STBC
blocks is available at the receiver side, the uncon-
strained blind maximum likelihood decoder (UML)
reduces to{

�̂
UML

, ŝUML
i [n]

}

= argmin
�,si[n]

Nc∑
i=1

N−1∑
n=0

∥∥ỹi[n] − W̃i(h̃i)si[n]
∥∥2

(19)

and solving for si[n] we obtain¶

ŝUML
i [n] = (

W̃T
i (h̃i)W̃i(h̃i)

)−1
W̃T

i (h̃i)ỹi[n]

= Ṽi(h̃i)�̃
−1
i (h̃i)ŨT

i (h̃i)ỹi[n] (20)

where W̃i(h̃i) = Ũi(h̃i)�̃i(h̃i)ṼT
i (h̃i) denotes the

singular value decomposition (SVD) ofW̃i(h̃i). There-
fore, combining Equations (19) and (20) the UML
criterion can be rewritten as

�̂
UML = argmax

�

Nc∑
i=1

N−1∑
n=0

ỹT
i [n]Ũi(h̃i)ŨT

i (h̃i)ỹi[n]

(21)
or equivalently

�̂
UML = argmax

�

Nc∑
i=1

Tr
(
ŨT

i (h̃i)RỹiŨi(h̃i)
)

(22)

¶We are assuming that the equivalent channels W̃i(h̃i) are
full-column rank, which is a common assumption for all the
STBCs.

where

Rỹi = 1

N

N−1∑
n=0

ỹi[n]ỹT
i [n] (23)

is the sample mean estimate of the correlation matrix
for the observations of the ith channel.

3.2. Proposed Blind Channel Estimation
Method

Although the relaxation of the finite alphabet constraint
in the information symbols simplifies the blind chan-
nel estimation criterion, the channel estimates are still
coupled through the basis expansion parameters �.
On the one hand, this reduced-rank model allows us
to take into account the correlation among consecu-
tive channels. On the other hand, the coupling in the
channel estimates and the non trivial dependency of
Ũi(h̃i) w.r.t. the parameters � preclude a direct solu-
tion of the criterion in Equation (22). In this subsection,
we present a subspace-based blind channel estimation
method which provides closed-form channel estimates.

The UML estimator in Equations (21) and (22) can
be easily interpreted as a subspace technique, whose
goal is to maximize the energy of the projections of the
observed signal subspaces, obtained from ỹi[n], onto
the parameter-dependent signal subspaces, which are
defined by the equivalent channel matrices W̃i(h̃i)
(or Ũi(h̃i)). Here, we propose an alternative criterion
which consists in the maximization of the following
weighted sum of energies

�̂ = argmax
�

Nc∑
i=1

EiTr
(
W̃T

i (h̃i)�ỹiW̃i(h̃i)
)

(24)

where#

�ỹi = ŨỹiŨ
T
ỹi

, i = 1, . . . , Nc (25)

are the projection matrices onto the observed signal
subspaces, Ũỹi ∈ R2LnR×r is a matrix containing the
r = min(N, M ′) principal eigenvectors of Rỹi , and Ei

denotes the signal energy in the ith channel, which is
obtained as the sum of the r largest eigenvalues of Rỹi .

#The prewhitening is not necessary in the OSTBC case. In
other words, due to the orthogonality of W̃i(h̃i), �ỹi

can be
replaced by r

Ei
Rỹi

.
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The criterion in Equation (24) can be interpreted
as follows: instead of maximizing the projections of
ỹi[n] onto the parameter-dependent signal subspaces,
we maximize the projections of the equivalent chan-
nels W̃i(h̃i) onto the observed signal subspaces. This
alternative criterion will allow us to obtain closed-form
channel estimates. However, unlike Equation (22), the
energy of the channels h̃i (or equivalent channels
W̃i(h̃i)) in Equation (24) must be constrained to avoid
trivial solutions. Although this could seem a minor
problem, the selection of the constraint constitutes a
key point in the derivation of the blind channel estima-
tion criterion. Specifically, we propose the following
constraint in the channel energies

Nc∑
i=1

Ei‖W̃i(h̃i)‖2 = 1. (26)

As will be shown later, this constraint not only avoids
trivial solutions, but also ensures that, under mild
assumptions, the theoretical solutions of the overall
channel estimation technique are those of the UML
decoder.

Now, the dependency of W̃i(h̃i) with h̃i, given by
Equation (10), allows us to write

Tr
(
W̃T

i (h̃i)�ỹiW̃i(h̃i)
) =

M′∑
k=1

h̃T
i D̃

T
i,k�ỹiD̃i,kh̃i

(27)
and

‖W̃i(h̃i)‖2 =
M′∑
k=1

h̃T
i D̃

T
i,kD̃i,kh̃i. (28)

Thus, the optimization problem given by Equations
(24) and (26) can be reformulated as

�̂ = argmax
�

Nc∑
i=1

h̃T
i �ih̃i, s.t.

Nc∑
i=1

h̃T
i �ih̃i = 1

(29)
where

�i = Ei

M′∑
k=1

D̃T
i,k�ỹiD̃i,k (30)

and

�i = Ei

M′∑
k=1

D̃T
i,kD̃i,k (31)

The criterion proposed so far only exploits the struc-
ture imposed by the STBC. The additional structure
provided by the time–frequency-selective behavior can
be incorporated to the criterion through the reduced-
rank BEM. In particular, defining the vectors θk =
vec(�k), the channel model in Equation (1) can be
rewritten as

hi =
Lc∑
k=1

bi,kθk, i = 1, . . . , Nc (32)

or equivalently, for i = 1, . . . , Nc

h̃i =
Lc∑
k=1

([
�(bi,k) −�(bi,k)

�(bi,k) �(bi,k)

]
⊗ InTnR

)
θ̃k (33)

where θ̃k = [�(θT
k ), �(θT

k )]T. Therefore, the real vec-
torized channels are given by h̃i = �iθ̃, where θ̃ =[
θ̃

T
1 , . . . , θ̃

T
Lc

]T

�i = �(bT
i ) ⊗ I2nTnR + �(bT

i ) ⊗
[

0 −InTnR

InTnR 0

]
,

(34)

and bT
i is the ith row of the orthogonal basis B. Thus,

the combination of Equation (29) and h̃i = �iθ̃ allows
us to rewrite the proposed blind channel estimation
criterion as a function of the channel expansion coeffi-
cients θ̃

ˆ̃θ = argmax
θ̃

θ̃
T
�θ̃, s.t. θ̃

T
�θ̃ (35)

where

� =
Nc∑
i=1

�T
i �i�i (36)

and

� =
Nc∑
i=1

�T
i �i�i. (37)

The solution of Equation (35) is obtained as the

eigenvector ˆ̃θ associated to the largest eigenvalue β of
the following GEV:

� ˆ̃θ = β� ˆ̃θ. (38)

Finally, the overall blind channel estimation algorithm
is summarized in Algorithm 1.
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Algorithm 1 Summary of the proposed blind channel
estimation algorithm.

Collect N consecutive observation vectors ỹi[n], for
i = 1, . . . , Nc and n = 0, . . . , N − 1
Obtain the estimates of the correlation matrices Rỹi

with Equation (23).
Obtain the matrices �ỹi and signal energies Ei from
the EV decomposition of Rỹi .
Using the code matrices D̃i,k, obtain �i and �i with
Equations (30) and (31).
Using the BEM, obtain � and � with Equations (36)
and (37).
Obtain the channel estimate as the principal eigen-
vector of the GEV in Equation (38).

4. Identifiability Analysis

Although some intuitive necessary conditions can be
easily obtained, the analysis of the blind channel iden-
tifiability from SOS under STBC transmissions is a
difficult problem yet to be solved. In particular, sev-
eral efforts have been made in the case of flat fading
and time-invariant STBC systems [14,16,19], but the
identifiability properties are only partially clear in the
OSTBC case [57,58].

Here we show that, under mild assumptions, the the-
oretical solutions of the proposed criterion are those
associated to the UML decoder. In other words, the
channel estimates provided by the proposed technique
are congruent with the data model.

Let us consider a noise-free scenario.** From Equa-
tions (21) and (22), it is easy to prove that the solutions
ˆ̃hi of the UML criterion fulfill

range
(
Ũỹi

) ⊆ range
(
W̃i(

ˆ̃hi)
)
, i = 1, . . . , Nc

(39)

where the equality is satisfied iff the signal subspace is
completely determined by the observations (N ≥ M ′).
To continue the analysis, we must distinguish two dif-
ferent cases.

4.1. Case of N ≥ M′

In this case, �ỹi (i = 1, . . . , Nc) are the true projec-
tion matrices onto the signal subspaces. Therefore, the

**The same conclusions can be obtained by assuming perfect
estimates (N → ∞) of the correlation matrices Rỹi

.

energy of the projections in Equation (24) is bounded
by

Tr
(
W̃T

i (h̃i)�ỹiW̃i(h̃i)
) ≤ ∥∥W̃i(h̃i)

∥∥2
(40)

where the equality is satisfied iff W̃i(h̃i) spans the true
signal subspace. Finally, taking into account the energy
constraint in Equation (26) it is clear that

Nc∑
i=1

EiTr
(
W̃T

i (h̃i)�ỹiW̃i(h̃i)
) ≤ 1 (41)

and the equality is attained by the solutions of the UML
decoder, which obviously include the true MIMO chan-
nel.

4.2. Case of N < M′

This is a more complicated situation in which the chan-
nels are not persistently excited by the sources, i.e., the
observations do not completely characterize the signal
subspace, and �ỹi is only a projection matrix onto a
rank N subspace belonging to the whole rank M ′ sig-
nal subspace. Thus, we must distinguish between two
different cases.

4.2.1. Orthogonal STBCs (OSTBC)

In this case, the channel can be unambiguously recov-
ered by means of the proposed technique. In particular,
the orthogonality property of OSTBCs is [57]

W̃T
i (h̃i)W̃i(h̃i) = ∥∥h̃i

∥∥2IM′ , ∀h̃i (42)

which ensures that, in the absence of noise

Tr
(
W̃T

i (h̃i)�ỹiW̃i(h̃i)
) ≤ N

∥∥h̃i

∥∥2 (43)

where the equality is satisfied iff the observations ỹi[n]
belong to the subspace spanned by W̃i(h̃i), or equiva-
lently

range
(
Ũỹi

) ⊂ range
(
W̃i(

ˆ̃hi)
)

, i = 1, . . . , Nc

(44)

i.e., if the estimates are congruent with the data model.
Now, taking into account the orthogonality of the equiv-
alent channels W̃i(h̃i), the energy constraint (26) can
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be rewritten as

Nc∑
i=1

Ei

∥∥W̃i(h̃i)
∥∥2 = M ′

Nc∑
i=1

Ei

∥∥h̃i

∥∥2 = 1 (45)

which finally yields

Nc∑
i=1

EiTr
(
W̃T

i (h̃i)�ỹiW̃i(h̃i)
) ≤ N

M ′ (46)

where the equality is attained by the solutions of the
UML decoder.

4.2.2. Non-orthogonal STBCs

In this case, the energies Tr
(
W̃T

i (h̃i)�ỹiW̃i(h̃i)
)

are
not necessarily maximized by the actual MIMO chan-
nels and then the channel can not be exactly recovered
by means of the proposed technique. In other words,
since the signal subspaces are not completely charac-
terized by the projection matrices �ỹi , the proposed
technique might find spurious MIMO channels concen-
trating all the energy ofW̃i(h̃i) in the directions defined
by �ỹi . However, we must note that the maximization
has to be made simultaneously for the Nc sub-channels,
whereas the number of effective independent channels
is given by Lc. Thus, when Nc >> Lc there are not
enough degrees of freedom to find spurious solutions,
and the proposed technique will provide very accurate
estimates.

5. Computational Cost and Comparison
with Previous Works

The proposed blind technique has to solve two main
steps. Firstly, the Nc projection matrices �ỹi are
obtained, which comes at a computational cost of
order O(NcL

3n3
R); and secondly, the channel param-

eters are recovered from the GEV in Equation (38),
whose computational cost is O(n3

Tn3
RL3

c). Therefore,
the computational complexity of the proposed blind
channel estimation technique isO(n3

R(L3Nc + n3
TL3

c)),
i.e., it is linear in the number Nc of channels, which
corresponds with the number of subcarriers in multi-
carrier systems, or the number of channel realizations
in time-varying scenarios. This contrasts with previous
applications of standard subspace techniques [36,37]
(see also References [38–40]), which not only require
a large number N > M ′Nc of STBC-OFDM blocks at

the receiver, but also incur in a computational cost of
O((LnRNc)3).

When compared with previous works, the proposed
method solves the blind channel estimation problem for
general STBC transmissions in a unified manner, which
includes the case of time-varying channels, as well as
the common STBC-OFDM, SFBC, and time-reversal
systems. Moreover, the proposed method avoids the
finite alphabet requirement associated to the semib-
lind algorithm in References [41,42], or the constant
energy associated to differential approaches [23–27].
Therefore, it can be directly applied when the informa-
tion symbols have been linearly precoded in order to
exploit the multipath or temporal diversity of the chan-
nel. Finally, as we have shown in the previous section,
in the absence of noise the channel parameters can be
exactly recovered within only N = M ′ (or N = 1 in
the OSTBC case) blocks at the receiver side.

6. Simulation Results

In this section, the performance of the proposed
technique is illustrated by means of some simula-
tion examples. All the results have been obtained by
averaging 1000 independent experiments. The MIMO
channels Hi have been generated as a Rayleigh chan-
nel with unit-variance elements. The i.i.d. information
symbols, which have not been linearly precoded (G =
INc ), belong to a quadrature phase shift keying (QPSK)
constellation. We have used MMSE receivers followed
by a hard decision decoder, which in the case of
OSTBC transmissions is equivalent to the ML receiver.
The transmission schemes are based on two differ-
ent STBCs for nT = 4 transmit antennas, namely, the
OSTBC presented in Equation (7.4.10) of Reference
[52], whose parameters are M = 3 and L = 4 (R =
3/4), and the quasi-orthogonal (QSTBC) proposed in
Reference [3] (M = L = 4, R = 1).

The proposed method has been compared with the
MMSE receiver with perfect CSI, which we refer
to as clairvoyant MMSE, and with a training-based
approach. In the particular case of OFDM-based
transmissions, the training method is based on the
use of Lc equally spaced pilot subcarriers, and the
channel estimate is obtained by means of the well-
known least squares (LS) method. Finally, in order to
avoid the ambiguities associated to the QSTBC blind
channel estimation problem [16,57], we have applied
the non-redundant precoding technique proposed in
References [19], i.e., for each subchannel Hi we have
used a rotated version of the QSTBC in Reference [3].
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Fig. 1. MSE in the channel estimate for a R = 3/4 OSTBC.
Nc = 64 and different numbers of available blocks at the

receiver.

Fig. 2. BER after decoding for a R = 3/4 OSTBC. Nc = 64
and different numbers of available blocks at the receiver.

6.1. STBC-OFDM Systems

In this subsection, the proposed technique is evaluated
in a STBC-OFDM MIMO system with Lc = 4 taps
and different number Nc of subcarriers.†† In the first
experiment, we consider the R = 3/4 OSTBC system
with nR = 2 receive antennas and Nc = 64 subcarriers.
Figure 1 shows the mean square error (MSE) of the
channel estimate for different numbers N of available
blocks at the receiver, whereas Figure 2 shows the bit

††Similar results have been obtained in the cases of SFBC or
time-reversal STBC systems, but due to the lack of space we
only present the STBC-OFDM case.

Fig. 3. BER after decoding for a R = 3/4 OSTBC. Effect of
N on the BER for two different SNR values. Nc = 64.

error rate (BER) after decoding. As can be seen, the pro-
posed method outperforms the training approach based
on Lc pilot carriers and, as it was expected, its accuracy
increases with the number of available OSTBC-OFDM
blocks. This point is also illustrated in Figure 3, which
shows the evolution of the BER with the number N of
OSTBC-OFDM blocks. As can be seen, as N increases,
the proposed method achieves similar results to that
of the receiver with perfect channel knowledge.

In the second set of examples, the performance of
the proposed method for N = 1 and several numbers of
subcarriers Nc is evaluated. The results for the R = 3/4
OSTBC with nR = 2 receive antennas are shown in
Figures 4 and 5. As can be seen, for a fixed number

Fig. 4. MSE in the channel estimate for a R = 3/4 OSTBC.
N = 1 and different numbers of subcarriers.
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Fig. 5. BER after decoding for a R = 3/4 OSTBC. N = 1
and different numbers of subcarriers.

(Lc) of parameters, the performance not only improves
with the number of available OSTBC-OFDM blocks,
but also with the number of subcarriers Nc. This can
be seen as a direct consequence of the rank-reduced
channel model, which is able to properly exploit the
structure introduced by the channel. In other words,
while the number of unknown parameters (LcnTnR)
remains constant, the available data to estimate the
channel increases with Nc, which necessarily translates
into better channel estimates.

The previous experiments have been repeated for the
rate-one QSTBC with nT = nR = M = L = 4. Firstly,
the results for Nc = 64 subcarriers and different num-
bers of available QSTBC-OFDM blocks are shown in
Figures 6–8. As can be seen, the proposed technique is
able to exactly recover the channel, in the absence of
noise, when the number of available blocks is N ≥ M ′,
i.e., when the signal subspaces are completely deter-
mined by the observations. As pointed out in Section
4.2.2, when this condition is not satisfied (N < M ′),
the proposed technique is not able to exactly recover
the channel, which explains the noise–floor effect in
Figures 6 and 7. However, as we can see in Figure 8, as
N increases, the results provided by the proposed blind
channel estimation method become closer to those of
the receiver with perfect channel knowledge.

Finally, the previous example has been repeated for
only N = 1 QSTBC-OFDM block at the receiver side,
Lc = 4 non-zero taps, and different numbers Nc of sub-
carriers. The results are shown in Figures 9 and 10,
where we can see that the noise floor in the channel esti-
mate rapidly decreases with the number of subcarriers.
Furthermore, we must point out that for practical SNR

Fig. 6. MSE in the channel estimate for a R = 1 QSTBC.
Nc = 64 and different numbers of available blocks at the

receiver.

Fig. 7. BER after decoding for a R = 1 QSTBC. Nc = 64
and different numbers of available blocks at the receiver.

(or BER) values, the results provided by the proposed
technique are not very far from those of the receiver
with perfect channel knowledge. Actually, they are
accurate enough to switch to a decision directed scheme
or to provide a good starting point for an iterative imple-
mentation of the UML decoder.

6.2. Flat-fading Time-varying Channels

In this subsection, the performance of the proposed
technique in time-varying MIMO channels is eval-
uated. Specifically, the time-varying channels are
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Fig. 8. BER after decoding for a R = 1 QSTBC. Effect of N
on the BER for two different SNR values. Nc = 64.

Fig. 9. MSE in the channel estimate for a R = 1 QSTBC.
N = 1 and different numbers of subcarriers.

modeled through a Fourier‡‡ BEM with Lc = 5 param-
eters, which correspond to a maximum Doppler
frequency of

fD = 1

2Nc
. (47)

Here, we must note that in the case of time-varying
channels we always consider N = 1, i.e., only one
STBC block is transmitted over each MIMO chan-
nel Hi. Obviously, for lower Doppler frequencies the

‡‡Similar results have been obtained in the case of discrete
prolate spheroidal sequences.

Fig. 10. BER after decoding for a R = 1 QSTBC. N = 1 and
different numbers of subcarriers.

Fig. 11. Evolution of a time-varying channel during 100 sym-
bol periods. Lc = 5, Nc = 128, L = 4, fD � 3.9 × 10−3.

channel could be considered constant during the trans-
mission of N STBC blocks, and more accurate channel
estimates would be obtained.

As an example, Figure 11 shows the evolution of
four MIMO channel coefficients, for Nc = 128 (fD �
3.9 · 10−3), during 100 symbol periods, which cor-
responds to the transmission of 100/L = 25 STBC
blocks. As can be seen, the channel can be considered
approximately constant during the transmission of one
STBC block, which is a common requirement for all
the STBC-based systems, but it rapidly changes during
the whole transmission frame.

In the first experiment, we consider the R = 3/4
OSTBC with nR = 2 receive antennas. The BER after
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Fig. 12. BER after decoding for a R = 3/4 OSTBC. Time
varying channels with different Doppler frequencies.

decoding for different Doppler frequencies is shown
in Figure 12. As it was expected, the performance of
the proposed technique improves with the temporal-
coherence of the channel, which increases with Nc.
Furthermore, for moderate Doppler frequencies, the
performance of the blind technique is close to that of
the clairvoyant receiver, and it avoids the 3-dB penalty
associated to differential approaches.

Finally, the previous experiment has been repeated
with the QSTBC code and nR = 4 receive anten-
nas. The results are shown in Figure 13, where we
can observe the previously commented noise floor.
However, for moderate Doppler frequencies, the blind
technique still provides accurate results and its per-

Fig. 13. BER after decoding for the R = 1 QSTBC. Time
varying channels with different Doppler frequencies.

formance degradation with respect to the clairvoyant
receiver is lower than the minimal loss (3-dB) associ-
ated to the QSTBC differential technique proposed in
Reference [28].

7. Conclusions

In this paper, a new technique for the blind estimation
of frequency and/or time-selective MIMO channels,
under STBC transmissions, has been presented. The
proposed technique is based on a low-rank representa-
tion of the MIMO channel, which reduces the number
of parameters to be estimated, and can be easily
particularized to the cases of STBC-OFDM, SFBC,
time-reversal STBC, and STBC transmissions over
time-varying channels. The method, which is inspired
by the UML decoder, reduces to the solution of a GEV
problem, and its computational complexity is linear in
the number of orthogonal channels (subcarriers in the
particular case of STBC-OFDM systems). Further-
more, unlike other previously proposed approaches,
in the absence of noise it is able to exactly recover the
channels within a few data blocks at the receiver side.
Finally, the proposed algorithm has been evaluated
by means of numerical examples, showing that the
overall system performance is close to that of the
receiver with perfect channel knowledge.
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50. Perez J, Ibañez J, Vielva L, Santamaria I. Analytical approxima-
tions for the capacity of orthogonal SFBC. In Third International
Symposium on Wireless Communication Systems (ISWCS 06),
2006; 466–470.

51. Lindskog E, Paulraj A. A transmit diversity scheme for channels
with intersymbol interference. In Proceedings of IEEE Inter-
national Conference on Communication (ICC), New Orleans,
USA, 2000; 307–311.

52. Larsson EG, Stoica P. Space-Time Block Coding for Wireless
Communications. Cambridge University Press: New York, USA,
2003.

53. Zhou S, Giannakis G. Single-carrier space-time block-coded
transmissions over frequency-selective fading channels. IEEE
Transactions on Information Theory 2003; 49(1): 164–179.

54. Mheidat H, Uysal M, Al-Dhahir N. Quasi-orthogonal time-
reversal space–time block coding for frequency-selective fading
channels. IEEE Transactions on Signal Processing 2007; 55(2):
772–778.

55. Fazel F, Jafarkhani H. Quasi-orthogonal space-frequency and
space-time-frequency block codes for MIMO OFDM channels.
IEEE Transactions on Wireless Communications 2008; 7(1):
184–192.

56. Slepian D. Prolate spheroidal wave functions, Fourier analysis,
and uncertainty. V: the discrete case. The Bell System Technical
Journal 1978; 57(5): 1371–1430.

57. Vı́a J, Santamarı́a I. On the blind identifiability of orthogo-
nal space-time block codes from second order statistics. IEEE
Transactions on Information Theory 2008; 54(2): 709–722.

58. Ma WK. Blind ML detection of orthogonal space-time block
codes: Identifiability and code construction. IEEE Transactions
on Signal Processing 2007; 55(7): 3312–3324.

Authors’ Biographies

Javier Vı́a received his Telecommunica-
tion Engineering Degree and his Ph.D.
in electrical engineering from the Uni-
versity of Cantabria, Spain in 2002 and
2007, respectively. In 2002, he joined the
Department of Communications Engi-
neering, University of Cantabria, Spain,
where he is currently working as an
Assistant Professor. In 2006, he spent

a visiting period at the Smart Antennas Research Group
(SARG), Stanford University. His current research interests

include blind channel estimation and equalization in wireless
communication systems, multivariate statistical analysis, and
kernel methods.

Ignacio Santamarı́a received his
Telecommunication Engineering
Degree and his Ph.D. in electrical engi-
neering from the Polytechnic University
of Madrid, Spain in 1991 and 1995,
respectively. In 1992, he joined the
Departamento de Ingeniería de Comu-
nicaciones, Universidad de Cantabria,
Spain, where he is currently working

as a Full Professor. In 2000 and 2004, he spent visiting
periods at the Computational NeuroEngineering Laboratory
(CNEL), University of Florida. Dr. Santamarı́a has more
than 100 publications in refereed journals and international
conference papers. His current research interests include
signal processing algorithms for wireless communication
systems, MIMO systems, multivariate statistical techniques,
and machine learning theories. He has been involved in
several national and international research projects on these
topics.
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