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Abstract
Seasonal forecasts of variables like near-surface temperature or precipitation are becoming increasingly important for a wide 
range of stakeholders. Due to the many possibilities of recalibrating, combining, and verifying ensemble forecasts, there are 
ambiguities of which methods are most suitable. To address this we compare approaches how to process and verify multi-
model seasonal forecasts based on a scientific assessment performed within the framework of the EU Copernicus Climate 
Change Service (C3S) Quality Assurance for Multi-model Seasonal Forecast Products (QA4Seas) contract C3S 51 lot 3. 
Our results underpin the importance of processing raw ensemble forecasts differently depending on the final forecast product 
needed. While ensemble forecasts benefit a lot from bias correction using climate conserving recalibration, this is not the 
case for the intrinsically bias adjusted multi-category probability forecasts. The same applies for multi-model combination. 
In this paper, we apply simple, but effective, approaches for multi-model combination of both forecast formats. Further, based 
on existing literature we recommend to use proper scoring rules like a sample version of the continuous ranked probability 
score and the ranked probability score for the verification of ensemble forecasts and multi-category probability forecasts, 
respectively. For a detailed global visualization of calibration as well as bias and dispersion errors, using the Chi-square 
decomposition of rank histograms proved to be appropriate for the analysis performed within QA4Seas.

Keywords  Seasonal forecasts · Multi-model combination · Recalibration

1  Introduction

Seasonal forecasts of atmospheric variables like near-sur-
face temperature or precipitation are becoming increasingly 
important for a wide range of stakeholders in fields like agri-
culture (Ouédraogo et al. 2015; Ramírez-Rodrigues et al. 
2016; Roudier et al. 2016; Rodriguez et al. 2018), hydrology 
(Demirel et al. 2015; Yuan et al. 2015a, b), or wind energy 
production (Alonzo et al. 2017; Clark et al. 2017; Torralba 
et al. 2017). The EU Copernicus Climate Change Service 
(C3S) Quality Assurance for Multi-model Seasonal Fore-
cast Products (QA4Seas) contract C3S 51 lot 3 aimed at 
developing a strategy for the evaluation and quality control 
(EQC) of the multi-model seasonal forecasts provided by the 
C3S (see also Barcelona Supercomputing Center 2018). An 
in-depth scientific assessment of the seasonal forecast prod-
ucts was one of the core activities performed in QA4Seas. 
The first part of this assessment focused on the compari-
son of different bias adjustment and ensemble recalibration 
approaches (Manzanas et al. 2019, 2020). Following up 
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these results, we discuss strategies for multi-model combi-
nation and verification.

Typically, multi-model combination of seasonal ensemble 
forecasts leads to a forecast skill, which is greater than the 
one of the best single forecast system. Besides error compen-
sation, multi-model combination also improves consistency 
and reliability (Hagedorn et al. 2005). The effects of multi-
model combination and single model recalibration on fore-
cast skill are comparable (Doblas-Reyes et al. 2005; Weigel 
et al. 2009). However, multi-models tend to benefit less 
from additional recalibration than single models. Further, 
the effects of recalibration and multi-model combination 
vary strongly among geographical areas, variables, and the 
forecast models considered. Accordingly, each multi-model 
forecast system needs to be assessed separately (Doblas-
Reyes et al. 2005). A recent study by Mishra et al. (2018) 
analyses different multi-model combination approaches for 
the European Multimodel Seasonal to Interannual Predic-
tion (EUROSIP, Vitart et al. 2007; Stockdale 2013) system, 
which is composed of the Met Office GloSea5 model, the 
European Centre for Medium Range Weather Forecasts 
(ECMWF) SEAS4 model, the National Centers for Environ-
mental Prediction (NCEP) System 2 model, and the Météo 
France System 5 model. Focusing on seasonal temperature 
and precipitation predictions for the European region and a 
verification period from 1992 to 2012 their results indicate 
that a simple equally weighted multi-model on average out-
performs two different unequally weighted multi-models. 
But, as the best multi-model does not always outperform 
all single model predictions, they recommend to assess pre-
dictions provided by both the single models and the multi-
model combination. The high geographical variability in 
relative forecast skill is in line with Kharin et al. (2017) 
who performed Monte Carlo analyses which indicated that 
sophisticated processing of seasonal forecasts is impaired 
by the small sample size of less than 30 years of hindcasts. 
Further, Baker et al. (2018) assessed both the skill and the 
dispersion errors, i.e. too small or too large ensemble spread, 
for the wintertime North Atlantic Oscillation (NAO) of the 
EUROSIP multi-model predictions. While they could reveal 
substantial forecast skill for the NAO, they emphasize also 
the dispersion errors of the seasonal forecast models.

Keeping in mind that there is no general consensus on 
how to assess and post-process seasonal multi-model ensem-
ble predictions, we compare and discuss different post-pro-
cessing procedures based on the three forecast systems that 
have been available through C3S at the time we have pre-
pared this study. From Manzanas et al. (2019) we know that 
both simple bias adjustment approaches like mean variance 
rescaling (MVA, Doblas-Reyes et al. 2005; Torralba et al. 
2017) and more sophisticated recalibration approaches like 
climate conserving recalibration (CCR, Doblas-Reyes et al. 
2005; Weigel et al. 2009) are able to correct the biases of 

the single models and lead to an increase in forecast skill. 
In terms of the continuous ranked probability score (CRPS, 
Hersbach 2000; Gneiting and Raftery 2007), recalibra-
tion approaches are able to put their ability to specifically 
improve reliability to good use, but outperform bias adjust-
ment methods only in a few particular regions and seasons 
with high predictability. However, both bias adjustment and 
recalibration degrade measures that focus on multi-cate-
gory probability forecasts like the ranked probability score 
(RPS, Epstein 1969; Murphy 1969, 1971). While the differ-
ent recalibration approaches proved to perform similarly, it 
turned out that MVA outperformed the other bias adjustment 
methods. Accordingly, we will focus on MVA and CCR bias 
adjusted predictions for the following assessment of multi-
model combination. For the sake of brevity we will use the 
term bias adjustment also for CCR, hereafter.

In the following, we will make suggestions on how to 
apply multi-model combination to both ensemble and multi-
category probability seasonal predictions. To this end differ-
ent multi-model combination approaches are tested. The dif-
ferent forecast (products) are then verified based on the skill 
metrics CRPS and RPS, respectively. Further, we follow the 
paradigm of probabilistic forecasting to maximize sharp-
ness subject to calibration (Gneiting et al. 2005; Gneiting 
and Raftery 2007), which states that a probabilistic forecast 
should be as focused as possible, i.e. the narrower the pre-
diction intervals the better, as long as it is well calibrated in 
the sense that the observations cannot be distinguished from 
random samples from the predictive distributions. Here, we 
assess calibration and sharpness in more detail based on rank 
histograms and the widths of prediction intervals, respec-
tively. For further insights into the effects of bias correction 
and multi-model combination we apply �2 decompositions 
of the rank histograms (Jollife and Primo 2008) of the dif-
ferent forecast models.

Section 2 presents the data and methods used for this 
study. This comprises also suggestions on how to generate 
forecast products and how to verify them. The plausibility 
of the suggestions is underpinned by the exemplary results 
from the quality assessment of near-surface temperature sea-
sonal predictions performed within QA4Seas in Sect. 3 and 
are discussed in Sect. 4. Conclusions are provided in Sect. 5.

2 � Data and methods

2.1 � Seasonal forecasts and reference observations

We analyse seasonal forecasts from three forecasting sys-
tems available in the C3S Climate Data Store (CDS) at the 
time of the QA4Seas project: ECMWF SEAS5 (Johnson 
et al. 2019), Météo France System 5 (Batté et al. 2018), and 
Met Office GloSea5 (MacLachlan et al. 2015). Hindcasts for 
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monthly mean quantities are available on a common global 
1◦ × 1◦ grid. The common period for which hindcasts are 
available from all three forecasting systems is 1993–2014 
(1994–2014 for the January initialization). While additional 
hindcasts are available for the individual models, we use the 
common hindcast period for calibration and verification of 
all forecasting systems. Note that such a data homogeni-
zation comes at the cost of potentially misinterpreting the 
skill of (recalibrated) forecasts due to the short training and 
verification periods. ECMWF ERA-Interim analysis data are 
used as reference for both training and verification.

The analyses presented here focus on seasonal averages 
of near-surface temperature on the global grid for the four 
typical boreal seasons DJF (winter), MAM (spring), JJA 
(summer), SON (autumn). We use forecasts available one 
month before the seasons of interest, i.e. those available at 
the beginning of February, May, August, and November, 
respectively. This corresponds to a lead time of one month. 
Within the framework of QA4Seas, the analyses have been 
complemented by analyses of ensemble forecasts of sea 
surface temperature and precipitation. In order to keep 
this paper short and because the results do not differ much 
among the different variables, results for these two variables 
are available as supplemental material.

2.2 � Multi‑model combination

Prior to summarizing suggestions on how to generate and 
verify seasonal forecast products (see Sect. 2.5), we intro-
duce the multi-model combination methods used for this 
study. Most of these methods can be applied independently 
from bias adjustment. In general we have tested both MVA 
and CCR for bias adjustment. However, one of the multi-
model combination approaches cannot work with MVA by 
construction. Refer to Manzanas et al. (2019) for details on 
MVA and CCR. While there is convincing evidence that 
multi-model forecasts outperform single-model forecasts on 
average (Doblas-Reyes et al. 2005; Hagedorn et al. 2005; 
Weigel et al. 2009), how to best form the multi-model fore-
cast is still a matter of debate. If large training samples were 
available, training skill based weighting of model systems 

would produce the best-performing multi-model forecasts. 
Methods that apply such a weighting like ensemble model 
output statistics (EMOS; Gneiting et al. 2005) or Bayesian 
model averaging (BMA; Raftery et al. 2005) are used in 
medium-range forecasting. In seasonal forecasting, how-
ever, it is not clear if skill based weighting increases fore-
cast quality of multi-model forecasts (Weigel et al. 2010; 
DelSole et al. 2013) due to the relatively small sample size 
to estimate model weights. Despite its expected poor perfor-
mance for seasonal forecasts, we have tested EMOS within 
the framework of QA4Seas, since it is still a rather simple 
method that requires only a few coefficients to be estimated. 
Alternatively, weighting based on similarity of model errors 
is being used for climate change projections (Knutti et al. 
2017; Sanderson et al. 2017). Whether such weighting or 
a combination with the above is beneficial in the case of 
seasonal forecasting has yet to be explored. Here we assess 
a cascade of combination methods, which are summarized 
in Table 1, with increasing complexity:

–	 Pooling of first n-members (MFN): This approach con-
sists of pooling the first n-members of calibrated single-
model forecasts. In our case, we use the first 15 members 
of each model to give each individual forecasting system 
equal weight in the multi-model forecast. Technically, the 
following steps are performed: 

1.	 Let n be the ensemble size of the smallest single 
model ensemble.

2.	 Select members 1,… , n from each ensemble, which 
for the lagged GloSea5 Météo France System 5 
ensembles should correspond to the most recent 
model runs. For burst ensembles, which consist 
of ensemble members that have been initialized 
simultaneously and are run in parallel, statistical 
exchangeability between the individuals members 
is typically fulfilled. Hence, in principle any subset 
of size n could be selected.

3.	 Pool the just selected members to a multi-model 
ensemble of size r × n , where r is the number of 
ensemble models considered.

Table 1   Overview over the different multi-model combination approaches

Method forecast type parametric? weighting? bias adjustment
MFN ensemble no no MVA or CCR
MDE ensemble yes no MVA or CCR
MDR ensemble yes yes MVA or CCR
MDM ensemble yes yes CCR
EMOS ensemble yes yes EMOS
MPE categorical no no implicit
MPR categorical no yes implicit

The cell colors refer to the corresponding steps in the processing chain as defined by the flowchart in Fig. 1. Note that EMOS performs both 
multi-model combination and bias adjustment at the same time
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–	 Equidistant quantiles from multi-model PDF (MDE): 
Multi-model ensemble members are drawn as equidistant 
quantiles from the parametric multi-model probability 
density function (PDF). Technically: 

1.	 Obtain the first two moments (mean and variance) 
of each single model ensemble.

2.	 Use these moments to generate a normal mixture 
distribution. For this study this has been done using 
the R package nor1mix (Mächler 2017).

3.	 Obtain the multi-model ensemble by selecting equi-
distant quantiles, i.e. the 0.5

m
,
1.5

m
,… ,

m−0.5

m
 quantiles, 

where m is the desired size of the multi-model 
ensemble, from the normal mixture distribution.

–	 Equidistant quantiles from multi-model PDF with skill-
based weighting (MDR): As in the above approach, but 
instead the multi-model PDF is a weighted average of 
the single-model PDFs with weights proportional to the 
inverse of the cross-validated RMSE of the individual 
calibrated single-model forecasts. Technically: 

1.	 Obtain the first two moments (mean and variance) 
of each single model ensemble.

2.	 Obtain weights for each model that are proportional 
to the inverse of the cross-validated RMSE of the 
single models’ forecast means.

3.	 Use the estimates of the moments and model weights 
to generate a weighted normal mixture distribution 
(also done using the R package nor1mix).

4.	 Select equidistant quantiles from the weighted nor-
mal mixture distribution as in step 3 of MDE.

–	 Equidistant quantiles from multi-model PDF with ensem-
ble mean difference based weighting (MDM): As in the 
above approach, but instead the multi-model PDF is a 
weighted average of the single-model PDFs with weights 
proportional to the inverse ensemble mean difference 
of the individual calibrated single-model forecasts. 
Ensemble mean difference, which has been introduced 
by Scheuerer (2014) in an ensemble forecasting context, 
is a more robust measure of ensemble spread than the 
variance and is computed as 

where xq , q = 1,… ,Q , denote the ensemble members 
of an ensemble of size Q. Note that this method works 
only with input ensembles that have been corrected such 
that a strict spread-skill dependence can be ensured. 
Otherwise, it cannot generally be assumed that ensemble 
forecasts with a smaller spread perform better than those 

(1)MD(x) =
1

Q2

∑

q,q�

|xq − x�
q
|,

with a larger spread. In the scientific assessment at hand, 
strict spread-skill dependence can only be ensured for 
CCR recalibrated single-model forecasts. The direct link 
between ensemble spread and weight in the multi-model 
allows for a dynamical weighting that changes from ini-
tialization date to initialization date. This is generally not 
the case for MDR.

–	 EMOS, which simultaneously performs bias adjustment 
and multi-model combination: For EMOS, we use non-
homogeneous Gaussian regression as introduced in Gnei-
ting et al. (2005). The mean parameter depends linearly 
on the raw ensemble means x̄1,… , x̄r via 

 and the variance depends on the variance s2 of all mem-
bers of a pooled raw ensemble, which in a multi-model 
combination context consists of the ensemble members 
from all forecast systems considered, through 

 The coefficients of the EMOS model have been obtained 
by minimum CRPS estimation over cross-validated 
leave-1-year-out training periods.

Further, there are two multi-models that provide only multi-
category probability forecasts:

–	 Unweighted average of forecast category probabilities 
from the raw ensembles (MPE).

–	 Weighted average of forecast category probabilities 
(MPR). The weights are proportional to the inverse of 
the ranked probability scores (RPS) of tercile forecasts 
over the training period.

2.3 � Metrics of forecast skill

As stated above, for ensemble forecasts of continuous 
variables like near-surface temperature we use the CRPS 
to measure forecast skill. For (multi-)category probability 
forecasts such as tercile forecasts, we use the RPS. We 
made this choice, since we want to focus on the verification 
of probabilistic forecasts and not deterministic ensemble 
statistics thereof like the ensemble mean. Hence, we omit 
deterministic verification measures like correlation or 
RMSE. CRPS and RPS values are calculated using the 
R package SpecsVerification (Siegert 2017a). A 
sample version of the CRPS, i.e. a version that can be used 
to approximate the CRPS from random samples like an 
ensemble forecast, can be derived from the more general 

(2)𝜇emos = a0 + a1x̄1 +⋯ + arx̄r,

(3)�2

emos
= b0 + b1s

2.
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formula for the energy score provided by Gneiting et al. 
(2008). Accordingly, the CRPS can be written as

where xi denotes member i of an ensemble of size m and y 
is the verifying observation. Similarly, the RPS of multi-
category probability forecasts is given by

where fk and ok denote the kth component of the cumulative 
forecast and observation probability vectors.

We use climatology as reference forecast to compute skill 
scores CRPSS and RPSS. Climatology refers to the grid 
point wise leave-one-year-out cross-validated ERA-Interim 
analysis near-surface temperature values for the season of 
interest. The (C)RPSS relative to climatology is computed as

where (C)RPSforc and (C)RPSclim denote the grid point wise 
mean (C)RPS of the forecasts of interest and the reference 
climatology, respectively, for a given season and initializa-
tion month over the entire verification period.

Significance of the difference in area-weighted global 
mean CRPS and RPS between the different hindcast variants 
and the corresponding reference predictions (climatological 
forecasts for single ensemble hindcasts and ECMWF SEAS5 
hindcasts for multi-model combinations, respectively) are 
computed using a paired t test, where each sample corre-
sponds to the difference of the area-weighted global mean 
scores averaged over the considered initializations of the 
two predictions for a particular year. As we are averaging 
over a large number of grid points, these differences follow 
approximately a normal distribution. Further, differences in 
yearly averages of scores are not expected to exhibit a strong 
serial correlation. Hence, it is appropriate to apply a paired 
t test. In order to control for multiple testing, we apply a 
Bonferroni correction for each group of similar tests. Such 
a group consists of all tests with the same reference model, 
the same bias adjustment method, and the same lead time. 
Significance of the difference in CRPS or RPS compared to 
climatological forecasts on a grid point level is computed 
using two-sided Diebold–Mariano tests (Diebold and Mari-
ano 1995) with a significance level of 0.05 for all forecast 
variants. In order to avoid erroneous interpretation of ran-
dom clusters of locally significant grid points in the CRPSS 
and RPSS maps under spatial correlation, we have applied 
false discovery rate (FDR) correction that provides an upper 
boundary to the fraction of type 1 errors as described in 

(4)crps(�, y) =
1

m

m∑

i=1

|xi − y| − 1

2m2

m∑

i=1

m∑

j=1

|xi − xj|,

(5)rps(� , �) =
1

K − 1

K∑

k=1

(fk − ok)
2,

(6)(C)RPSS = 1 −
(C)RPSforc

(C)RPSclim
,

Wilks (2016). For further details on FDR we refer to Benja-
mini and Hochberg (1995) and Ventura et al. (2004). Note 
that statistical significance could also be computed using 
bootstrapping approaches. However, for the sake of a com-
putationally efficient analysis on the entire global grid, we 
prefer applying Diebold–Mariano tests with FDR correction. 
Similarly, we apply FDR correction in the same way to the 
�2 goodness of fit (GOF) tests which we use to evaluate reli-
ability, bias, and dispersion errors as described in Sect. 2.4.

2.4 � Evaluating reliability and sharpness

For an in-depth analysis of the reliability we rely on the 
decomposition of the �2 GOF test statistic for uniform rank 
histograms that has been introduced by Jollife and Primo 
(2008). While the �2 GOF test assesses only whether the 
rank histogram resembles that of a random sample from a 
discrete uniform distribution (Elmore 2005), the decom-
position of the �2 test statistic allows to test for particular 
violations of uniformity that arise, for instance, from biases 
or dispersion errors. For this study, we select a linear con-
trast to test for additive biases and a u-shape contrast to test 
for under- or overdispersion. Hence, the test statistic Tfull is 
decomposed as follows

where Tlinear , Tu_shape , and Tresid denote the contributions of 
the linear, the u-shape, and a residual term to Tfull.

Following Jollife and Primo (2008) the �2 GOF test sta-
tistics can be written as

where ni are the observed numbers in class i and ei are the 
corresponding expected numbers, while lri are the elements 
of a k × k matrix L. Each row of L can be interpreted as a 
contrast vector, which should be orthonormal to each other. 
Technically, the linear contrast is a linearly increasing 
vector. The u-shape, or dispersion contrast, is represented by 
a vector with minimum values in the center and quadratically 
increasing values towards both ends. The contrast vectors 
are adjusted such that their mean is zero. Details on the 
construction of contrast vectors can be found in Jollife 
and Primo (2008). In practice, one needs to specify only 
the j < k first contrasts of interest and calculates only the 
u2
r
 for r = 1,… , j test statistics and Tresid is obtained by 

subtraction according to Eq.  (7). Further, the sign of ur 
reflects the direction of a contrast. For the linear contrast, 
a negative value of ur reflects that most observations are 
rather low compared to the ensemble, which, for instance, 
corresponds to a warm bias for temperature or to a wet bias 

(7)Tfull = Tlinear + Tu_shape + Tresid,

(8)Tfull =

k�

i=1

(ni − ei)
2

ei
=

k�

r=1

� k�

i=1

lri
ni − ei√

ei

�2

=

k�

r=1

u2
r
,
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for precipitation. A positive value would indicate a cold or 
dry bias, respectively. In case of the u-shaped contrast, a 
negative value would reflect an overdispersive ensemble. 
An underdispersive ensemble would lead to a positive value.

In order to obtain a sample size that is large enough to 
assess reliability, we have pooled the hindcasts from the 
four initializations considered. Having 22 years of data, this 
leads to a sample size of almost 90. As the (multi-)model 
ensembles are too large for direct computation of the ranks, 
i.e. 45 members, the ranks of the observations are mapped 
to eight categories leading to a rank histogram with 8 bins. 
In a small simulation study, using 8 bins has proved to be 
optimal for detection of biases and/or dispersion errors. For 
details on the statistical tests we refer again to Jollife and 
Primo (2008).

Sharpness is evaluated based on the relative mean width 
of centered 90 % prediction intervals compared to the mean 

width of the corresponding 90 % prediction intervals of the 
climatological forecasts. The narrower the mean width, the 
sharper is the forecast on average. Note that we have cho-
sen quite wide prediction intervals, despite the rather small 
multi-model ensemble size of 45. The advantage of such an 
approach is a higher probability to detect regions with par-
ticularly heavy tailed multi-model forecasts that may arise 
from combining ensembles with considerable differences in 
the forecast mean.

2.5 � Choices to be made for forecast product 
generation and verification

Prior to any analysis or processing of the seasonal forecasts 
available through the CDS, we want to embed this study 
into the broader context of choices that have to be made by 
the user. First, any user has to define the goal of processing 

Fig. 1   Flowchart illustrating the 
generation of seasonal forecast 
products within the framework 
of QA4Seas. The box colors 
refer to the processing steps 
defined in Sect. 4: a aggregation 
in red; b bias correction in cyan; 
c combination in orange

Define goal of the
forecasts

Ensemble forecasts
required?

Select bias
adjustment method

Compute multi-category
forecast probabilities of

each ensemble

Spatial and/or
temporal

aggregation

Apply bias adjustment to
the single raw forecast

ensembles

Select subset of models Raw ensembles Select subset of models

Combine multi-category
probability forecasts by
obtaining the (weighted)
mean for each category

Generate multi-model
ensemble by (weighted)
averaging of PDFs fitted
to the bias corrected
single raw forecast

ensembles

Verify Verify

no yes
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the seasonal raw ensembles. In other words: what kind of 
forecast products do they need? As shown in Fig. 1, a key 
question is whether ensemble or multi-category probability 
forecasts are requested. Depending on the forecast product 
the requirements on and the effects of bias adjustment may 
be quite different. While some users might just be happy 
with forecast anomalies others may need absolute forecasts, 
and hence, more sophisticated bias adjustment. However, all 
users will be affected by a lack of reliability, which in our 
opinion should always be bias adjusted, which refers to step 
(b) in the discussion in Sect. 4 and Fig. 1.

The discerning reader may realize that the processing 
chain for multi-category probability forecasts illustrated by 
Fig. 1 generally does not include any explicit correction of 
reliability. However, for the seasonal data at hand it turned 
out that an implicit bias adjustment by computing multi-
category forecast probabilities based on thresholds, which 
correspond to quantiles of the forecast climatologies, leads 
to reasonably reliable predictions.

A second early choice is related to spatial and/or temporal 
aggregation or smoothing, which refers to step (a) in the 
discussion in Sect. 4 and Fig. 1. Usually, product skill is 
enhanced by aggregating, or smoothing the forecasts as early 
as possible in the product generation chain or by smoothing 
the estimates of bias adjustment coefficients (see e.g. Gong 
et al. 2003; Kharin et al. 2017). However, depending on the 
specific use case this can be done at any point in the product 
generation chain.

If seasonal forecasts from different models are available, 
a further choice suggests itself. Should all models be con-
sidered for the generation of a multi-model based product? 
After looking at the outcome of a verification exercise of a 
number of forecast systems, a user may favor a multi-model 
that combines data from just a subset of the forecast sys-
tems available. In our opinion, the benchmark multi-model 
should always be the unweighted multi-model ensemble of 
bias adjusted forecasts. However, depending on the forecast 
product needed, more sophisticated multi-model combina-
tions, as presented in this study, or applying bias adjustment 
after multi-model combination may be favored by the user. 
Multi-model combination refers to step (c) in the discussion 
in Sect. 4 and Fig. 1.

Finding verification measures that are suitable for the tar-
geted forecast product is the last, yet very important, choice 
to be made by the user. The choice of verification measures 
eventually drives the selection of bias adjustment and multi-
model combination approaches.

In the specific setting of QA4Seas, the forecast products 
comprise either multi-category probability multi-model fore-
casts or ensemble multi-model forecasts. In this particular 
case, for the multi-category probability forecasts we suggest 
to: 

1.	 Compute directly the multi-category forecasts prob-
abilities for each raw ensemble relative to its forecast 
climatology. This goes in hand with an implicit bias 
adjustment.

2.	 Combine the single model multi-category probability 
forecasts to a multi-model by (weighted) averaging of 
the forecast category probabilities. Details on multi-
model combination can be found in Sect. 2.2.

3.	 Forecast verification needs then to be performed using 
measures for categorical forecasts like the RPS.

However, for ensemble forecasts we suggest to: 

1.	 Bias adjust the single raw forecast ensembles.
2.	 As elaborated in Sect.  2.2, generate a multi-model 

ensemble either by pooling of the ensemble members 
or by sampling from a (weighted) mixture distribution.

3.	 Verify the ensemble forecasts based on measures suit-
able for ensembles like the CRPS.

4.	 If the user is not only interested in a comparison of fore-
cast skill, but also in what causes the differences in skill, 
e.g. differences in reliability, bias, or dispersion, we sug-
gest to use the �2 decomposition by Jollife and Primo 
(2008) summarized in Sect. 2.4.

3 � Results

3.1 � Skill on common grid

We get a first overview on the predictive performance of 
the different forecast models and products by calculating 
mean scores over all grid points. Table 2 depicts the CRPS 
values for near-surface temperature forecasts averaged over 
the February, May, August, and November initializations 
for MVA and CCR bias adjusted hindcasts. In most of the 
cases the simpler MVA bias adjustment method leads to a 
slightly better CRPS, while for the Météo France System 
5 model, which tends to be particularly underdispersed, 
CCR considerably outperforms MVA. The results for the 
raw ensembles are not shown here, because they perform 
considerably worse than climatology just because of a sim-
ple additive bias. For both bias adjustment approaches, the 
multi-model combination can improve the global CRPS for 
all forecast months, while MDR and its equally weighted 
counterpart MDE perform best, as reflected by the CRPS 
values in Table 2.

The global distribution of CRPSS relative to climatol-
ogy is very similar among the different post-processed fore-
casts as depicted by Fig. 2. As a benchmark model we use 
here ECMWF SEAS5 forecasts with a simple leave-one-
year-out cross-validated additive bias correction (A_BC 
ECMWF SEAS5). Differences in forecast skill between 
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Table 2   Global mean CRPS of ensemble forecasts for all land grid 
points averaged over the February, May, August, and November ini-
tializations for different debiased (MVA on the left and CCR cor-

rected on the right side) near-surface temperature (T2M) (multi-
model) hindcasts verified against ERA-Interim

Bias adjustment RCCAVM
Forecast months 1-3 2-4 3-5 4-6 1-3 2-4 3-5 4-6
Climatology 0.63 0.64 0.63 0.63 0.63 0.64 0.63 0.63
ECMWF SEAS5 0.56 0.61 0.61 0.61 0.56 0.62 0.62 0.62
GloSea5 0.57 0.61 0.62 0.62 0.58 0.62 0.62 0.63
Météo France System 5 0.66 0.66 0.66 0.67 0.62 0.65 0.64 0.64
MFN 0.55 0.60 0.60 0.60 0.55 0.60 0.61 0.61
MDE 0.54 0.59 0.59 0.60 0.55 0.60 0.60 0.60
MDR 0.54 0.59 0.59 0.59 0.55 0.60 0.60 0.60
MDM NA NA NA NA 0.55 0.60 0.60 0.60
MM EMOS 0.57 0.63 0.63 0.63 NA NA NA NA

The cell color scale runs from blue (high CRPS) to red (low CRPS). Note that the EMOS multi-model forecast has been obtained by applying 
EMOS on the raw ensembles. The global mean scores have been obtained by area weighted averaging. Bold numbers refer to scores that are sig-
nificantly different from the corresponding scores of the climatological forecasts or ECMWF SEAS5 hindcasts according to a two-sided, Bonfer-
roni corrected, paired t test at a significance level of 0.05, for single ensemble models and multi-model combinations, respectively

Fig. 2   Maps showing the skill in terms of CRPSS relative to a refer-
ence climatology of seasonal T2M ensemble hindcasts initialized in 
November and valid for DJF. The multi-model combinations are all 
based on ECMWF SEAS5, GloSea5, and Météo France System 5. 
The hindcasts are verified over the period from 1993 to 2014 against 

ERA Interim. Except from A_BC ECMWF SEAS5 all hindcasts 
shown here are CCR recalibrated. The significance level is 0.05, and 
false discovery rate (FDR) correction as described in Wilks (2016) 
has been applied to avoid multiple testing issues
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A_BC ECMWF SEAS5 and CCR ECMWF SEAS5 seem 
to be marginal. Comparing CCR ECMWF SEAS5 with the 
multi-model combinations MFN, MDE, and MDR reveals 
a considerable increase in forecast skill by multi-model 
combination over West Africa. Additional analyses based 
on the mean sea surface temperature in NINO regions, which 
are not shown here, indicated a very small, but significant 
increase in skill in terms of CRPS when using MDR 
compared to MDE. The more sophisticated EMOS post-
processing method, which applies bias adjustment and multi-
model combination simultaneously, performs worse than all 
other multi-model combination approaches and even worse 
than the bias adjusted ECMWF SEAS5 or GloSea5 single 
models. Relative to MDE, EMOS performs worse in many 
regions. Though the difference in performance is rather 
small at most of the grid points, the areas in the tropics, 

where climatology can be outperformed significantly, are 
considerably smaller for EMOS compared to MDE.

Let us now assess the effects of multi-model combination 
on the skill of multi-category probability forecasts. Here, we 
show the results for the tercile probability hindcasts derived 
from the ensembles. Figure 3 reveals the effect of the implicit 
bias adjustment [cf. step (b) in the processing flowchart 
in Fig.  1] that follows from calculating multi-category 
probabilities. The uncorrected tercile probability ECMWF 
SEAS5 hindcasts in the top-left panel outperform their bias 
adjusted counterpart, i.e. CCR recalibrated ECMWF SEAS5 
hindcasts, in terms of RPS. This may be in part due to the 
use of cross-validation for CCR, which is expected to have 
a negative effect on the skill of a forecast product, which 
is implicitly bias adjusted, like tercile forecasts. However, 
this effect is expected to be rather small, as the tercile 

Fig. 3   Maps showing the skill in terms of RPSS relative to a refer-
ence climatology of seasonal T2M multi-category (here terciles) 
probability hindcasts initialized in November and valid for DJF. The 
multi-model combinations are all based on ECMWF SEAS5, Glo-

Sea5, and Météo France System 5. The hindcasts are verified over the 
period from 1993 to 2014 against ERA Interim. For CCR ECMWF 
SEAS5, MFN, and MDR CCR recalibration has been applied. Sig-
nificance level 0.05 and FDR corrected
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boundaries have also been calculated in cross-validation 
mode. As for the ensembles, we look now at average scores. 
As shown in Table 3 the performance of multi-category 
probability forecasts can hardly be improved by multi-
model combination. The good performance of MPE and 
MPR compared to MDR confirms that direct combination 
of the single model categorical probability forecasts is to 
be preferred over first obtaining a bias adjusted ensemble 
multi-model, here MDR, and then calculating categorical 
probability forecasts from that ensemble. Comparing the 
spatial distribution of RPSS relative to climatology of MPR 
and MDR in Fig. 3 reveals that MPR does not outperform 
MDR in areas with considerable forecasts skill, whereas 
areas with poor forecast skill in the extratropics clearly 
benefit from applying MPR instead of MDR.

As depicted by Fig. 4 the additive bias corrected A_BC 
ECMWF SEAS5 model, which serves as a benchmark, 
shows dispersion errors in the rank histograms in some 
regions, in particular in the tropics. This implies that 
simple cross-validated additive bias correction is able to 
remove mean bias, whereas ensemble spread is inaccurate 
in some regions.

For the corresponding benchmark multi-model with 
additive bias correction, A_BC MFN, there are still some 
regions in which the null hypothesis of a flat rank histo-
gram is rejected at a significance level of 0.05. But overall, 
the number of grid points at which a significant dispersion 
error can be detected decreases considerably by multi-
model combination of the additive bias corrected ensem-
bles, indicating that bias can be reduced by multi-model 
combination. Like for A_BC ECMWF SEAS5, there are 
no grid points with a significant mean bias.

Likewise MVA bias adjustment of raw ECMWF SEAS5 
reduces the number of grid points with a significant disper-
sion error compared to A_BC ECMWF SEAS5. However, 
there are still grid points with a significant u-shape term 
indicating a dispersion error, in particular in the tropics. 
This is much less the case for the corresponding multi-model 
MVA MFN. The more sophisticated bias adjustment by CCR 
seems to be able to correct the dispersion error successfully, 
as there are almost no grid points with a significant u-shape 
term for ECMWF SEAS5 after applying CCR, labelled as 
CCR ECMWF SEAS5, and even fewer grid points for the 
corresponding multi-model, labelled as CCR MFN.

As bias adjustment, i.e. step (b) as illustrated in Fig. 1, 
is achieved by any of the forecast processing variants we 
do not show any detailed results of the bias (linear) term of 
the �2 decomposition of the GOF test statistics described 
in Sect. 2.4. In contrast, it is worth to assess dispersion in 
more detail.

Here, dispersion is computed based on the dispersion 
(u-shape) term of the �2 decomposition. A_BC ECMWF 
SEAS5 hindcasts are in particular underdispersive in some 
tropical regions (Fig. 5). Overdispersion, on the other hand, 
is quite rare and is confined to a few grid points in central 
Asia, North America, and southern Africa. Note that there 
are slightly more grid points with significant dispersion 
errors in Fig. 5 than in Fig. 4. As more separate statistical 
tests have been performed for the latter, FDR correction has 
a stronger effect on significances.

While additive bias corrected GloSea5 performs equally 
well as A_BC ECMWF SEAS5 in terms of dispersion, 
Météo France System 5 seems to be much more underd-
ispersed. Météo France System 5 sea surface temperature 
forecasts are particularly underdispersed as well, while its 
precipitation forecasts are comparable to the other mod-
els in terms of dispersion errors (see supplemental mate-
rial for the corresponding figures). Simple multi-model 

Table 3   Global mean RPS of multi-category probability forecasts 
(here terciles) for all land grid points averaged over the February, 
May, August, and November initializations for different T2M (multi-
model) hindcasts without any bias correction verified against ERA-
Interim

Forecast months 1-3 2-4 3-5 4-6
Climatology 0.43 0.43 0.43 0.43
ECMWF SEAS5 0.37 0.40 0.41 0.41
GloSea5 0.39 0.41 0.42 0.42
Météo France System 5 0.46 0.46 0.46 0.47
MPE 0.37 0.39 0.40 0.40
MPR 0.36 0.39 0.40 0.40
MDR 0.39 0.42 0.43 0.43

MDR has been added for comparison only and has been bias adjusted 
using CCR prior to computing the multi-model and then from the 
multi-model the probability forecast. The cell color scale runs from 
blue (high RPS) to red (low RPS). The global mean scores have been 
obtained by area weighted averaging. Bold numbers refer to scores 
that are significantly different from the corresponding scores of the 
climatological forecasts or ECMWF SEAS5 hindcasts according to a 
two-sided, Bonferroni corrected, paired t test at a significance level 
of 0.05, for single ensemble models and multi-model combinations, 
respectively

Forecast months 1-3 2-4 3-5 4-6
Climatology 0.43 0.43 0.43 0.43
ECMWF SEAS5 0.37 0.40 0.41 0.41
GloSea5 0.39 0.41 0.42 0.42
Météo France System 5 0.46 0.46 0.46 0.47
MPE 0.37 0.39 0.40 0.40
MPR 0.36 0.39 0.40 0.40
MDR 0.39 0.42 0.43 0.43

3.2 � Assessment of reliability, bias, and dispersion 
errors

However, for a sound assessment of the quality of the 
forecast products the causes of the differences in (skill) 
scores need to be revealed. To this end, we apply the �2 
decomposition of the GOF test for flat rank histograms 
described in Sect. 2.4 to each grid point individually. 
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combination of the additive bias adjusted benchmarks, i.e. 
applying only a version of step (b), which does not affect 
variance, and step (c) depicted in Fig. 1, attenuates under-
dispersion in many regions.

The MVA bias adjustment approach can correct for the 
dispersion errors at most of the grid points, while there 
remain some regions, in particular the northern half of 
South America and parts of Africa where forecasts are 
still underdispersed. CCR leads to an additional reduction 
in the number of underdispersive grid points compared to 
MVA. In a nutshell, combining bias adjustment with multi-
model combination, leads to a substantial reduction in the 
number of grid points with significant underdispersion.

3.3 � Assessment of sharpness

Having assessed reliability in detail, let us now have a 
look at the sharpness, which is a measure of how focused a 
forecast is (e.g. Gneiting and Raftery 2007). The forecasts 
to be compared are selected following the same rationale as 
in the previous Sect. 3.2.

As depicted by Fig. 6 applying bias adjustment methods 
[step (b) in the flowchart in Fig. 1], on average leads to a 
loss of sharpness for ECMWF SEAS5. In contrast to mean-
adjustment, bias adjustment methods allow for changes in 
the variance. The accompanying loss of sharpness is rather 
small when using MVA, but more pronounced when using 

Fig. 4   Assessment of the ”flat“ rank histogram assumption using the �2 decomposition. Note: significance level 0.05 and FDR corrected
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CCR. It is difficult, however, to find systematic spatial 
patterns of changes in sharpness.

Multi-model combination, step (c) in the flowchart of 
the mean-adjusted raw ensemble hindcasts leads also to a 
decrease in sharpness in most parts of the world as revealed 
by a comparison of A_BC ECMWF SEAS5 with A_BC 
MFN. Multi-model combination of the MVA or CCR bias 
adjusted ensemble forecasts, however, does not affect sharp-
ness much as can be seen from comparing panels (c) with 
(d) and panels (e) with (f) in Fig. 6, respectively. Together 

with the increased reliability of bias adjusted multi-model 
ensembles, this emphasizes the gain in forecast quality by 
multi-model combination of calibrated forecasts.

4 � Discussion

Stepping back to the flowchart shown in Fig. 1, there are 
three main tasks related to the generation of multi-model 
seasonal forecast products: 

Fig. 5   Assessment of the dispersion term of the �2 decomposition. Significance level 0.05 and FDR corrected
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(a)	 data aggregation in space and time,
(b)	 forecast bias adjustment or statistical post-processing 

in general, and
(c)	 multi-model combination.

In principle, all 6 permutations of (abc, cab, ...) are possible, 
but some are more suitable and practical than others.

Usually it makes sense to start with data aggregation (a), 
because the aggregation level is often predetermined by 
the specific application, which is the case for the analyses 
performed within QA4Seas as shown in the flowchart (cf. 
Fig. 1). However, if there is freedom in the choice of the 

aggregation level, an appropriate aggregation level should 
be defined carefully.

The moment we aggregate forecasts and observations in 
space and time, we lose spatio-temporal information about 
biases, signal-to-noise, trends etc., that might be useful for 
post-processing. But by aggregating we also average out 
high-frequency noise that might increase the estimation vari-
ance of bias correction parameters and combination weights. 
In seasonal forecasting we typically have low signal to noise 
ratio (i.e. the variance of the ensemble mean forecast is small 
compared to the ensemble variance (e.g. Scaife and Smith 
2018), and we don’t tend to use spatio-temporal information 

Fig. 6   Maps of the relative mean sharpness of pooled seasonal T2M 
forecasts for MAM, JJA, SON, and DJF, initialized in February, May, 
August, and November, respectively, in terms of the mean width of 
90% prediction intervals verified over the period 1993–2014 relative 
to the mean width of the corresponding 90% prediction intervals of 
cross-validated climatological forecasts. The panels on the left show 

the sharpness of the single ECMWF SEAS5 hindcasts with addi-
tive, MVA, and CCR bias adjustment, respectively. The panels on the 
right show the sharpness of pooled multi-models (ECMWF SEAS5, 
GloSea5, and Météo France System 5) with the corresponding bias 
adjustments
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in post-processing, so it usually makes sense to aggregate 
the data first even when this is not dictated by a specific 
forecast application.

For instance Gong et al. (2003) showed that seasonal 
forecasts of precipitation exhibit increasing skill with 
increasing spatial aggregation as long as precipitation 
in the entire aggregation area is forced by a common 
signal, typically up to areas of about 15◦  in latitude and/
or longitude. However, aggregating over geographically 
distant regions may be detrimental. Kharin et al. (2017), who 
considered several variables, reported that spatial smoothing 
did not generally improve skill. We hypothesize here that 
spatial aggregation, which can be understood as very strong 
smoothing, would also rather deteriorate forecast skill in the 
setting of Kharin et al. (2017). Hence, if the user is interested 
in regional forecast products, spatial aggregation should be 
done as a first step, whereas for forecast products spanning 
large areas up to the globe it is probably beneficial to do 
spatial aggregation after bias correction and multi-model 
combination.

While Kharin et al. (2017) confirm that temporal aggre-
gation of seasonal forecasts typically also improves forecast 
skill, for instance Salles et al. (2016) report benefits from 
temporal aggregation only if the variable to be forecast can 
be represented as a stationary time series, whereas tempo-
ral aggregation should not be applied for variables showing 
non-stationary temporal patterns. Hence, the exact position 
of temporal aggregation among the steps shown in the flow-
chart strongly depends on statistical properties of the vari-
able of interest that may depend on geographical region and 
season.

The sequence of (b) and (c) depends on the similarity of 
the forecast systems considered. If the selected forecast mod-
els have similar errors (in terms of sign and magnitude) it 
makes little sense to bias-correct them individually. Instead, 
one can post-process the forecasts jointly and assume strong 
dependency between the post-processing parameters (as in, 
e.g., Siegert and Stephenson 2019). In extreme cases, when 
the assumption of completely exchangeable forecasts holds, 
one would average the raw forecasts first and post-process 
the combined forecast. The latter approach would favour the 
sequence (a) → (c) → (b), unlike the sequence in the flow-
chart in Fig. 1, but under specific bias-correction methods, 
the sequence (a) → (b) → (c) might also be practical. In 
principle, (b) and (c) can be done in one step, e.g. by apply-
ing EMOS. However, at least for the study performed within 
QA4Seas, EMOS is outperformed by methods that apply (b) 
and (c) separately.

Returning to the analyses performed within QA4Seas it 
becomes obvious that there are quite a few regions where 
the different raw models show errors of opposite sign (bias 
maps of the raw ensemble hindcasts are not shown). Hence, 
if applied globally, the sequence (a) → (b) → (c), as shown 

in the flowchart in Fig. 1 , is the safe option to use knowing 
that it may be outperformed by (a) → (c) → (b) in regions, 
where all models show similar errors. In practice, often a 
single forecast product is requested, which requires the gen-
erally applicable sequence (a) → (b) → (c). Further, it may 
be difficult to determine if the forecasts are similar. Should 
similarity be assessed grid point by grid point? How should 
inconsistencies at the boundaries between areas of similar 
and dissimilar models be handled?

The above discussion on the sequence of processing steps 
applies to both ensemble and multi-category probability 
forecasts. For the latter, bias adjustment is done implicitly 
when computing probabilities. While the sequence (a) → (b) 
→ (c) is straightforward, the sequence (a) → (c) → (b) would 
imply multi-model combination by computing probabilities 
from the pooled ensemble consisting of all ensemble 
models to be combined. This in turn necessitates a forecast 
climatology of the pooled multi-model ensemble, which is 
not straightforward to generate.

Note also that some implicit, but important, assumptions 
have been made for this study: first, we have used ECMWF 
ERA-Interim analysis data for training and verification tac-
itly assuming that it represents the true observations. This is 
obviously not the case. However, we did also some analyses 
using CRU-TS (Harris et al. 2014) as reference, which led 
to comparable results. Second, using ECMWF ERA-Interim 
analysis as observation data set potentially leads to biased 
verification results in that ECMWF SEAS5 may be favored 
over the other forecasting systems just by the fact that it is 
based on the same analysis as the observational data set. 
Third, the post-processing approaches presented in this study 
only considered forecasts for the variable of interest as pre-
dictor at a specific location, e.g. for sea surface temperature 
we only use ensemble forecasts of sea surface temperature 
at that specific location. Obviously, our results may look 
different when including also forecasts for other grid points 
and other forecast variables. Such a teleconnections based 
post-processing approach, however, probably needs longer 
training periods in order to outperform the basic approaches 
applied in this study.

In the meantime, additional seasonal forecasting 
systems have been made available through the CDS. Also, 
the ECMWF ERA-Interim analysis, which we have used 
as reference, has been replaced by ERA5. At the time of 
writing, these datasets have not been available and therefore 
could not be included. A follow-up analysis would definitely 
need to include these more up-to-date datasets. Furthermore, 
the assessment of reliability, bias, and dispersion errors 
using PIT GOF tests may be improved by including recent 
results on GOF testing under serial correlation (Bröcker and 
Ben Bouallègue 2020).
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5 � Conclusions

The results stress the importance of bias adjustment of 
seasonal ensemble forecasts. CCR proved to be the opti-
mal approach for the study at hand, since the simpler MVA 
approach sometimes fails to correct underdispersion and—
not surprisingly—the more sophisticated EMOS post-pro-
cessing approach does not perform well in terms of forecast 
skill. The poor performance of EMOS is most likely due 
to the low predictability of seasonal forecasts in combina-
tion with the limited time sample of only 22 years, which 
leads to only 21 training data points in the cross-validated 
model estimation setting applied. This issue underpins also 
the importance of cross-validation for any type of processing 
of seasonal forecast ensembles.

We emphasize again that the provision of skill optimized 
ensemble and multi-category probability forecast products 
need different processing steps. Though it depends on the 
target application, our results suggest that in general using an 
unweighted multi-model combination of CCR bias adjusted 
single forecast systems leads to well calibrated seasonal 
forecast with a relatively good predictive skill. Unless a 
much larger training set is available or the skill of the sys-
tems improves substantially, more sophisticated multi-model 
combination approaches are unlikely to perform better.

As stated in Sect. 2.5 any analysis of seasonal forecasts is 
driven by the type of forecast product requested by the user. 
We have chosen to verify forecast products formulated in the 
form of multi-category probabilities using the RPS. Forecast 
products formulated as continuous probability functions are 
preferably verified using the CRPS. On the one hand RPS 
and CRPS are proper scoring rules, which prevent the fore-
caster from hedging (Gneiting and Raftery 2007; Weigel 
et al. 2007) and on the other hand they allow for calculation 
of skill scores, significance testing, and aggregation in space 
and time. Additionally, these scores can be decomposed into 
a reliability, a resolution, and a uncertainty term using the 
score decomposition proposed by Siegert (2017b).

Furthermore, the �2 decomposition of the rank 
histogram proved to be a suitable tool for visualization of 
miscalibration, bias, and dispersion errors on the global grid. 
In combination with an assessment of sharpness, a detailed 
picture of forecast quality can be obtained.
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